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At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for quality research. We want to promote universal access and opportunities for the international scientific community to share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the world. We would like to express our gratitude to all authors, whose research results have been published in our journal, as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai
Editor-in-Chief
IJACSA
Volume 13 Issue 4 April 2022
ISSN 2156-5570 (Online)
ISSN 2158-107X (Print)
Editorial Board

Editor-in-Chief

Dr. Kohei Arai - Saga University
Domains of Research: Technology Trends, Computer Vision, Decision Making, Information Retrieval, Networking, Simulation

Associate Editors

Alaa Sheta
Southern Connecticut State University
Domain of Research: Artificial Neural Networks, Computer Vision, Image Processing, Neural Networks, Neuro-Fuzzy Systems

Domenico Ciouonzo
University of Naples, Federico II, Italy

Dorota Kaminska
Lodz University of Technology
Domain of Research: Artificial Intelligence, Virtual Reality

Elena Scutelnicu
"Dunarea de Jos" University of Galati
Domain of Research: e-Learning, e-Learning Tools, Simulation

In Soo Lee
Kyungpook National University
Domain of Research: Intelligent Systems, Artificial Neural Networks, Computational Intelligence, Neural Networks, Perception and Learning

Krassen Stefanov
Professor at Sofia University St. Kliment Ohridski

Renato De Leone
Università di Camerino
Domain of Research: Mathematical Programming, Large-Scale Parallel Optimization, Transportation problems, Classification problems, Linear and Integer Programming

Xiao-Zhi Gao
University of Eastern Finland
Domain of Research: Artificial Intelligence, Genetic Algorithms

www.ijacsa.thesai.org
# CONTENTS

<table>
<thead>
<tr>
<th>Paper 1: CISE: Community Engagement of CEB Cloud Ecosystem in Box</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Benjamin Garlington</td>
</tr>
<tr>
<td><strong>PAGE 1 – 15</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 2: BEAM: A Network Topology Framework to Detect Weak Signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Hiba Abou Jamra, Marinette Savonnet, Eric Leclercq</td>
</tr>
<tr>
<td><strong>PAGE 16 – 27</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 3: Soft-sensor of Carbon Content in Fly Ash based on LightGBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Liu Junping, Luo Hairui, Huang Xiangguo, Peng Tao, Zhu Qiang, Hu XinRong, He Ruhan</td>
</tr>
<tr>
<td><strong>PAGE 28 – 33</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 4: Research on Intelligent Natural Language Texts Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Chen Xiao Yu, Zhang Xiao Min</td>
</tr>
<tr>
<td><strong>PAGE 34 – 40</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Shalida Mohd Rosnan, Kong Peifu, Toshiharu Enomae, Nakagawa-Izumi Akiko</td>
</tr>
<tr>
<td><strong>PAGE 41 – 48</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 6: Hadoop as a Service: Integration of a Company’s Heterogeneous Data to a Remote Hadoop Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Yordan Kalmukov, Milko Marinov</td>
</tr>
<tr>
<td><strong>PAGE 49 – 55</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 7: Method for Estimation of Oleic Acid Content in Soy Plants using Green Band Data of Sentinel-2/MSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Kohei Arai, Yoshitomo Hideshima, Yuuhi Iwaki, Ryota Ito</td>
</tr>
<tr>
<td><strong>PAGE 56 – 63</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 8: Portable ECG Monitoring System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Zhadyra N. Alimbayeva, Chingiz A. Alimbayev, Nurlan A. Bayanbay, Kassymbek A. Ozhikenov, Oleg N. Bodin, Yerkat B. Mukazhanov</td>
</tr>
<tr>
<td><strong>PAGE 64 – 76</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 9: Development of an IoT Device for Measurement of Respiratory Rate in COVID-19 Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Jean Pierre Tincopa, Paulo Vela-Anton, Cender U. Quispe-Juli, Anthony Arostegui</td>
</tr>
<tr>
<td><strong>PAGE 77 – 82</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 10: Design and Implementation of Teaching Assistant System for Mechanical Course based on Mobile AR Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Jinglei Qu, Bingxin Ma, Lulu Zheng, Yuhui Kang</td>
</tr>
<tr>
<td><strong>PAGE 83 – 90</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Paper 11: Extended Max-Occurrence with Normalized Non-Occurrence as MONO Term Weighting Modification to Improve Text Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors: Cristopher C. Abalorio, Ariel M. Sison, Ruji P. Medina, Gleen A. Dalaorao</td>
</tr>
<tr>
<td><strong>PAGE 91 – 97</strong></td>
</tr>
</tbody>
</table>
Authors: Okfalisa, Mahyarni, Wresni Anggraini, Saktioto, B. Pranggono  
PAGE 98 – 108

Paper 13: A Novel IoT Architecture for Seamless IoT Integration into University Systems  
Authors: Wafa Altwoyan, Ibrahim S. Alsukayti  
PAGE 109 – 116

Authors: Omran M. A. Alssaheil, Z. Zainal Abidin, N. A. Zakaria, Z. Abal Abas  
PAGE 117 – 124

Paper 15: An Efficient Productive Feature Selection and Document Clustering (PFS-DocC) Model for Document Clustering  
Authors: Perumal Pitchandi  
PAGE 125 – 133

Paper 16: Smart Elevator Obstruction Detection System using Image Classification  
Authors: Preethi Chandirasekeran, Shridevi S  
PAGE 134 – 141

Paper 17: The SMILE, A Cyber Pedagogy based Learning Management System Models  
Authors: Paula Dewanti, I Made Candiasa, I Made Tegeh, I Gde Wawan Sudatha  
PAGE 142 – 153

Paper 18: Location-based Mobile Application for Blood Donor Search  
Authors: Orlando Iparraguirre-Villanueva, Fernando Sierra-Linan, Michael Cabanillas-Carbonell  
PAGE 154 – 161

Paper 19: Soil Nutrients Prediction and Optimal Fertilizer Recommendation for Sustainable Cultivation of Groundnut Crop using Enhanced-1DCNN DLM  
Authors: Sivasankaran S, K. Jagan Mohan, G. Mohammed Nazer  
PAGE 162 – 171

Paper 20: Performance Evaluation of Different Supervised Machine Learning Algorithms in Predicting Linear Accelerator Multileaf Collimator Positioning’s Accuracy Problem  
Authors: Hamed S. El-Ghety, Ismail Emam, AbdelMagid M. Ali  
PAGE 172 – 176

Paper 21: Collaborative Course Assignment Problem to Minimize Unserved Classes and Optimize Education Quality  
Authors: Purba Daru Kusuma, Ratna Astuti Nugrahaeni  
PAGE 177 – 185

Authors: Jatin C. Modh, Jatinderkumar R. Saini, Ketan Kotecha  
PAGE 186 – 193

Paper 23: Towards Employee Perceived Satisfaction in using Citrix Workspace Technology  
Authors: Bandar Ali Al Fehaidi, Muhammad Asif Khan  
PAGE 194 – 201

www.ijacsa.thesai.org
Paper 24: Bearing Fault Detection based on Internet of Things using Convolutional Neural Network  
Authors: Sovon Chakraborty, F. M. Javed Mehedi Shamrat, Rasel Ahmad, Md. Masum Billah, Moumita Kabir, Md Rabbani Hosen  
Page 202 – 210

Paper 25: Three Layer Authentications with a Spiral Block Mapping to Prove Authenticity in Medical Images  
Authors: Firda Ernawan, Afrig Aminuddin, Danakorn Nincarean, Mohd Faizal Ab Razak, Ahmad Firdaus  
Page 211 – 223

Paper 26: Assessing Node Trustworthiness through Adaptive Trust Threshold for Secure Routing in Mobile Ad Hoc Networks  
Authors: M Venkata Krishna Reddy, P. V. S. Srinivas, M. Chandra Mohan  
Page 224 – 231

Paper 27: An Ontology Model for Medical Tourism Supply Chain Knowledge Representation  
Authors: Worawit Janchai, Abdelaziz Bouras, Veeraporn Siddoo  
Page 232 – 240

Paper 28: Stochastic Marine Predator Algorithm with Multiple Candidates  
Authors: Purba Daru Kusuma, Ratna Astuti Nugrahaeni  
Page 241 – 251

Paper 29: A Novel High-Speed Key Transmission Technique to Avoid Fiddling Movements in e-Commerce  
Authors: A. B. Hajira Be, R. Balasubramanian  
Page 252 – 259

Authors: Faizur Rashid, Suleiman M. A. Gargaare, Abdulkadir H. Aden, Afendi Abdi  
Page 260 – 265

Paper 31: A Novel Evolving Sentimental Bag-of-Words Approach for Feature Extraction to Detect Misinformation  
Authors: Yashoda Barve, Jatinderkumar R. Saini, Kaushika Pal, Ketan Kotecha  
Page 266 – 275

Paper 32: Data Security Awareness in Online Learning  
Authors: Rosilah Hassan, Wahiza Wahi, Nurul Halimatul Asmak Ismail, Samer Adnan Bani Awwad  
Page 276 – 282

Paper 33: KP-USE: An Unsupervised Approach for Key-Phrases Extraction from Documents  
Authors: Lahbib Ajallouda, Fatima Zahra Fagroud, Ahmed Zellou, Elhabib Ben Lahmar  
Page 283 – 289

Paper 34: Design of a Multiloop Controller for a Nonlinear Process  
Authors: S Anbu, M Senthilkumar, T S Murugesh  
Page 290 – 299

Paper 35: License Plates Detection and Recognition with Multi-Exposure Images  
Authors: Seong-O Shim, Romil Imtiaz, Asif Siddiq, Ishtiaq Rasool Khan  
Page 300 – 305

www.ijacsa.thesai.org
Paper 36: An Urban Water Infrastructure Management System Design with Storm Water Intervention for Smart Cities  
Authors: Edward B. Panganiban, Rafael J. Padre, Melanie A. baguio, Oliver B. Francisco, Orlando F. Balderama  
PAGE 306 – 313

Paper 37: Sentiment Analysis on Amazon Product Reviews using the Recurrent Neural Network (RNN)  
Authors: Roobaea Alroobaea  
PAGE 314 – 318

Paper 38: Arabic Sign Language Recognition using Lightweight CNN-based Architecture  
Authors: Bafool Yahya AlKhuraym, Mohamed Maher Ben Ismail, Ouiem Bchir  
PAGE 319 – 328

Paper 39: Review of Industry Workpiece Classification and Defect Detection using Deep Learning  
Authors: Changxing Chen, Azween Abdullah, S. H. Kok, D. T. K. Tien  
PAGE 329 – 340

Paper 40: Enterprise Architecture for Smart Enterprise System  
Authors: Meuthia Rachmaniah, Arif Imam Suroso, Muhamad Syukur, Irman Hermadi  
PAGE 341 – 350

Paper 41: Virtual Reality Application for Pain Management: User Requirements  
Authors: Ioan Alexandru Bratosin, Ionel Bujorel Pavaloiu, Nicolae Goga, Andreea Iuliana Luca  
PAGE 351 – 356

Paper 42: Integration of Convolutional Neural Networks and Recurrent Neural Networks for Foliar Disease Classification in Apple Trees  
Authors: Disha Garg, Mansaf Alam  
PAGE 357 – 367

Paper 43: Modern City Issues, Management and the Critical Role of Information and Communication Technology  
Authors: Qasim Hamakhurshid Hamamurad, Normal Mat Jusoh, Uznir Ujang  
PAGE 368 – 373

Authors: Jaideepsinh K. Raulji, Jatinderkumar R. Saini, Kaushika Pal, Ketan Kotecha  
PAGE 374 – 380

Paper 45: Detection and Analysis of Oil Spill using Image Processing  
Authors: Myssar Jabbar Hammood AL-BATTBOOTTI, Nicolae GOGA, Iuliana MARIN  
PAGE 381 – 387

Paper 46: Smart Information Retrieval using Query Transformation based on Ontology and Semantic-Association  
Authors: Ram Kumar, S. C. Sharma  
PAGE 388 – 394

Paper 47: Characters Segmentation from Arabic Handwritten Document Images: Hybrid Approach  
Authors: Omar Ali Boraik, M. Ravikumar, Mufeed Ahmed Naqi Saif  
PAGE 395 – 403

Paper 48: Machine Learning for Exhibition Recommendation in a Museum’s Virtual Tour Application  
Authors: Shinta Puspasari, Ermatita, Zulkardi  
PAGE 404 – 412

www.ijacsatheai.org
Paper 49: Classification of Osteoporosis in the Lumbar Vertebrae using L2 Regularized Neural Network based on PHOG Features
Authors: Kavita Avinash Patil, K. V. Mahendra Prashanth, A Ramalingaiah
PAGE 413 – 423

Paper 50: Deep Learning Approach for Spoken Digit Recognition in Gujarati Language
Authors: Jinal H. Tailor, Rajnish Rakholia, Jatinderkumar R. Saini, Ketan Kotecha
PAGE 424 – 429

Paper 51: Tweet Credibility Detection for COVID-19 Tweets using Text and User Content Features
Authors: Vaishali Vaibhav Hirlekar, Arun Kumar
PAGE 430 – 439

Paper 52: Integration of Ensemble Variant CNN with Architecture Modified LSTM for Distracted Driver Detection
Authors: Zakaria Boucetta, Abdelaziz El Fazziki, Mohamed El Adnani
PAGE 440 – 458

Paper 53: A Review of the Integration of Cyber-Physical System and Internet of Things
Authors: Ramesh Sneka Nandhini, Ramanathan Lakshmanan
PAGE 459 – 465

Paper 54: Is Deep Learning on Tabular Data Enough? An Assessment
Authors: Sheikh Amir Fayaz, Majid Zaman, Sameer Kaul, Muheet Ahmed Butt
PAGE 466 – 473

Paper 55: Smart Home Automation by Internet-of-Things Edge Computing Platform
Authors: Zubair Sharif, Low Tang Jung, Muhammad Ayaz, Mazlaini Yahya, Dodo Khan
PAGE 474 – 484

Authors: Charles N. Mabude, Iyabo O. Awoyelu, Bodunde O. Akinyemi, Ganiyu A. Aderounmu
PAGE 485 – 495

Paper 57: Organizational Architecture and Service Delivery Re-Alignment based on ITIL and TOGAF: Case Study of the Provincial Development Bank
Authors: Asti Amalia Nur Fajrilah, Muharman Lubis, Irmayanti Syam
PAGE 496 – 508

Paper 58: A Lasso-based Collaborative Filtering Recommendation Model
Authors: Hiep Xuan Huynh, Vien Quang Dam, Long Van Nguyen, Nghia Quoc Phan
PAGE 509 – 514

Paper 59: Face Age Estimation using Shortcut Identity Connection of Convolutional Neural Network
Authors: Shohel Pramanik, Hadi Affendy Bin Dahlan
PAGE 515 – 521

Paper 60: Framework to Deploy Containers using Kubernetes and CI/CD Pipeline
Authors: Manish Kumar Abhishek, D. Rajeswara Rao, K. Subrahmanyam
PAGE 522 – 526

www.ijacsa.thesai.org
Paper 61: Adaptive Generation-based Approaches of Oversampling using Different Sets of Base and Nearest Neighbor’s Instances
Authors: Hatem S Y Nabus, Aida Ali, Shafaatunnur Hassan, Siti Mariyam Shamsuddin, Ismail B Mustapha, Faisal Saeed
PAGE 527 – 534

Paper 62: Social Group Optimization-based New Routing Approach for WMN’s
Authors: Bhanu Sharma, Amar Singh
PAGE 535 – 540

Paper 63: A New Combination Approach to CPU Scheduling based on Priority and Round-Robin Algorithms for Assigning a Priority to a Process and Eliminating Starvation
Authors: Hussain Mohammad Abu-Dalbouh
PAGE 541 – 546

Paper 64: Balancing a Practical Inverted Pendulum Model Employing Novel Meta-Heuristic Optimization-based Fuzzy Logic Controllers
Authors: Dao-Thi Mai-Phuong, Pham Van-Hung, Nguyen Ngoc-Khoat, Pham Van-Minh
PAGE 547 – 553

Paper 65: Application of Affective Computing in the Analysis of Advertising Jingles in the Political Context
Authors: Gabriel Elias Chanchi Golondrino, Manuel Alejandro Ospina Alarcon, Luz Marina Sierra Martínez
PAGE 554 – 561

Paper 66: An Intelligent Approach based on the Combination of the Discrete Wavelet Transform, Delta Delta MFCC for Parkinson’s Disease Diagnosis
Authors: BOUALOULOU Nouhaila, BELHOUSSINE DRISSI Taoufiq, NSIRI Benayad
PAGE 562 – 571

Paper 67: Efficient Intrusion Detection System for IoT Environment
Authors: Rehab Hosny Mohamed, Faried Ali Mosa, Rowayda A. Sadek
PAGE 572 – 578

Paper 68: Augmented System for Food Crops Production in Agricultural Supply Chain using Blockchain Technology
Authors: Dayana D. S, Kalpana G
PAGE 579 – 589

Paper 69: A Comprehensive Analysis of Blockchain-based Cryptocurrency Mining Impact on Energy Consumption
Authors: Md Rafiquil Islam, Muhammad Mahbubur Rashid, Mohammed Ataur Rahman, Muslim Har Sani Bin Mohamad, Abd Halim Bin Embong
PAGE 590 – 598

Paper 70: Bridge Pillar Defect Detection using Close Range Thermography Imagery
Authors: Abd Wahid Rasib, Muhammad Latifi Mohd Yaacob, Nurul Hawani Idris, Khairulazhar Zainuddin, Rozilawati Dollah, Norbazlan Mohd Yusof, Norisam Abd Rahaman, Shahrin Ahmad, Norhadi A. Hamidi, Abdul Manaf Mhapo
PAGE 599 – 606

Paper 71: Learning Effectiveness of Virtual Land Surveying Simulator for Blended Open Distance Learning Amid Covid-19 Pandemic
Authors: Yeap Chu Im, Muhammad Norhadri Bin Mohd Hilmi, Tan Cheng Peng, Azrina Jamal, Noor Halizah binti Abdullah, Suzi Iryanti Fadilah
PAGE 607 – 615
Paper 72: Fusion of Statistical Reasoning for Healing Highly Corrupted Image  
Authors: Golam Moktader Daiyan, Leiting Chen, Chuan Zho, Golam Moktader Nayeem  
PAGE 616 – 628

Paper 73: Framework of Infotainment using Predictive Scheme for Traffic Management in Internet-of-Vehicle  
Authors: Reshma S, Chetanaparakash  
PAGE 629 – 638

Paper 74: Internet of Things (IoT) Application for Management in Automotive Parts Manufacturing  
Authors: Apiwat Krommuang, Opal Suwunnamek  
PAGE 639 – 650

Paper 75: Investigation of Hybrid Feature Selection Techniques for Autism Classification using EEG Signals  
Authors: S. Thirumal, J. Thangakumar  
PAGE 651 – 659

Paper 76: An Optimized Hybrid Fuzzy Weighted k-Nearest Neighbor with the Presence of Data Imbalance  
Authors: Soha A. Bahanshal, Rebhi S. Baraka, Bayong Kim, Vaibhav Verdhan  
PAGE 660 – 665

Paper 77: SPKP: A Web-based Application System for Managing Mental Health in Higher Institution  
Authors: Mohamad Fadli Zolkipli, Zahidah Mohamad Said, Massudi Mahmuddin  
PAGE 666 – 675

Paper 78: Breast Cancer Classification using Decision Tree Algorithms  
Authors: Omar Tarawneh, Mohammed Otair, Moath Husni, Hayfa.Y. Abuaddous, Monther Tarawneh, Malek A Almomani  
PAGE 676 – 680

Paper 79: Development and Validation of e-Books during the Post-Pandemic to Improve Attitude towards Environmental Care in Case of Indonesia  
Authors: Anggraeni Mashinta Sulistyani, Zuhdan Kun Prasetyo, Farida Hanum, Rizki Noor Prasetyono  
PAGE 681 – 688

Paper 80: A Two-Stage Assessment Approach for QoS in Internet of Things based on Fuzzy Logic  
Authors: Mutasim Elsadig Adam, Yasir Abdalgadir Ahmed Hamid  
PAGE 689 – 696

Paper 81: Design and Usability Study of Hypertension Management Guideline Mobile Application with Hypertension and Non-hypertension Patients  
Authors: Nor Azman Ismail, Nor Afiqaq Mohd Fuaad, Muhammad Syahmi Zulkifli, Farhat Embarak, Nur Zuhairah Afiqaq Husni, Su Elya Mohamed, Puteri Syaza Kamarina Megal Mohd Zainon  
PAGE 697 – 702

Paper 82: A CNN based Approach for Handwritten Character Identification of Telugu Guninthalu using Various Optimizers  
Authors: B. Soujanya, Suresh Chittineni, T. Sitamahalakshmi, G. Srinivas  
PAGE 703 – 710

Paper 83: Information Security Enhancement by Increasing Randomness of Stream Ciphers in GSM  
Authors: Ram Prakash Prajapat, Rajesh Bhadada, Arjun Choudhary  
PAGE 711 – 717

www.ijacsa.thesai.org
Paper 84: Plant Disease Detection using AI based VGG-16 Model
Authors: Anwar Abdullah Alatawi, Shahd Maadi Alomani, Najd Ibrahim Alhawiti, Muhammad Ayaz
Page 718 – 727

Paper 85: Analysis of Factors Influencing the COVID-19 Mortality Rate in Indonesia using Zero Inflated Negative Binomial Model
Authors: Maria Susan Anggreainy, Abdullah M. Illyasu, Hanif Musyaffa, Florence Helena Kansil
Page 728 – 734

Paper 86: Automatic Healthy Sperm Head Detection using Deep Learning
Authors: Ahmad Abdelaziz Mashaal, Mohamed A. A. Eldosoky, Lamia Nabil Mahdy, Kadry Ali Ezzat
Page 735 – 742

Paper 87: RTL Design and Testing Methodology for UHF RFID Passive Tag Baseband-Processor
Authors: Syifa A Fuada, Aris Agung Pribadi, Trio Adiono, Tengku Ahmad Madya
Page 743 – 753

Paper 88: IAGA: Interference Aware Genetic Algorithm based VM Allocation Policy for Cloud Systems
Authors: Tarannum Alimahmad Bloch, Sridaran Rajagopal, Prashanth C. Ranga
Page 754 – 765

Paper 89: A Hybrid Deep Learning Approach for Freezing of Gait Prediction in Patients with Parkinson's Disease
Authors: Hadeer El-ziyat, Nashwa El-Bendary, Ramadan Moawad
Page 766 – 776

Paper 90: Emotions Classification from Speech with Deep Learning
Authors: Andry Chowanda, Yohan Muliono
Page 777 – 781

Paper 91: A Comprehensive Overview on Biometric Authentication Systems using Artificial Intelligence Techniques
Authors: Shoroog Albalawi, Lama Alshahrani, Nouf Albalawi, Reem Kilabi, Aaeshah Alhakamy
Page 782 – 791

Paper 92: Protecting User Preference in Ranked Queries
Authors: Rong Tang, Xinyu Yu
Page 792 – 799

Paper 93: Towards Security Awareness of Mobile Applications using Semantic-based Sentiment Analysis
Authors: Ahmed Alzhrani, Abdulsmeed Alatawi, Bandar Alsharari, Umar Albalawi, Mohammed Mustafa
Page 800 – 809

Paper 94: Deep Multi View Spatio Temporal Spectral Feature Embedding on Skeletal Sign Language Videos for Recognition
Authors: SK. Ashraf Ali, M. V. D. Prasad, P. Praveen Kumar, P. V. V. Kishore
Page 810 – 819

Paper 95: Human Activity Recognition in Car Workshop
Authors: Omar Magdy, Ayman Atia
Page 820 – 825

www.ijacsa.thesai.org
Paper 96: BMP: Toward a Broker-less and Microservice Platform for Internet of Things
Authors: Lam Nguyen Tran Thanh, Khoi Le Quoc, The Anh Nguyen, Huong Hoang Luong, Hong Khanh Vo, Tuan Dao Anh, Hy Nguyen Vuong Khang, Khoi Nguyen Huynh Tuan, Hieu Le Van, Nghia Huynh Huu, Khoa Tran Dang, Khiem Huynh Gia
PAGE 826 – 834

Authors: Salim Salmi, Lahcen Oughdir
PAGE 835 – 842

Paper 98: A Deep Transfer Learning Approach to Enhance Network Intrusion Detection Capabilities for Cyber Security
Authors: Abhijit Das, Pramod
PAGE 843 – 855

Authors: Abhijit Das, Pramod
PAGE 856 – 866

Paper 100: Deep Reinforcement Learning based Ensemble Model for Intrusion Detection System
Authors: Abhijit Das, Pramod
PAGE 867 – 878

Paper 101: An Enhanced Predictive Approach for Students’ Performance
Authors: Mohamed Farouk Yacoub, Huda Amin Maghawry, Nivin A Helal, Sebastian Ventura, Tarek F. Gharib
PAGE 879 – 883

Paper 102: A Comparative Performance of Optimizers and Tuning of Neural Networks for Spoof Detection Framework
Authors: Ankita Chadha, Azween Abdullah, Lorita Angeline
PAGE 884 – 890

Paper 103: Hybrid Deep Learning Approach for Sentiment Classification of Malayalam Tweets
Authors: Soumya S, Pramod K V
PAGE 891 – 899

Authors: Abir Ismaili-Alaoui, Karim Baina, Khalid Benali
PAGE 900 – 915

Authors: Javier E. Ramirez, Caleb M. Santiago, Angelica Kamiyama
PAGE 916 – 924

Authors: Abdullah Sheneamer, Essa Alhazmi, James Henrydoss
PAGE 925 – 936

Authors: Sameer Rafiee, Xu Yun, Zhang Jian Xin, Zaid Yemeni
PAGE 937 – 949
Authors: Jakub Bajzik, Jiri Prinosil, Roman Jarina, Jiri Mekyska
Page 950 – 958

Authors: Amani A. Alqarni, El-Sayed M. El-Alfy
Page 959 – 967

Paper 110: A Machine Learning Model for the Diagnosis of Coffee Diseases
Authors: Fredy Martinez, Holman Montiel, Fernando Martinez
Page 968 – 974

Paper 111: Deep Learning-based Hybrid Model for Efficient Anomaly Detection
Authors: Frances Osamor, Briana Wellman
Page 975 – 979

Authors: Alaa Mansy, Sherine Rady, Tarek Gharib
Page 980 – 990

Authors: Antony Albites-Tapia, Javier Gamboa-Cruzado, Junior Almeyda-Ortiz, Alberto Moreno Lázaro
Page 991 – 998

Authors: Battina Srinivasu Kumar, S. G. Santhi, S. Narayana
Page 999 – 1007
CISE: Community Engagement of CEB Cloud Ecosystem in Box

Dr. Benjamin Garlington
Ph.D. Candidate, University of Arkansas at Little Rock, USA

Abstract—The explosion of digital and observational data is having a profound effect on the nature of scientific inquiry, requiring new approaches to manipulating and analyzing large and complex data and increasing the need for collaborative solid research teams to address these challenges. These data, along with the availability of computational resources and recent advances in artificial intelligence, machine learning software tools, and methods, can enable unprecedented science and innovation. Unfortunately, these software tools and techniques are not uniformly accessible to all communities, mainly scientists and engineers at Minority Serving Institutions (MSI). Cloud computing resources are natural channels to enhance these institutions' research productivity. However, utilizing cloud computing resources for research effectively requires a significant investment in time and effort, awkward manipulation of data sets, and deployment of cloud-based applications workflows that support analysis and visualization tools.

Keywords—Collaboration; outreach; engagement; narrowcasting; conceptual; methodological; storage-as-a-service; software-as-a-service; data-as-a-service; infrastructure-as-a-service; platform-as-a-service; cloud-ecosystem; minority serving institutions (MSI)

I. INTRODUCTION

The current structure of the STEM education research enterprise highly favors individuals who can spend nearly full time on research and so take an idea from inception to publication at a competitive pace. This model is great for individuals at R1 institutions, while new scholars at smaller or less connected institutions cannot lever age communal connection to information supported by new cyberinfrastructure. The last two decades’ research data has become a major defining force for America of its economic, social, and national importance. Over the last two decades, scientists within all sectors of STEM have witnessed an explosive rise of data ecosystems as a research tool, and universities are utilizing these infrastructures and their associated applications as an integral part of scientific discovery. The most commonly use tool is cloud computing environments; these ecosystems have emerged as a central tool in the scientific evolution of U.S. STEM rebirth. Additionally, the U.S. has become aware of the urgent need to educate a workforce in all sectors of STEM to take full advantage of these shared resource to ensure that the U.S. remains competitive in STEM research and scientific innovation [1]-[5]. Complicating this task is the diversity of research data that is being placed in such environments. This data is heterogeneous, and the volumes are unprecedented in scale and complexity. It represents the next frontier for innovation, competition, and productivity in research [19].

Therefore, primary intellectual thrust of our research will come from a vision of providing a holistic pathway integrating multiple stakeholders, data sources, and training models to address both immediate and long-term data needs for researchers at MSIs utilizing cloud environments as their primary medium for research. Our project develops a service-oriented resource that assistances diverse communicate, navigate, connect, and inform the research activities of these communities. As a result, the Cloud Ecosystem in a Box (CEB) hub will have a transformational effect for these institutions to by enhancing and propelling research among minority communities and groups currently underserved.

The focus of our particular aspect of CEB will be around engagement that creates a theoretical framework of a network of practice[8], in which individuals can leverage a knowledge portal or hub to facilitates the diffusion of knowledge among a rather loosely coupled and often disconnected community [9]-[11], in certain disciplines i.e. (1) Cloud computing, (2) Nanoscience, (3) Bioinformatic, and (4) Cybersecurity.

Engaging these institutions with multi-disciplines, puts emphasis on data-enabled areas of research that can be achieved within the hub, which is a pivotal area of research in information science that examines how engagement within the context of educational activities can broaden and enhance community engagement with information sources or data.

II. PROBLEM

Across the US, research has been broad and only been characterized through individual contributions in each field as separate entities with no single solution [1]. Tier1 research institutions and Universities greatly compensated, have the advantage in high caliber research, so primary data and secondary data mitigate and escalate to and from these campuses. Meanwhile low-income Minority Serving Institutions (MSI) that only make up 10% [1] of US institutions do not have the knowledge, capacity nor the funds to deliver top-tier data to research on, nor do they have the resources to properly engage training. Around half of MSI students have no inclination of cloud resources or what cloud resources can provide according to the results of the initial survey. Majority of Minority Serving Institutions (MSI) have no forefront knowledge of future endeavors on transitioning to cloud services provided by CEB.
Therefore, a grant has been funded through the National Science Foundation’s (NSF) Directorate for Computer and Information Science and Engineering (CISE) to create an on-ramp to allocate resources for specific community domains. A funded EAGER Cloud-Ecosystem in a Box (CEB) (award: 1842679) project serving the principal interface for providers in the CISE research community, the education community, and the public cloud community to contribute support from corporate partners by leveraging the Cloud Ecosystem in a Box (CEB). This grant extends cloud services to complement existing resources centered around completely different computational facets of research. These recommendations were made at the NSF Cloud for Everyone (NSFC4E) workshop (award: 1663794) also recommendations made at Enabling Computer and Information Science and Engineering Research and Education in the Cloud (ECISEREC) workshop (award: 818650).

Researchers all over the United States are over-exerted due to the volume of data being computed and stored over the vast cloud movement of processed data and crowd-sourced learning. This data has increased the number of activities to be hosted in particular with, Minority Serving Institutions (MSI), in which, these facilities has resulted in a great number of domain specific publications. In addition to the volume of this unorganized data, new findings are growing at an exponential rate and it has become more time consuming for researchers to draw conclusions within this area of collection of big data due to the lack of addressing engagement.

A. Dissertation Statement

Minority Serving Institutions (MSI) should have access to services such as building a cloud-based community to enhance research and infrastructure connected together. By using these engagement techniques, we can increase cloud-driven resources by 20%. Measuring analytic collaborations by building state of the art research and educational cloud ecosystems that leverage advance practices and training within a computational sphere.

B. Research Area Problem

How a Hub (CEB) that is an on-ramp onto cloud resources (via AWS, Google, Microsoft, Oracle) could serve Minority Serving Institutions (MSI) community needs and user needs.

With the focus of my research exerting towards Community Engagement by (1) building state of the art research and educational cloud ecosystem (CEB) that leverage advance practices and training within a computational sphere with Cloud providers, and (2) systematically engaging in response time and success of the CEB, plans are put into effect of a more precise nature to establish a mentoring network between Minority Serving Institutions (MSI), through contributing community/user-based needs respectively.

Also maintaining the CEB by being a beacon/liaison for community toolsets to train Minority Serving Institutions (MSI) for cloud-based learning in Cloud Collaboration through the life cycles (Phases) of the CEB. This enables superior cloud resources from corporate partners to be at the forefront of separate cloud research tools for a broader research area instead of local centralized research, to accelerate innovation through user-defined computational cloud research while also addressing retention and scalable marketing.

III. Literature Review

This literature review is designed to share similar work corresponding to cloud services provided through an ecosystem like the CEB. It will also compare complexities and pedagogies tied into the various levels of expanding cloud services to areas never incorporated. It will serve as a benchmark for new advancements within cloud services by aiding in filling gaps within the discipline and administering techniques for measuring success through the CEB expounding on the measurement of outreach, engagement, cloud ecosystems. I would like to start this literature review with XSEDE (Extreme Science and Engineering Discovery Environment) cloud services, because it is the closest infrastructure related to the CEB that I am most familiar with, also I have extensive expertise within this particular pedagogical area of cloud resources. I was reluctant enough to be a part of the services provided by XSEDE at the University of Arkansas at Pine Bluff where I practiced as the Campus Champion. My role expanded across a variety of activities such as helping institution researchers, educators and scholars with their computing needs. As the Campus Champion, I was engaged in high-end data intensive research focusing on large scale, high performance computing, distributed high throughput computing environments, visualization and data analysis systems, large-memory systems, data storage, and cloud systems. In addition, I attended/chaperoned the Supercomputing convention.

1) In the paper “XSEDE: Accelerating Scientific Discovery”, cloud resources are characterized as a co-existence between multiple cyberinfrastructure communities of scholars, scientists, engineers and researchers to form one ecosystem that addresses the most important and challenging problems [2]. XSEDE’s realm of computational technologies and resources divulge in a process that is critical to the success of researchers. These digital services are accessed at a fraction of the cost that they ordinarily would, due to the outsourcing of their complexity to XSEDE. These advanced digital services make up different attributes of technology like supercomputers, storage systems, visualization systems, collections of data, networks and software. The paper emphasizes the motivation to integrate these computational services into a more general form as [2] “judiciously distributed but architecturally and functionally integrated from two arguments”: First, the movement of scientific progress within multiple disciplines, which enables a combination of services and resources. Second, that top-tier digital resources are more capable by leveraging multiple smaller institutions, and not being centralized fully at a single institution. XSEDE, as an ecosystem of its on, has an ongoing interface for helpdesk support, initiating allocations, and services for sharing other computing digital resources. XSEDE implements tools, policies, and methods that exist with top-tier facilities.
campuses, and government institutions as the beginning process for a national e-science infrastructure ecosystem. [3].

2) The paper “open-source cloud management platforms and hypervisor technologies: A Review and Comparison”, suggest further implantation of cloud-based solutions and measuring performance in an infrastructural environment [4]. It introduces cloud infrastructure and hypervisor technologies as a means to architect effective cloud solutions, also the need for continued new tools and technologies used to fit the needs of infrastructure ecosystems. Something very important within cloud infrastructure is what Cloud Framework should be implemented according to needs of the Cloud Service Provider. Software-as-a-Service (SaaS), Infrastructure-as-a-Service (IaaS) and Platform-as-a-Service (PaaS). It goes into intense discussion about Cloud Management Platforms used to deploy virtual machines and how a major consideration for the success of any cloud platform involves the activity and support of the development community behind the project. Hypervisors are introduced as a special operation system that hosts multiple Virtual Machines on a physical machine that allows simultaneous execution of entire operation system instances at the same time. The paper shows how when you combine several virtual machines onto a single physical server it provides on-demand computing to users in real-time. Discussion took place regarding identifying the best cloud technology through different studies, but in today’s infrastructure needs it is enough to sustain several open-source cloud computing platforms that addresses difficulties in cloud environment [4].

3) In the paper “DH Box: A Virtual Computer Lab in the Cloud”, it outlines how instruction in Digital Humanities (DH) became more efficient since the creation of the DH Box [3]. Challenges within the classroom before the DH Box consisted hardware and software resources and installation/configuration of DH tools running of multiple devices. Run-ins with IT departments played a major part in the attrition of facilitating the classroom and he states that on most campuses, computers were on complete lockdown. The author wanted to develop a portable, reproducible, and approachable way to get people interested in DH, up and running with DH tools with the creation of the DH Box starting out on a Raspberry Pi then graduating to the cloud. From local installs on user hardware to a web application that would be accessible remotely with the infrastructure that consists of a sign-in, front-in website, a back-end that listens for request, takes data and initiates the launch of a script, then the launch script itself, and a simple user menu. The DH Box had cut down on class time devoted to preparing technology, shifting the focus away from maintenance and configuration and toward learning and exploration where students were able to access DH tools from their own devices of their choosing [3].

4) “STEM Outreach: A Literature Review and Definition” is a paper that introduces a pragmatic definition of STEM outreach using a heuristic contextual framework [5]. Without expounding on the ontological results used to complete the definition, this paper concludes the definition as:

“The act of delivering STEM content outside of the traditional student/teacher relationship to STEM stakeholders (students, parents, teachers…) in order to support and increase the understanding, awareness and interest in STEM disciplines.”

Outreach delivery methods within this paper include Lecture, Active learning/Inquiry Based learning, Problem Based learning, Workshops and Training Events, and Camps and Events. Examining the College (Undergraduate through Doctoral) target area we see how college students can be both the target audience for STEM outreach programs and also to outreach efforts for younger age groups. Through an extended conference/camp where groups of target criteria can emerge educational support, we see an increasing number of providers and more program support. College students get enhanced networking and more exposure to a particular field of study.

5) In the journal “CARES: Mentoring through University Outreach”, characterizes a study which utilizes surveys, campus visits, interviews, and observations for a minority serving middle school [6]. These attributes are at the core of outreach, and within this study proves results to show reluctant change and improvement. The participants were students of the forementioned middle school was paired with a mentor selected and matched by race/ethnicity. The findings in this article articulate three major themes. First, the Cares act increased student’s aspirations to attend college by providing access to information that expanded the realms of knowledge and exposed new thoughts and the idea that learning is fun. There are 4 categories that the article demonstrates within the first theme that constitute them for increasing the willingness for higher education: Exposure to new options and ideas, increased sense of purpose, feelings of acceptance and connection with mentors, and recognition of encouragement from mentors. Second, mentors experienced personal growth and benefits from their involvement in the Cares act. This second theme has influenced testimonies from the mentors themselves. All acknowledged the benefits, ranging from rejuvenation and increased motivation to growth in their skills and a sense of emotional satisfaction from seeing their influence on students’ futures. Thirdly, the outreach from mentors to the students had decreased the negative socialization that characterized the educational experiences. School policy dictated that education was punitive and boring in which it discouraged them form considering higher education as an option. This outreach shows researchable mitigations in the inequities between the differences of white middleclass students and those of poor African American and Latino students. The policies and procedures within this middle school was evaluated because of the CARES act and staff and faculty came to see how the discipline policy discouraged students.
6) In the journal “Outreach, Engagement, and the Changing Culture of the University” the author narrates that in order to change the culture of an organization there has to be a noticeable crisis [7]. A recognized need for higher education to keep pace of an ever-developing societal change takes a forward standpoint pertaining to the culture of education. Outreach and Engagement are characterized by a reaching out from the university to the people and organizations a university serves, also the exchange between the university and its constituents. The author states that engagement is both outreach and in reach into the university by way of extending scholarly creativity to enhance cultural changes inside and out.

7) In the journal “Outreach initiatives in academic libraries, 2009-2011”, the purpose of outreach with academic libraries is reprimanded with budget cuts declining, also outreach is still on the rise [8]. This particular study represents comparing outreach initiatives through librarians to a particular project conducted by the author. The approach taken was sending a survey to academic librarians that influenced higher learning with outreach, marketing, and promotion. There were successful outreach initiatives in all categories and only a small response rate reflects the target audience. The findings of the survey conveyed a wide range of initiatives involving outreach that target funding. The authors project exceeded the cost of all other initiatives. Certain limitations identified survey flaws and the implications was just a small reach to the targeted audience. A modified survey to the academic library system involved in outreach and engagement is therefore included for future research. The practical implications hardly coexist with budget restraints, because many higher education programs across the nation have inserted outreach into public services positions. The value this type of outreach brings to the table produces limited research about successful initiatives within the spectrum of the timeline. Outreach from academic librarians will be inspired in the collected project outreach takes to create projects with limited funding.

8) In the paper “Pre-university Outreach: Encouraging Students to Consider Engineering Careers” outreach is discussed by activities being affected in educating students about the challenges and rewards of engineering careers [9]. It discusses the impact of certain programs motivating students to consider engineering educational pathways and career pathways. Originally the program was for female students partaking in a summer day camp. It now includes hands-on activities directly to the classroom presented as a co-ed program. There were multiple workshops ranging multiple years that combined males and females, then ranged with the classifications of each individual. The surveys portray a ripple effect with the percentages of K-12 knowledge awareness of engineering. It represents a convergence of STEM intelligence over the years that outreach becomes more and more successful. Proof of the before and after evaluations of student’s knowledge of engineering. The questionnaires and evaluations give direct awareness for essential tools about the engineering profession at the pre-university level. It is still in its early stages to tell the increases in expansion of engineering enrollment, but the numbers don’t lie about having a positive impact on women in the field.

Whitney Bouk general manager of enterprise at Box said quote: “Future success for students and educators will be dependent on how well we integrate technology into our modern learning environments, Box helps schools to teach, conduct research and run their operations more creatively and effectively, while also giving students new ways to connect and learn. With our growing network of education partners, we are enabling students and teachers to take ownership of education [10]”.

Matthew Self Box VP for Platform Engineering said quote: “We’re transitioning from a world where the enterprise, and all of your enterprise content, are within the confines of your network and with applications you control, to this world where you have the cloud, all these different applications and all these different devices, with their content scattered all over the cloud. What Box is introducing is a solution… that will bring all of that content to a single place. By using Box OneCloud, we can leverage all of the applications that businesses want to use to run their business and store the data in a single place [11]”.

Liz Herbert, an analyst at Forrester Research said quote: “An interconnected network of add-on applications vendors, consultants and partners centered on an anchor cloud provider — and the benefits of a cloud computing ecosystem are outlined. It’s a way for organizations to balance agility and speed with control [12].

IV. METHODOLOGY

A. Initial Survey

1) Stage/Plans of adoption for research topics: The cloud computing technology fields provided in this question include Private/Internal Cloud, Storage-as-a-Services Only, Infrastructure-as-a-Services, Platform-as-a-Services, and Software-as-a-Service. The results show a top-down approach from the majority results to less inclined results based on answers given, also the same given the sub results of each category. The percentage equated for each category is calculated as the mean, and the sub results are the actual percentages articulated in the summary.

a) Have no plans to use any of the Cloud Computing Services- 41.33%: This first category ranks top priority among Minority Serving Institutions (MSI) survey results schematic. 41.33% Say they have no plans to use any cloud services. This tells me that research could be non-existent in almost half of the Minority Serving Institutions (MSI) participating in this survey. Having no plans to utilize cloud resources is a sure-fire reason why outreach should be manifested as a key component to the growth of desired infrastructure to move the cloud services via existing cloud resources to new communities.
• 50% Have no plans to use Infrastructure-as-a-Service.
• 43.33% Have no plans to use Private/Internal Cloud.
• 43.33% Have no plans to use Platform-as-a-Service.
• 40% Have no plans to use Software-as-a-Service.
• 30% Have no plans to use Storage-as-a-Service.

Minority Serving Institutions (MSI) deemed Storage-as-a-Service more of a priority within this spectrum of down-top results. Which means Storage-as-a-Service is a more important field based on the results.

b) Using in Production - 18.66%: This next category is the next top priority among Minority Serving Institutions (MSI) survey results schematic. 18.66% Say that these stages/plans of adoption will be used in Production. Within this stage, the design, simulation, production, test, and maintenance of a product provides the whole lifecycle of the concept called cloud manufacturing. It provides a new paradigm developed from existing models under the support of cloud computing consisting of integrated and inter-connected virtualized resources for intelligent and on-demand use of services to provide solutions during the lifecycle of manufacturing [13].
• 33.33% Storage-as-a-Service will be used in Production.
• 23.33% Private/Internal Cloud ranks will be used in Production.
• 13.33% Infrastructure-as-a-Service will be used in Production.
• 13.33% Platform-as-a-Service will be used in Production.
• 10% Software-as-a-Service will be used in Production.

Again, Minority Serving Institutions (MSI) deemed Storage-as-a-Service more of a priority within this spectrum of results in Production.

c) Using for Development and Testing only- 8.67%: The third top category 8.67% Say that these stages/plans of adoption are used for Development and Testing Only. It can be very costly and time-consuming to build the infrastructure for testing in a local environment. Scaling up resources when needed without investing in the infrastructure is what is utilized with cloud-based software development [14].
• 13.33% use Storage-as-a-Service.
• 10.00% use Private/Internal Cloud.
• 6.67% use Infrastructure-as-a-Service.
• 6.67% use Platform-as-a-Service.
• 6.67% use Software-as-a-Service.

Once again Minority Serving Institutions (MSI) deemed Storage-as-a-Service more of a priority within this spectrum of results for The Development and Testing only Category.

d) Plan to use but not sure when - 18%: 18% Say that these stages/plans of adoption are Planned to be utilized but not sure when.
• 30% Plan to use Software-as-a-Service but not sure when.
• 20% Plan to use Platform-as-a-Service but not sure when.
• 16.67% Plan to use Infrastructure-as-a-Service but not sure when.
• 13.33% Plan to use Storage-as-a-Service but not sure when.
• 10% Plan to use Private/Internal Cloud but not sure when.

Minority Serving Institutions (MSI) ability to looked forward and distinguished to use Software-as-a-Service as a priority. Maybe this survey is pushing researchers, students, and the public to recognize where resources are needed, and Software-as-a-Service holds grounds for future endeavors.

e) Plan to use within: 3-6 months- 6.67%: 6.67% Say that these stages/plans of adoption are being Planned to be used within 3-6 months
• 6.67% Private/Internal Cloud.
• 6.67% Storage-as-a-Service.
• 6.67% Infrastructure-as-a-Service.
• 6.67% Platform-as-a-Service.
• 6.67% Software-as-a-Service.

f) Plan to use within: 3 months- 3.33%: 3.33% Say that these stages/plans of adoption are being Planned to be used within 3 months
• 3.33% Private/Internal Cloud.
• 3.33% Storage-as-a-Service.
• 3.33% Infrastructure-as-a-Service.
• 3.33% Platform-as-a-Service.
• 3.33% Software-as-a-Service.

g) Plan to use within: 6-18 months- 3.33%: 3.33% Say that these stages/plans of adoption are being Planned to be used within 6-18 months
• 3.33% Private/Internal Cloud.
• 0% Storage-as-a-Service.
• 3.33% Infrastructure-as-a-Service.
• 6.67% Platform-as-a-Service.
• 3.33% Software-as-a-Service.

2) Applications planned to deploy over a 12-month period: This question makes a relevant claim for CEB Cloud Services. Getting to know what Minority Serving Institutions...
(MSI) plan to do as a whole can help mitigate activities involved in computing by transferring from a local machine location to cloud services online. We need to know what Minority Serving Institutions (MSI) have already done, that way we have cloud resources available on-top of already existing local resources.

- 29.87% Say that Research Activities would be planned to be deployed over a 12-month period.
- 19.48% Say that Collaboration would be planned to be deployed over a 12-month period.
- 16.88% Say that Office productivity (e.g., Google Docks, Zoho) would be planned to be deployed over a 12-month period.
- 11.69% Say that Testing/QA/Staging would be planned to be deployed over a 12-month period.
- 7.79% Say that Web 2.0/Social Networking would be planned to be deployed over a 12-month period.
- 7.79% Say that Other (unspecified) would be planned to be deployed over a 12-month period.
- 3.90% Say that Monitoring/Application Performance Management would be planned to be deployed over a 12-month period.
- 2.60% Say that Security/Compliance would be planned to be deployed over a 12-month period.
- 29.17% Are not sure how the initial adoption of cloud computing was done on their campus.
- 25.00% Say Faculty for file sharing (i.e., Dropbox, OneDrive, Box.com).
- 16.67% Say A CIO/Senior IT Exec decision.
- 16.67% Say A departmental project.
- 12.50% Say A development team.
- 0% Say Cloud Infrastructure is not used at my institution.
- 0% Say other.

3) The Initial adoption of cloud computing within MSI was done by: It is important for students or researchers to know the initial adoption of cloud computing in their institution. This is a question to see how literate the research community is with these services among their institutions. We find out how to distinguish as a whole among Minority Serving Institutions (MSI) where the discrepancies are, when it comes to cloud computing literacy and direction.

- 29.17% Are not sure how the initial adoption of cloud computing was done on their campus.
- 25.00% Say Faculty for file sharing (i.e., Dropbox, OneDrive, Box.com).
- 16.67% Say A CIO/Senior IT Exec decision.
- 16.67% Say A departmental project.
- 12.50% Say A development team.
- 0% Say Cloud Infrastructure is not used at my institution.
- 0% Say other.

4) Current State of Adoption (12-month plans): This is a follow up question from the previous survey question The Initial adoption of cloud computing within Minority Serving Institutions (MSI). By understanding the initial adoption of cloud computing on your campus, you can give an interpretation of the current state of adoption or a 12-month plan. Here we are interested in a 12 month plan due to the existence of cloud computing resources available via contingent on the results of this survey.

- 52.94% Says the adoption of cloud research remains the same.
- 29.41% Says the adoption of cloud research not sure.
- 11.76% Says the adoption of cloud research includes additional applications within the same department.
- 5.88% Says the adoption of cloud research includes additional applications across departments.
- 0% Says the adoption of cloud research Organizational-wide mandate to adopt cloud computing.
- 0% Says the adoption of cloud research other.

5) How many employees work at each institution?: This question is important because it gives focus on underrepresented Minority Serving Institutions (MSI). The idea of minority-serving institutions Minority Serving Institutions (MSI) having adequate high caliber research opportunities, or state-of-the-art facilities to collaborate research have been researched for years but minimally implemented. The caliber of research for Minority Serving Institutions (MSI) should be fundamentally congruent with resources and funds equal to or of greater depth with tier 1 institutions. The higher the funds and resources allocated; the higher caliber of research accomplished.

- 41.18% Of Minority Serving Institutions (MSI) employee 500-1000.
- 35.29% Of Minority Serving Institutions (MSI) employee 100-500.
- 11.76% Of Minority Serving Institutions (MSI) employee 5001-10000.
- 11.76% Of Minority Serving Institutions (MSI) employee more than 10000.
- 0% Of Minority Serving Institutions (MSI) employee 1001-5000.

6) Mission critical applications for research: This question gives momentum to cloud computing and is the catalyst that drives cloud resources. There are projects that require sophisticated resources for big data. With this type of adaptation researchers can use this process to integrate research-oriented cloud ecosystems that operationalize funded research projects concepts within Minority Serving Institutions (MSI).

- 47.37% Say they do not consider cloud computing mission critical for their research.
- 28.95% Say they do consider cloud computing mission critical for their research.
23.68% Say they are unsure to consider cloud computing mission critical for their research.

B. Defining User Communities and User Desires

1) Define User Communities

a) Cloud Computing: Cloud Computing itself encompasses services rendered through the CEB to all the communities as services over a secured network purely online. On-demand services provided are HPC, storage, networking, analytics, databases, software, and AI delivered for faster innovation of particular research to achieve coherence and economies of scale [13]. Thus, cloud Computing drastically enhances the economic scale of research, and resources become flexible because the delivery mechanism encapsulates the services provided by overlapping platforms. The services provided are Infrastructure-As-a-Service (IaaS), Platform-As-a-Service (PaaS), Software-As-a-Service (SaaS), and Storage-As-a-Service (STaaS). These services overlap each other for full transparency of chosen delivery methods based on user domains.

b) Nanoscience: The study of extremely small things, the manipulation of materials on an atomic or molecular level to build microscopic devices. The Nanoscience community recognizes support of simulation programs in the cloud as to mitigate away from locally running software. The research tools and methods needed are aimed at fabrication methods and measurement tools along ways of measurement in regard to the characterization, design and synthesis within the ecosystems in place with goals responsible for commercialization of nanotechnology [15].

c) Bioinformatics: Bioinformatics is an interdisciplinary field entailed of Computer Science, Biology, Information Engineering, and Mathematical Science/Statistics that analyzes the interpretations of various data types. The role of Bioinformatics in cloud research extends to computation counterparts of analyzing and interpreting data. Large amounts of CPU time for tasks carried out in decomposed parallel development require users to work intermittently and facilitate continuous integration. This platform requires analysis to come to the data and to which the datasets expand in size.

d) Cybersecurity: Cybersecurity research is studying the defense of cloud systems from online attackers for the preservation of integrity, confidentiality, and availability of information in the cloud. These attacks take many forms i.e., Malware, Virus, Trojans, Spyware, Ransomware, Adware, Botnets, etc. Through Cybersecurity roles played in the cloud, there lies architecture built on top of layers spread across computing paradigms that hold different defenses on separate platforms. The technology used within this research entails of tools for protection from three main entity endpoint devices like: local/cloud/hybrid computers, routers, and smart devices. Also, technology used include, DNS filtering, antivirus software, malware protection, next-generation firewalls, and email [16]. As increased digitalization of human activities increase to improve lives by transferring data to the cloud, this increases vulnerability to being attached within the cloud.

2) Define User Desires

a) Storage-As-a-Service (STaaS): Reported in the survey results MSI students who had somewhat of a degree of cloud computing or knowledge base on their institution says Storage-as-a-Service is what is needed at the current state. This is a top priority on the existence of the CEB resources being allocated through the NSF grant to get the CEB Hub off the ground. Research suggest that storage is a top priority in the cloud for small and medium businesses, universities, and organizations outside of the CEB so there are resources already available to help transition from local computing to cloud computing. They are extremely scalable pay as you go system and easy to manage and maintain.

b) Software-As-a-Service (SaaS): This is the second service that serves the needs of Minority Serving Institutions (MSI) within a 12-month level plan to transition to cloud resources. A way to license hosted software for an extended period of time without purchasing or require a pay-as-you-go per user subscription of actual usage. Software-As-a-Service is an infrastructure that is most popular/common service over the internet. It correlates everything covertly that (Paas), (Iaas), and (STaaS) is made up of infrastructurally which makes it more mature and to some extent more standardized or tailored software providers [17].

c) Platform-As-a-Service (PaaS): Survey conveys Minority Serving Institutions (MSI) plan to use Platform-As-a-Service within 6 to 18 months as predominant adoption plan for cloud research. It allows complementary software resources as a development and deployment environment to capitalize on this infrastructure as a set of tools to build on-top of CEB resources. Within the time frame Software-As-a-Service will pick up off the ground, and top-tier research can be authenticated with training and collaboration.

C. Understanding Firebase as a Backend Service

1) Firebase Authentication Services: Firebase backend services connected to the CEB authenticate users using username and password, phone numbers and federated identity, linking users accounts to social media providers into a single account on Firebase. Identification processes take an exhausting amount of time with traditional backend development, and Firebase takes that process out so you can focus on your users and not the sign-in infrastructure to support them. By knowing the identity of the user and creating an Authorization state we can customized an experience and keep their data secure, and we give them a choice of presenting login to the user. Either we can build our own interface or take advantage of Google opensource user interface (UI).

a) Firebase Authentication SDK: The identity of our users is crucial for the data to be securely saved in the cloud for a personalized experience across all devices. In order to accomplish this, Firebase Authentication tightly augments with other Firebase services leveraging standards of years of trial and error in the making of google services so it can be easily concatenated with a custom backend.
that are then stored in collections called containers that you can organize the build queries from. Querying in Cloud Firestore is expressive, flexible, and efficient. It creates shallow queries from documents without retrieving the entire collection, or subcollections. You are able to sort, limit, and filter into your queries to paginate your analysis in real time, also you are able to protect access to sufficient credentials through Firebase Authentication.

3) Firebase storage: Storage, sync, upload and backup time capsule, and key configurations for Macs, Windows, etc. and different mobile devices, which makes them immediately available, so you can have easier ways to collaborate. Firebase cloud services allow to share important files without the hassle of attachments, but instead gives a link option to download in order to preview, you can set passwords and expiration dates for added security. Having access to be able to preview files before downloading is a perk with the iCloud system for the exception, that, in order to edit them, you will have to download the attachments then upload back to Firebase. Also, the cloud services have the ability to save the latest version of any paper, so you can have the latest document available every time while the older versions are also saved for reference. It gives flexibility to share folders and files with colleagues or the ability to set permissions for security. Basically, having private and public sharing at the same time. As with other familiar services, Firebase can create new documents, but has the ability to assign tasks which stops the need for data task management teams.

4) Firebase machine learning: Machine Learning is a small section of AI which incoherently focuses on training algorithms for data analysis that automates analytical model building. A process where tasks can be created without human interference specifying every step of an algorithm. This is where computers learn on their own from represented data where there are no fully satisfactory algorithms to accomplish a task. Firebase recognizes the need for cloud-based processing, the real-time capabilities of standalone devices, or the flexibility of ML resources geared toward cloud-based or mobile-optimized devices. Cloud-based devices include services like text recognition, landmark recognition, and image labeling application programming interfaces, perform inference in the cloud so they require more computational power for HPC, also require more memory so they can perform with greater accuracy and precision. Mobile devices include services for custom model deployment by uploading to the firebase server creating on-demand capabilities, and AutoML Vision Edge that is an app to help create custom image classification models with user-friendly web interfaces. These services are suitable for real-time and low-latency applications provided by optimized to run on mobile devices that don’t require a network connection and runs very quickly. Video processing is best suited for processing frames of video in real-time. Firebase makes it simple with a service called the mobile SDK package to provide insights about the data provided.

a) Firebase Predictions: Firebase Predictions leverage ML analytics data, creating behavior influenced clusters of users so you can make research decisions based on predicted behavior rather than historic behavior. Firebase Predictions is consolidated with other ML resources mentioned above for cloud-based or mobile-device customized user experiences so
you can adjust the frequency of ads. You can increase retention by re-engaging a user who has predicted to opt-out of Firebase by sending a one-time campaign or automate sending messages for certain groups predicted to not return. Firebase also gives you the option to create your own predictions by creating a cluster based on prediction of any event defined in the analytics data in the near future. All this data is easily transferred to Googles BigQuery for further analysis for pushed into third party services.

b) Natural Language Processing (NLP) / Natural Language Understanding (NLU): Natural Language Processing reluctantly is concerned with finding the interactions between human language computers by analyzing large amounts of language data and processing the contexts for the contextual nuances then extracting information and insights from the data then organizing the documents by categorizing them under the pretenses of linguistics. Text recognition applies to automating data entry like credit cards, business cards, and receipts. Also extracting text from pictures for translating documents and increasing accessibility. It is optimized for both photos and documents, recognizes text in hundreds of different languages. Firebase Language Identification is used to determine the language of user provided text, which naturally does not come with any uniform language information of a string of text. The capabilities of text translation are limited for casual and simple translations using dynamic storage for downloading and on-device requirements by managing language packets. Firebases Smart Reply API automatically replies to messages by generating multiple reply suggestions based on the context of strings of sentences through a conversation. This API is intended for just normal conversations. It does this by comparing the messages against a list of sensitive topics, then the model provides up to three suggested responses dependent on a sufficient level of confidence.

V. PRELIMINARY RESULTS

We started out addressing engagement of the CEB by (1) Defining User Communities, and (2) Define user desires based on survey result outcomes. The communities we are building are created from pain points within Minority Serving Institutions (MSI). We will continue address engagement of MSI’s by measuring analytics of the CEB through response time through the retention/life cycle.

The results of the survey question Stage/Plans of adoption conclusively show that the overwhelming majority of Minority Serving Institutions (MSI) participating in this initial survey rule that cloud resources are novel. Meaning there is an unfamiliarity of resources beyond each institutions’ limits on education. Based on this initial survey results, Storage-as-a-Service is a top priority when utilizing these cloud computing resources for the majority of Minority Serving Institutions (MSI) independently for the immediate moment. Next, Software-as-a-Service and Platform-as-a-Service is considered a priority for the future growth of the majority of Minority Serving Institutions (MSI) independently.

The adoption of infrastructural cloud services Cloud Ecosystem in a Box (CEB) across multiple campuses is integrated through a wide network that not only recognizes the need of increased viable research activities, but dedicated research in the classroom as well. Research Activities is ranked the most important at 29.87% to be utilized within the 12-month time frame. Collaboration, which according to the Survey Outcomes, holds 19.48% will also be an immediate undertaking within Minority Serving Institutions (MSI).

For the initial adoption of cloud computing on an MSI campus, here we intercept the knowledge gap and proceed to fill in the necessary timestamp that accrues when Cloud Computing education is not congruent with Minority Serving Institutions (MSI). There is a 29.17% majority of students that are not sure how the initial adoption of cloud computing was done on their campus. Next, we see that 25% of Minority Serving Institutions (MSI) say the initial adoption of cloud computing was done on their campus by Faculty for file sharing, 16.67 % say a CIO/Senior IT Executive decision, 16.67% also say a department project, and 12.50% say a Development Team. Here we see a portion of Minority Serving Institutions (MSI) collaboration on each individual campus. With the numbers being so low in comparison, we see the discrepancy with not only a shortcoming in cloud resources but an existence of ignorance (lacking knowledge or awareness) on each individual campus as well.

The results are conclusive with The Initial adoption of cloud computing within Minority Serving Institutions (MSI) when we see there is a knowledge gap of more than a 4th of students that are not sure how the initial adoption of cloud computing was done on their campus. As a result, we see 52.94% of Minority Serving Institutions (MSI) say the adoption of cloud research remains the same, and 29.41% says they are not sure. As stated previously in The Initial adoption of cloud computing within Minority Serving Institutions (MSI) conclusions, outreach should be manifested as a key component to the growth of desired infrastructure to move the cloud services via existing cloud resources to new communities.

The majority of our small MSI’ 41.18% make up 500-1000 employees. The other majority of 35.29% make up 100-500 employees. Due to this underrepresented institution research sector which consist of mainly teaching institutions, both small and large [1], outreach should be attainable to sustain and utilize these resources by establishing a mentoring network to embody a relationship between mentor and student bodies with the boundaries set within each sector.

47.37% Say they do not consider cloud computing mission critical for their research. In response to nearly half of Minority Serving Institutions (MSI) response that they do not consider cloud computing mission critical for their research, again there is a trend and a consistency within these survey results that points to an education relapse of cloud computing. Previous research regarding this particular domain not only fails to address the logistics of how to properly incorporate an ecosystem, but to share, analyze, and draw insights from mined data.
1) **Storage-as-a-Service**: Transferring data from a local machine to the cloud can be reluctantly smooth, given the proper guidance and planning. Training as a top priority for outreach will be mandated to take steps to reduce any risks involved. The first thing that needs to happen before any research group starts to transfer, is to have a viable back up stored on a local machine. Reason is you don’t know of any (1) security risks, (2) network connection interruptions, or (3) improper file organization. During transferring of data your files are pretty much in limbo or left in the hacker’s world. Interruptions related to the network that has the network connection or the strength of the network can play a part in the loss of data. After the successful transfer of data from local to the cloud, you may find your data all in disarray. There are ways to find and organize your data, but keep in mind that keeping a backup will enable you to locate the right ones immediately. Next, research needs to be taken place on who will be a suitable cloud service provider.

CEB Cloud storage allows for offline availability and synchronizing/sharing of files on all API’s providing universal access to any and all types of data stored within the CEB Hub. It provides a service layer on top of the storage services already allocated by storing all the data and metadata from the users and provides access from different faucets (i.e., Fuse, WebDAV, XROOTD, Synchronization client, Web access, Mobile devices). How this is done is by an internal database that keeps track of the migration status for all the users of the system through home directory services. The goal is to consolidate storage solutions (i.e., Batch System, Windows Terminal Servers, Personal computers, Small/Private Experiments) into one service that can be accessed from any API, “incognito” the CEB Hub [18].

2) **Software-As-a-Service**: How Minority Serving Institutions (MSI) migrate Software-As-a-Service within this 12-month period depends on research capitalization. Collaboration supports the CEB design to support many different users safely and securely with unlimited scalability to support changing research. Coordinated efforts within communities makes the foundation become the anchor for a rich partner ecosystem.

What CEB offers with Software-As-a-Service within this 12-month period are resources on many levels of platforms to designated API’s. The CEB resources for the communities maintain software that is delivered remotely by providers. The CEB offers ecosystem integrators that use their reputation to convince critical as-a-Service Minority Serving Institutions (MSI) solutions especially in response to security concerns.

3) **Platform-As-a-Service**: The move to Platform-As-a-Service among Minority Serving Institutions (MSI) will increasingly evolve Big Data correspondence with scalable software delivered in the cloud with pay as you go investment. PaaS is a cloud-based environment for coding and deploying applications that make coding for developers and IT professionals much more efficient. The type of Platform-As-a-Service the CEB offers is called an open-cloud PaaS where it’s not tied to a product or operating environment. It allows Minority Serving Institutions (MSI) to use a completely different platform therefore providing flexibility [19].

### A. Cloud Ecosystem Design Infrastructure

1) **Ecosystem life cycle**: The best way to tackle our approach to gather access to cloud services is from a system engineering prospective, less from a developer perspective because the CEB Hub on ramp being built is a system with multiple interacting components performing functions that cannot be achieved by one component alone [20]. Therefore, we move forward with steps toward understanding and improving this multi-component faucet by designing and managing this complex system over its life cycles [21].

2) **Bird’s eye view**: This lifecycle map is a user experience birds-eye view of an ecosystem approach to services rendered through the CEB. This diagram is taken from a source that expounds upon user experience/needs and world-class architecture in system design. This is the first step we must take to fully recognize what users of the CEB need and how to fully engage with them, also recognize future viability of emerging answers to questions and understanding of a cloud Ecosystem. The red circles represent the typical stages a user moves through when engaging with resources tailored to them specifically. The first five stages (Aware, Interest, Research, Consider, Purchase) represent from “prospect” to “user”, then continuing until the user becomes aware of new services, capabilities, upgrades, and communities of the system their using [21].

   “By looking at clusters, we can begin to see which stages are more important than others on a personal basis. We can look at the time required to move between stages as another element of the user experience, and again we may discover different users (Returning/Expert user or New-User) require different amount of time to transition from one stage to another [21].” Here we discover how the user interacts with specific elements of transition to uncover opportunities such as journey mapping to improving user experience leading to loyalty and returning research.

### B. Pedagogy

1) **What is behind the CEB**: The pedagogy behind the CEB is a cloud service enabled by a complex system of unrelated independent components that work together to form a Symbian relationship of hardware and software integrated with consultants, cloud engineers, cloud customers and partners. In the center of this cloud service is a public provider (Firebase) that creates easy access for business or higher education to collaborate and share information with colleagues and clients. It offers storage, sync, upload and backup time capsule, and key configurations for Macs, Windows, etc. and different mobile devices, which makes them immediately available, so you can have easier ways to collaborate. Firebase cloud services allow to share important files without the hassle of attachments, but instead gives a link option to download in order to preview, you can set passwords and expiration dates.
for added security. Having access to be able to preview files before downloading is a perk with the Firebase Cloud system for the exception, that, in order to edit them, you will have to download the attachments then upload back to Firebase. Also, the cloud services have the ability to save the latest version of any paper, so you can have the latest document available every time while the older versions are also saved for reference. It gives flexibility to share folders and files with colleagues or the ability to set permissions for security; basically, having private and public sharing at the same time. As with other familiar services, Firebase can create new documents, but has the ability to assign tasks which stops the need for data task management teams. The CEB will provide researchers with tools like RStudio, Jupyter notebooks, Linux OS, Windows, and other applications that enable Research Infrastructure within the CEB hub.

2) Research infrastructure: The service model platform used in this particular CEB cloud framework is utilizing the Infrastructure-as-a-Service (IaaS) model. [4] In this type of architecture, the cloud provider (Firebase) manages IT infrastructures such as storage, high performance computing power, data warehousing, security, server and networking resources, database access, big data computing environments, monitoring/manageability, and more by way of our providers (via AWS, Google, Microsoft, Oracle). There is a way to address this through the way of a hypervisor (CEB), which is a (user friendly) virtual machine monitor that host multiple VM’s on a physical machine. This type of monitor allows simultaneous incorporation of different types of operation systems at the same time and provide instances of the diverse machines to users on demand [4]. With the Hub (CEB) portal activated, we see the CEB as an Infrastructure Provision cloud model. This means that the Minority Serving Institutions (MSI) utilize the cloud using the technology as a provisioning tool to supply on-demand virtualized resources. [4] The cloud model used in this project examines different types of characteristics customized for the various needs of our Minority Serving Institutions (MSI).

3) Data mining: Data mining refers to predictive analytics, a field of study recognized in Machine Learning that focuses on exploring data through unsupervised learning to discover previously unknown properties (Entity Resolution) in the data. When dealing with high volume big data projects, the successful implementation of the CEB life cycle become more difficult when dealing with issues related to Data Governance. [22] That is why resolving real issues related to the cloud services offered through CEB should identify the highest impact failures that can occur, then using work processes, risk management, and optimization methods to such services. [23].

   a) Primary/Secondary data: Using the CEB, resources will be available for designing and populating secondary data resources that researchers can use to integrate already existing data with primary data. With this type of adaptation researchers can use this process to integrate research-oriented cloud ecosystems that operationalize funded research projects concepts within Minority Serving Institutions (MSI). Using the CEB will solve many challenges, mainly the challenge of meta-synthesis where scholars understand how different forms of evidence, variables, and analysis fit together to formulate a plan so the researchers can identify a specific research question, search for, collect, and combine evidence so the research question can be enhanced and to identify which variables from separate data sets may be made comparable to one another.

   b) Descriptive metadata: Our descriptive metadata will support numerous STEM researchers’ efforts to identify and obtain data for comparative analysis across states/countries fit for compiling details on appropriate data sources, institutional locations and contact information for acquiring this data. The web based descriptive metadata will have the advantage of advanced cloud hypervisor capabilities with the CEB central hub (BOX) allowing researchers to upload further details based on their own use of data resources.

C. Research Focus

1) Collaboration and outreach: Cloud resources enable Collaboration at its highest level, and the CEB will address the cons of cloud computing through Collaboration, by expanding on how access to real-time engagement tools offer strategies of deployment. The benefits of Cloud Collaboration exist within each community and are exercised within each group working on a particular research project also within the maintenance and management of the CEB. As you scale back from a bird’s-eye view to see the logistics and the institutional boundaries, questions arise on how Outreach is attainable also how retention is manifested. Most existing national and international data are not designed to focus on the relationships between social groups relevant to our work, but through the CEB’s community/user-based discussions will rethink the use of these measures. Therefore, Outreach should be manifested as a key component to the growth of desired infrastructure to move the cloud services via existing cloud resources to new communities.

2) Measuring analytics: Firebase Cloud Messaging offers different ways and ranges of messaging options and capabilities allowing you to send notification messages that are displayed to the user or data messages to determine what happens in your application code used by the client application. Notification messaging is used for user re-engagement and retention. Firebase Cloud Messaging targeting is very versatile, you can distribute messages in three separate ways: to single devices, groups of devices, to user devices subscribed to their different communities by either Message delivery reports, or Notification funnel analysis. You can export your analysis to Googles BigQuery Database infrastructure for further analysis. Firebase Cloud Messaging also makes messaging available through client applications by sending back to your server over its batter-efficient channel set up from settings for relevant engaging messages, targeted messages by community, and flexible custom alert. This helps you engage your applications active users by sending them
targeted messages encouraging them to use more of the application features for exploration and discovery.

Mailchimp is a cloud-based marketing automation platform designed for email campaign for a targeted audience. It offers Automated email creation and sending, it is easy to use, it has built in statistics and has a style guide and knowledge base. It is a tool that manages your mailing list for you, and also allows you to create your own custom email templates.

Social Media will be used at a level of networking and outreach to target our particular MSI groups through awareness.

The Backend Functionality configures a serverless framework in response to triggers or HTTPS requests that automatically run in the background. After you write and execute the function it immediately begins to manage as it is triggered.

D. Front-End Web Development

1) Becoming a member: In order for a user to become a member into the CEB portal, you have to get Authentication credentials from the backend set within the Authentication methods noted in the backend text. The credentials are then passed to the Firebase Authentication services, once verified there is a callback response to the client. Once Authenticated by the backend services of Firebase, you can manipulate access to storage, computing power, processing, etc. by modifying the rules set within Realtime Database Services and Storage Security Rules within the Firebase infrastructure.

2) Log In: Users login through the CEB Log in portal either by username and password or by a federated identity, once users are Authenticated through Firebase, the users are placed in their respective communities through the Oauth state, then the community helps them move their research into cloud ecosystem. Firebase backend services connected to the CEB authenticate users using username and password or federated identity, linking users accounts to social media providers into a single account on Firebase.

3) OAUTH: In order for firebase to know which community the logged in user has chosen, there is a script located within the Oauth state that pulls from the database. The Oauth function is also in charge of maintaining state for each user. It fires back at the backend services of firebase so that the user maintains state.

4) Database: At this point the Realtime Database is being used due to the small amount of prototyped user engagement, also its low-latency solution for synced states. This type of database is persisted locally, and able to allocate real-time events offline giving the end user a responsive experience. When online services are regained and the connection is secure, the changes made will merge any conflicts automatically that occurred while the client was offline.

VI. SCOPE AND TIMELINE (12-MONTHS)

Deliverable 1: Feb 2022
T1: Design methodology to deliver identifying quantitative and qualitative data-driven research and resources to the CEB community.
T2: Measuring data mining using message streams elements, the best tools to engage with them are channels tailored for each group.

○ Sentiment Analysis

Deliverable 2: April 2022
T1: Identify content management strategies that best suits this unique community based on user feedback from each group.
T2: Local CEB members and lead correspondence officers will take the lead to develop policy procedures to work with campuses on sustaining CEB's computational research activities and resources for the long term.

○ Science Gateways

Deliverable 3: June 2022
T1: Developing a funding strategy for new research hosted in the cloud ecosystem is a top priority for the longevity of the program.
T2: Design branding strategy, user guidelines, and content policies for the ecosystem.

○ Code of Conduct

Deliverable 4: Aug 2022
T1: Finalize the CEB Community Groups based on user feedback from survey. Then tailor the users back into their communities.
T2: Test Beta version resources and functionalities

Deliverable 5: Oct 2022
T1: Expanding the first wave of users in the MSI community
T2: Identify outreach opportunities to educate

Deliverable 6: Dec 2022
T1: Promote CEB to the second wave of users in the MSI community.
T2: Consolidate a mentoring network between institutions, corporate partners, and certification organizations to enhance student-mentor relationships throughout the CEB ecosystem

○ Certifications from Providers
VII. IMPLICATIONS

A. Where are we now

1) Conceptual: The conceptual contribution conveys focus towards ideas and communication about CEB. Participants from different disciplines and backgrounds within the sphere of different communities: (1) Cloud computing, (2) Nanoscience, (3) Bioinformatic, and (4) Cybersecurity, focused on Minority Serving Institutions (MSI) discussing proposing these research communities to build new research and educational practices to advance leveraging cloud provider ecosystems. These discussions emphasized computational collaboration concepts and introduced new research techniques to using these cloud provider ecosystems. Also, these discussions served to identify critical points of commonality or identify entity resolution within the data in already existing primary data and archived these details in the descriptive metadata to create a sustainable commodity for researchers all around the world, in particular resource challenged institutions Minority Serving Institutions (MSI).

   a) Existing Initiative (Existing): Existing Initiative involved public talks, blogs on current topics and publishing in magazine outlets. Meetings convened inviting researchers, policy practitioners and non-profit members, cloud providers. The meetings focused on adapting and refining core ideas within CEB. Participants from different disciplines, and institutions will identify relevant research themes within projects with emphasis on articulating meta-level concepts that are robust and meaningful across national contexts. The first part of this project for year 1 we relied on participants from different disciplines to focus on establishing core ideas within CEB through a virtual meeting broadcasted in real-time via EVO. This meeting emphasized computational concepts on a national level by adapting and refining core ideas within CEB. The main goal of the first part was to showcase the work done and to introduce the community and new research techniques using cloud ecosystems. Within this portion of the project, we developed the conceptual framework for research migration into cloud ecosystems, to include a searchable web-based metadata for qualitative and quantitative data for participating institutions, including primary data from ongoing research specifically designed for researchers to operationalize data-oriented research concepts at these institutions.

   b) Education (Current year 2020-2021): Education included classroom innovations, service-learning pedagogies, and graduate webinars to bring together researchers between annual meetings. We invited researchers and postdoctoral students to share their experiences and present individual research activities on both public/private cloud environments. The goal was to both showcase the work done, but also to introduce the community to each other and new research techniques using cloud ecosystems. Provided self-contained learning modules for national certifications, nanodegree programs around cloud computing/cybersecurity resources such as, Cloud Platform-as-a-Service, Cloud Security and Data Protection, and the practical tools used to store, and process access these systems.

   2) Methodological: The methodological contribution conveys focus on survey result conclusions for user-based needs pertaining to mined research tools that will be mapped as a research Data-as-a-Service (DaaS) Data that already exists with emphasis on data-enabled areas of research by reaching out to corporate partners. This was the pivot point to which educational activities are broadened and enlightened through Data-as-a-Service (DaaS) rather primary or secondary, that have a case-based level on a national scale.

   a) Networking (Current year 2020-2021): Networking Video archives of talks, working papers, call for participation in conferences, links to social media, newsletter updates, the descriptive metadata, elaboration of our in-common research design and shared educational resources. All presentation materials are broadcasted in real-time via EVO. Participants are tasked with identifying quantitative and qualitative data-driven research that exist for participating campuses to be leveraged in the new ecosystems. The PIs in collaboration with the core committee members designed and deployed a Hubzero portal (CEB) on Open Educational Resources Commons (OER) to highlight innovative intellectual, methodological elements associated with project activities. This Hubzero portal (CEB) serves as enduring library of unique content, while facilitating collaboration for the MSI audience around deploying research on the cloud. Also, establishing a mentoring network between institutions, corporate partners and certification bodies to foster student-mentor relationships within and across institutional boundaries.

   b) Publishing activities (Current year 2020-2021): The second part of this project for year 1 constituted identifying quantitative and qualitative data that exist for participating campuses discussed in part one. The key innovation here is methodological in nature for the shear qualitative case-based data sets and national-level secondary data sets relevant to the CEB. The combined conceptual and methodological work goes into the CEB, not to mention the intellectual innovations. During this second part we developed an extensible research design for robust mixed-methods research associated with leveraging these ecosystems for (1) bioinformatics, (2) cloud computing, (3) nanoscience, and (4) cybersecurity. Developing the Hubzero portal (CEB) served as a resource for experiential-based learning in cloud ecosystems around cyber infrastructure.

3) Bring it Home: Using the CEB, these Minority Serving Institutions (MIS) will begin to engage computationally and collaboratively within the cloud community it serves. With addressing the methods within this study and an expected scope of future goals, Visualization and Data Analysis System will increasing become more aware within these institutions and faculty will begin to gain value and be better prepared using CEB cloud resources. High Performance and Distributed
high Throughput Computing will no longer be accepted into research only for R1 institutions. The CEB will restructure the way research is conducted and will encompass the minority research community, NSF funded ecosystems, and industry partners creating a triple convergence.

Through marketing the CEB, this is the first step to being proactive in outreach for the continuation of services rendered through the CEB. The first plan of action that was already preceded is to target Minority Serving Institutions (MSI) by developing a list of users based on NSF awards on their respective research areas of communities. Then the idea was to narrow this list by geographical location then send out a survey to measure the interest and needs of each community based on gender and demographics. Results from the survey helped us understand the dynamic within each dialect of data-driven research within each respective community of Minority Serving Institutions (MSI). Continuation of marketing throughout the life cycles of the CEB merits different styles of advertising and finding ways to target an indecisive audience. [24].

The CEB will provide at a national level the infrastructure for training program platforms by reinforcing the conceptual framework for research migration into the cloud ecosystems. It will be a direct centralized portal to provide users with: (1) applications to enable them to operate at real-time intervals within parallel computing power, (2) educational material such as links, mailing list, repositories, and YouTube channels pertaining to each Minority Serving Institutions (MSI) research to extend MSI networking through social media engagement, (3) Tools that enable data-driven research: programming interfaces, operating systems over hypervisor VM’s, and a liaison/biason for training.

Cloud services within each of these communities provides stable software platforms Infrastructure-As-a-Service (IaaS), Platform-As-a-Service (PaaS), Software-As-a-Service (SaaS), and Storage-As-a-Service (STaaS) with an associated larger community of providers (((via... AWS, Oracle Academy, Microsoft Azure, Google))) who can provide support and solutions specific to a researchers’ domain, using these research specific public cloud providers that make up their own ecosystems [25].

B. Next Steps

Building the Communities will be incorporated in the CEB website as tools connected to the cloud providers provided cloud messaging, message bird, trigger emails functions, chat, storage, and machine learning. Upon success of the creation of a conceptual framework to incorporate searchable web-based metadata for computational research, and the developing of a Hubzero portal CEB that will be the center of ongoing research in learning cloud systems communities: (1) Cloud computing, (2) Nanoscience, (3) Bioinformatic, and (4) Cybersecurity. Broadening the scope and intellectual impact of the CEB will be established to build other branches of research. This research includes primary data from current research participating institutions, providing self-contained learning modules like Cloud Platform-as-a-Service, Cloud Security and Data Protection. These include public initiative, education, publishing activities and networking.

Measuring and understanding engagement on any platform is a complex undertaking that requires understanding multiple interconnecting ecosystems. To ensure the project was manageable in the timeframe of our funding, we initially created a survey instrument to select researchers at MSI, that are interested in migrating their research into cloud environments. This will allow us to design discipline level guides to facilitate this movement. In particular to measure engagement, we will capture the following elements, (1) user driven streams from each group i.e. nanoscience, cybersecurity, cloud computing and bioinformatics. (2) The project will be able to store publicly broadcasted messages, which are directed from users, particularly group followers; (3) The project will be able to determine the geographical location of the messages recorded; (4) The project will be able to retrieve user histories to aid in the fabrication of conversation instances; (5) The project will be able to extract all pertinent information from a tweet to aid computational processes; (6) The project will be able ‘created at’ stamp which is a more mathematically friendly timestamp of the format MM/DD/YYYY ###:###:##, this will provide context when the message was created; (7) The project will be able to determine the participation of each user involved in a given conversation with a user group; (8) The project will be able to directly query a NOSQL database to keep all data structured and organized by individual user and research groups.
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Abstract—In these days, strategic decision making and immediate action are becoming a complex task for companies and policymakers, since the environment is subject to emerging changes that might include unknown factors. When facing these challenges, companies are exposed to opportunities for growth, but also to threats. Therefore, they seek to explore and analyze large amounts of data to detect emerging changes, or so-called weak signals, that can help maintaining their competitive advantages and shaping up their future operational environments. But due to the increasing volume of daily produced data, scalable and automated computer-aided systems are needed to explore and extract these weak signals. To overcome the automation and scalability challenges, and capture early signs of change in a big data environment, we propose a framework for weak signals detection relying on the network topology. It is implemented under the Cocktail project framework whose goal is to create a real-time observatory of trends, innovations and weak signals circulating in the discourses of the food and health sectors on Twitter. This method analyses quantitatively the network local structure using the graphlets (particular type of motifs) to find weak signals. It provides accordingly qualitative elements that contextualize the identified signals, which will allow business experts to interpret and evaluate their dynamics to determine which ones may have a relevant future. After testing this method on different types of networks (we present two of them in this paper), we proved that it is able to detect weak signals and provides a quantifiable signature that allows better decision making.
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I. INTRODUCTION

In recent years, we have noticed an increasing demand to anticipate emerging issues or so-called weak signals, which could help making strategic decisions for future opportunities or threats. In a complex and dynamic world where information circulates rapidly, companies must monitor their environment, in order to adapt and anticipate the market. Monitoring the environment is important in detecting and acting on weak signals, just as it is important to pay attention to transmitted signals at the periphery of the companies’ activities without being distracted by the mass of available information. Let’s take the example of a soft drink manufacturer who competes with manufacturers of water and new types of beverages instead of traditional colas. The solution to mitigate the risks consists in broadening one’s field of vision and thinking by analyzing different sources, such as social networks, blogs and specialized newspapers where one’s competitors and customers can express themselves. The information produced by social networks allows decision-makers to have a peripheral and broader vision, and constitutes a source for finding weak signals announcing future threats or opportunities for the company [1], [2]. However, identifying these weak signals usually hidden amidst a large amount of noisy and strong information, and interpreting them when events are not known in advance, becomes a complex problem for researchers [3].

As early as 1975, Ansoff was among the first researchers exploring the field of weak signals. Afterwards in [4], he explained that a weak signal contains partial information available at the time a response is needed. This information must be completed before the signal becomes strong and has an impact on the company. Thus, the identification of a weak signal may announce a future event, its nature (opportunity or threat), its potential impact and the delay before it occurs. The process of carrying out these steps has been described by Ansoff as a graduated response by amplifying weak signals in relation to the level of information. Hiltunen [5] introduced the concept of future sign in which she defined the weak signal using a three-dimensional model: signal, event and interpretation. She aimed to describe a weak signal using the criteria of its visibility, diffusion and amplification. Other terms and definitions qualifying weak signals by author and field of research, are given in Table I.

We hereby choose as definition for a weak signal:

Weak signals are information that provide an indication of upcoming or emerging events that may have significant implications. The information provided is often imprecise, ambiguous and incomplete.
We propose a method called BEAM\(^1\) to detect weak signals and to help business experts in their interpretation. Although this method can be applied on different data sets, we implemented it under the context of Cocktail project to help companies to monitor their image on social networks (especially on Twitter), by detecting weak signals that might be a source of future threats or opportunities. Moreover, we provide a description of weak signal dimensions based on Hiltunén’s model. The first two dimensions are translated by the signal support which is a graph built from the data of the study corpus, and a phenomenon/cause\(^2\) which is a precursor of the event. For example, a tweet issued on April 14, 2021 by the official account of Game of Thrones television series, announces a potential remaking of the final season diffused earlier in 2019. The account tweeted “Winter is coming”, just as it had done in previous years to announce a new season. Two hours later on the same day, the account again tweeted a video remembering a character’s journey in the show. We can consider these tweets as the cause that triggered the weak signals announcing a new (or a remake) season of this show. The third dimension, interpretation, that we use in BEAM, depends on the competencies of experts or decision makers to give meaning to the detected weak signals.

Most weak signal detection approaches study the emergence of keywords using text-mining techniques. Other approaches look to identify the time points at which a behavior of change occurs, so they tend to extract interesting patterns from time series data. Another problem rises is that the data sources used to explore weak signals contain large volumes, which makes their processing and analysis a costly and time-consuming task, so that traditional methods often fail to unveil some of the strategic hidden information. Therefore, it is crucial to adapt a maximum of automation in the detection process. In our proposed approach, we do not consider these techniques neither those that are event detection-based.

Our method relies on the network topology since it allows to explore the local structure of the network and helps finding patterns that can constitute a quantifiable property of the weak signal. Our contributions are the following: 1) we automate the task of weak signals detection, and 2) we provide complementary elements that will help business experts in the interpretation of the detected signals, so that they finally judge their usefulness in a strategic decision or action.

The rest of this paper is organized as follows. Section II presents some of the related works of weak signal detection. We introduce the main steps of our method BEAM in Section III. Section IV presents two use cases and their results and Section V presents some limitations and a discussion. Finally, we conclude the paper and discuss some directions for future work in Section VI.

II. RELATED WORK

In this section, we provide a synthetic description of some major works on weak signal detection, classified according to their detection techniques. Three main categories can be identified: 1) methods based on keyword mapping; 2) methods based on topic modeling; and 3) methods based on network motifs.

The first work is due to Yoon [9] who proposed a quantitative method based on text mining with keyword analysis to identify topics as weak signals in the field of solar panels. The method relies in the search of keywords having a low frequency of occurrence which reflects the visibility of the signal, and a high and increasing rate corresponding to its diffusion. The developed method proposes two metrics: the degree of visibility (DoV) represents the frequency of the keywords in the set of documents, the degree of diffusion (DoD) represents the frequency of the documents. A keyword with a low DoV and a low DoD is considered as a weak signal. He used these metrics to build the Keywords Emergence Map (KEM) and the Keywords Issue Map (KIM). However, Lee and Park [10] then Krishholm and Rickkinen [11] raise two pitfalls: 1) the problem of uncertainty when the same keyword is at the limit of several quadrants or appears in different quadrants for both maps; 2) the problem of interpretation that occurs when there are several meanings for a given keyword. In addition, keywords related to weak signals are, in general, isolated terms and the absence of relationships and context limits the information in further interpretation. Griol-Barres et al. [12], [13] use a third measure, the degree of transmission (DoT) to assess the importance of keywords. DoT takes into account the documents’ h-index where keywords appear. Kim and Lee’s approach [14] is based on “document/keywords” matrices. A weak signal is seen as a rare or unusual keyword (outliers) and it is not related to existing topics (cohesion). Analyses are implemented with the Local Outlier Factor (LOF) algorithm [15].

The main interest of using topic modeling techniques is to infer topics from a corpus of documents. In [16], Maitre et al. used Latent Dirichlet Allocation (LDA) with Word2Vec to detect a topic related to a weak signal. For these authors, a weak signal is characterized by a small number of words per document, present in few documents, and unrelated to other topics. Other works have also focused on the detection of weak signals using dynamic LDA as in [17] and [18].

Some researchers have been interested in identifying specific patterns in the networks, called motifs, which could be considered as precursors of events. Baiiesi [19] presented a method that studies the correlations between graphs from earthquakes, using tools on network theory. He found that simple patterns such as triangles are an interesting type of major event precursors because they were found in all three studied earthquakes. Kwon et al. [20] use Minimum Spanning Tree (MST) and apply betweenness centrality on the graphs. They consider that a weak signal appears as the node with the lowest centrality score. Moreover, Kim et al. [21] propose the NEST model that collects information from expert networks worldwide. They applied clustering, pattern recognition, and cross-impact analysis using a Bayesian network.

Others considered that weak signals can characterize real-world events, therefore the authors in [22] used tweets frequency and sentiment analysis in an attempt to detect weak signals, using tweets collected during the London riots in 2011. Another study using keyword and sentiment analysis was discussed in [23], where the authors proposed a model

\(^1\)BEAM: a ray or shaft of light beams from the searchlights, a collection of nearly parallel rays (such as X-rays) or a stream of particles (such as electrons), a constant directional radio signal transmitted for the guidance of pilots.

\(^2\)phenomenon = observed fact, normal or surprising event
for predicting a movie performance after its release, using the tweets frequency rates and sentiment analysis.

In contrast to the above studies, our work considers the diffusion and amplification of the signal as important criteria in the detection process (as seen in [5]). In addition, when dealing with social data, it is difficult to apply topic modeling and LDA techniques. Social data consists of short texts (for example 280 characters at most in a tweet), and often contains abbreviations and spelling errors. Moreover, as opposed to these works, our method is not limited to user-generated content analysis but considers a multi-dimensional approach consisting of various data analysis and visualization methods - both quantitative (detection) and qualitative (interpretation). Therefore, we rely on the works related to the identification of specific patterns from the network, since they support our hypothesis that graphlets, which are network particular patterns, can be weak signals.

III. PROPOSED FRAMEWORK

Our goal is to provide a weak signal signature; this signature is a quantifiable property of signals that is characteristic of a weak signal [24]. We want to detect weak signals from social network data particularly, that can be represented as an interaction graph between entities. Therefore, the proposed method is based on a topological analysis of the network, in which we have chosen the graphlets as an operational description of weak signals. Indeed, graphlets present characteristics generally associated with weak signals. According to [25] and [26] they are:

- fragmentary and not very visible because they are small sub-graphs;
- meaningless, in fact considering only a sub-graph of at most 5 nodes does not mean much in the mass of data produced by social networks;
- interpretable by business experts by means of their predefined shapes and orbits.

We assume that graphlets allow to automate the task of detecting weak signals in a large volume of data while leaving room for interpretation by experts, thus eliminating the black box effect that a fully automated method could have.

Our method is based on a standard data processing pipeline that includes data collection and exploration, before the detection of weak signals, as illustrated in Fig. 1 and detailed in the rest of this section. In the first step, we prepare the collected raw data, and build the study corpus which is then divided into snapshots of the same duration, for a more refined study. In the second step, we examine the data of the study corpus by applying algorithms and measures for network topology analysis for each snapshot. Then, we identify precursors using different filtering and selection methods. A precursor is an observable and clear fact present in an organization’s operational process and caused by existing factors in the process [27]. In the last two steps, we define criteria to qualify the identified precursors as weak signals, and provide contextual elements to interpret them.

A. Raw Data Preparation

BEAM applies to all data types that can be modeled in the form of a graph. For example, we can find such data on the platform https://www.data.gouv.fr/fr/ which makes available French public data. Data from social networks like Twitter and Facebook can be modeled as a labelled graph. However, their semantics is complex because the relations are multiple and context dependent. For example, thanks to a graph we can represent relationships between individuals that can be reciprocal or not, hostile or favorable. Specialized forums and scientific blogs like StackOverflow or MathOverflow can also be modeled as a graph representing interactions between entities.

TABLE II. EXAMPLE OF INTERACTIONS BETWEEN ENTITIES

<table>
<thead>
<tr>
<th>u</th>
<th>v</th>
<th>t</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1643207148</td>
<td>RT</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1643207149</td>
<td>Q</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1643207149</td>
<td>RT</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1643207150</td>
<td>Q</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1643207150</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1643207150</td>
<td>R</td>
</tr>
</tbody>
</table>

BEAM takes as input data a list of interactions where each row represents a four-component tuple of the form \((u, v, t, i)\), where \(u\) and \(v\) are the identifiers of the entities in contact (e.g., accounts of Twitter users, or two hashtags that are in the same tweet), \(t\) determines the time at which the interaction took place. The time can take different formats such as a string or a timestamp epoch\(^3\), etc. The \(i\) component represents the type of interaction. For example, Twitter has often been modeled as a graph in which the nodes represent users (or hashtags and urls), and the edges represent different types of interactions that exist between the nodes, like a user retweeting (RT), quoting (Q), replying (R), or following (F) another user, or the co-occurrence of hashtags. As well as replies or mentions on other users’ Facebook posts, questions and answers on a scientific forum, etc. Table II shows an example of interactions.

If several interactions took place at the same time, we find several rows with the same value on the \(t\) component in the interaction list. In this table, the first two rows represent interactions between entities 1 and 2 at two different dates \((t = 1643207148\) and \(t = 1643207149\)) with two different types of interactions. The last four rows of the list represent four existing interactions between different pairs of entities for the same time \((t = 1643207150)\) with different types of interactions.

In the following, we describe the first three phases of the data preparation step.

1) Raw Data Cleansing and Filtering: The global corpus is composed of the raw list of interactions before being processed and filtered. Based on the raw list and the context of the study, it is possible to reduce the data in this corpus by specifying criteria to select only the data that matches the chosen criteria, such as filtering tweets containing hashtags about a topic of interest or some interactions of interest \(i\). Several existing interactions (sometimes having different types) between the same pair of entities at the same time, are grouped together.

\(^3\)Number of seconds elapsed since January 1, 1970 at 00:00; e.g. “26/01/2022 15:25:48” corresponds to timestamp 1643207148.
This phase is important because the detection of weak signals only makes sense in a well-defined context, and the quality of the filtered data determines the reliability of the decision-making process.

2) Creation of the Study Corpus: Once the data has been filtered according to the chosen criteria, it is transformed into a new set that corresponds to the study corpus. Generally, the study corpus comprises a smaller volume of data than the global corpus. When we do a posteriori weak signals detection, the end of the study period must be determined.

3) Snapshot Sequence Creation: The interaction data can be represented in the form of a graph $G(V,E)$ where $V$ is the set of entities and $E \subseteq V \times V$ is the set of edges modeling the relationship between the pairs of entities, if $(u,v) \in E$ then the nodes $u$ and $v$ are linked together. Temporal interactions between a set of nodes over the time on a period $T = [\alpha, \beta]$ can be formulated by:

$$X = \{(u,v,t) \mid t \in T \text{ and } u,v \in V\},$$

such that $(u,v,t) \in X$ indicates that $u$ interacts with $v$ at time $t$, these data can be ordered over time $t$. Temporal interactions do not admit a unique representation: some researchers study them using augmented graphs that integrate temporal information, others still, study them as link streams, others still with a temporal sequence of static graphs [28]. The link stream view was formally defined by Latapy et al. [29]: a link stream $L = (T; V, E)$ is defined by a time interval $T \subset \mathbb{R}$, a set of nodes $V$, and a set of edges $E \subseteq V \times V \times T$, where $(u,v,t) \in E$, denotes that the nodes $u$ and $v$ have interacted at time $t$. The augmented graph view represents temporal interactions within a finite set $X$, in the form of a single graph. A graph is created in which a node is a pair $(v,t)$, with $t \in T$ and $v \in V$, and in which the node $(u,t_i)$ is related to the node $(v,t_j)$ if they interact, i.e. if $t_i = t_j = t$ and $(u,v,t) \in X$, or if they are contiguous in time, i.e. if $u = v$ and $t_j > t_i$ [30]. A second representation is to put temporality on the links.

The representation that we adopted to analyze the temporal interactions is a sequence of $s \in \mathbb{N}$ static graphs: $G = \{S^i : i \in \{1, \ldots, s\}\}$ where $S^i$ called snapshot $i$, is the undirected and unweighted graph (see top part of Fig. 3) containing all the interactions that occurred between times $t_i = \alpha + i\Delta t$ and $t_{i+1} = \alpha + (i + 1)\Delta t$. $\Delta t$ is a constant duration for all snapshots representing one day, one hour, 30 minutes, 10 minutes, etc. The aim of $\Delta t$ is to connect nodes as a function of time, such that two consecutive snapshots $S^i$ and $S^{i+1}$ are $\Delta t$-adjacent. Note that we have grouped the interactions in a time window.

Formally,

$$V_i = \{u_i : (u_i,v_i,t) \in X \text{ and } t \in [t_i,t_{i+1}]\} \cup \{v_i : (u_i,v_i,t) \in X \text{ and } t \in [t_i,t_{i+1}]\}$$

$$S^i = (V_i,E_i) = \{(u_i,v_i) : (u_i,v_i,t) \in X, t \in [t_i,t_{i+1}]\}$$

and $u_i, v_i$ are the nodes $u$ and $v$ in the snapshot $S^i$.

B. Data Exploration

In the following, we explain our BEAM method for finding a quantifiable property of weak signals based on graphlets.

1) Graphlets: Graphlets were first introduced by [31]. A graphlet is a connected induced non-isomorphic subgraph (2 to 5 nodes) chosen among the nodes of a large graph. There are 30 different graphlets ranging from $G_0$ to $G_{29}$. An essential element in the context of graphlets are the orbits [25]. They represent the positions (or roles) occupied by the nodes of these subgraphs. There are 73 different positions (from $O_0$ to $O_{29}$) for the 30 graphlets. The graphlets up to 4 nodes are presented in Fig. 2, with their corresponding orbits numbered from 0 to 14; in a same graphlet, the orbits having a same color are exchangeable.

There are several algorithms for enumerating graphlets and orbits in a graph [32]. In order to choose the most appropriate

---

\[\text{Fig. 1. The Main Steps of our Method BEAM.}\]

\[\text{Fig. 2. Representation of the First 9 Graphlets Going from 2 to 4 Nodes.}\]
algorithm to count graphlets and orbits in the studied graph structures, we defined four criteria:

1) the exact enumeration of graphlets;
2) the enumeration of the orbits;
3) an acceptable complexity;
4) the availability of the source code.

The first criterion ensures the completeness of the graphlets. The second one ensures the interpretability of the results by studying the shape and role of the nodes in the graphlets. Orca satisfies our requirements. It was proposed by Hocevar and Demšar in 2014 [33], which is an exact enumeration algorithm. It counts graphlets up to 5 nodes and enumerates the orbits. It uses an analytical approach based on a matrix representation and works by setting up a system of linear equations per node of the input graph that relates different frequencies of orbits. Its source code is available at: https://github.com/alan-turing-institute/network-comparison/src/R/orca.Interface.R

With Orca, we count the number of graphlets for each snapshot. Each snapshot $S_t$ is then represented as a vector of thirty elements $(G^1_t, G^2_t, G^3_t, \ldots, G^{29}_t)$, where $G^i_t$ is the number of the graphlet $G^i$ in the snapshot $S_t$.

2) Normalization: We apply a normalization procedure on the number of graphlets in order to reduce their values to a particular magnitude. The normalized values are used in the subsequent calculations. This step is of great importance because it should not cover the weak signals but make them comparable to others. The chosen procedure is the one proposed by D. Goldin and P. Kanellakis [34] in which they study the similarity between two queries in a temporal database. A query returns a sequence $X$ of real numbers $(x_1, \ldots, x_n)$. Two reals $a$, $b$ define a transformation $T_{a \& b}$ on $X$ by relating each $x_i$ with $a \times x_i + b$. $\overline{X}$ represents the normal form of $X$, calculated by:

$$\overline{X} = T_{\sigma, \mu}^{-1}(X) = T_{\frac{a}{b}, \frac{-b}{a}}(X)$$

Where $\mu(X) = 0$ and $\sigma(X) = 1$, $\mu$ being the mean and $\sigma$ the standard deviation.

Applying this normalization procedure for each snapshot $S_t$ where $s$ is the number of graphlets, each component $G^x_t$ of its vector with $x \in \{0, \ldots, 29\}$ is therefore normalized by:

$$G^x_t = \frac{G^x_t - \mu(G^x)}{\sigma(G^x)}$$

with $\mu(G^x)$ the mean of each graphlet $G^x$ for all snapshots, given by:

$$\mu(G^x) = \frac{1}{s} \sum_{i=1}^{s} G^x_i$$

and $\sigma(G^x)$, the standard deviation, calculated by:

$$\sigma(G^x) = \sqrt{\frac{\sum_{i=1}^{s}(G^x_i - \mu(G^x))^2}{s-1}}$$

3) Estimation of the Signal Reinforcement: Diffusion and Amplification: Velocity and acceleration evolution are quantitative features that allow us to evaluate the diffusion and amplification of the signal. We use these measures to identify event precursors among the graphlets.

From the obtained normalized values, the evolution of all $G^x_t$ components is studied via their velocity and their acceleration. Our objective is to highlight the graphlets which emerge before others. For each snapshot and each graphlet $G^x_t$, we compute its velocity as the difference between the normalized value of the graphlet in snapshot $S_t^{t+1}$ and the normalized value of the same graphlet at snapshot $S_t^t$. As for the acceleration, it is also calculated in the same way by making the difference between the velocities.

We therefore acquire a numerical matrix representing for each snapshot, the normalized value of the graphlets $G^x_t$, their velocity $V_t^x$, and their acceleration $A_t^x$. This matrix is presented in the Table III which illustrates an example of the values of some graphlets per snapshot. Note that the velocities can only be computed from snapshot $S^2$, and the accelerations from snapshot $S^3$.

<table>
<thead>
<tr>
<th>Snapshot</th>
<th>Graphlet</th>
<th>$G^x_t$</th>
<th>$V^x_t$</th>
<th>$A^x_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^1$</td>
<td>$G_1$</td>
<td>-0.952</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>$S^2$</td>
<td>$G_2$</td>
<td>-0.222</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>$S^2$</td>
<td>$G_3$</td>
<td>-0.666</td>
<td>-0.121</td>
<td>NA</td>
</tr>
<tr>
<td>$S^3$</td>
<td>$G_1$</td>
<td>0.456</td>
<td>0.678</td>
<td>0.037</td>
</tr>
<tr>
<td>$S^3$</td>
<td>$G_2$</td>
<td>0.758</td>
<td>0.302</td>
<td>-0.376</td>
</tr>
<tr>
<td>$S^4$</td>
<td>$G_1$</td>
<td>0.152</td>
<td>0.975</td>
<td>-0.037</td>
</tr>
<tr>
<td>$S^4$</td>
<td>$G_2$</td>
<td>0.758</td>
<td>-0.315</td>
<td>-0.617</td>
</tr>
</tbody>
</table>

Fig. 3 summarizes the results obtained from the topological characteristics of the graphs for precursor discovery.

C. Precursors Identification

First, we present the principles of precursor identification and then its implementation set up. To identify precursors, we rely on Hiltnen’s approach in which she considers two types of precursors: early information and first symptoms. The first type represents new information that appears suddenly, such as the announcement of a new product or invention. The
second type represents a remarkable change that is difficult to interpret.

We have illustrated this representation in Fig. 4 where we consider four zones/quadrants. The “noise” area corresponds to graphlets with very small or negligible velocities and accelerations. The three remaining areas correspond to graphlets with 1) high velocity and low acceleration i.e. Q4, 2) low velocity and high acceleration i.e. Q1, 3) high values for both criteria i.e. Q2. If a graphlet is located in the areas Q1 and Q4 of the figure, we consider it as early information, whereas if it is located in the Q2 area, we consider it as first symptoms because the values of its velocity and acceleration are much higher. The graphlets located in these three zones are precursors of events because they are observable and clear facts or remarkable by their velocities and/or accelerations. The graphlets located in the noise zone are not considered as event precursors, because they represent unclear information which appears randomly but is not meaningful.

![Fig. 4. Structure of the Graphlets’ Emergence Map for a Particular Snapshot $S_t$.](image)

Our aim here is to propose a division into graphlet emergence zones in the form of the four quadrants, not necessarily of equal size, as presented above. We propose two solutions:

1) **Slicing with respect to a top $k$**: The first possibility consists for each of the $s$ snapshots $S^t$ in
   - ranking their velocities $V_{0}, V_{1}, V_{2}, ..., V_{29}$ in ascending order;
   - setting a top $k$ value for which the $k$ graphlets have the highest velocities.

   Similarly, we set a top $k$ for the graphlet acceleration criterion.

2) **Slicing with respect to a threshold $\mu$**: The second possibility consists in setting a threshold for each of the $s$ snapshots $S^t$ equal for example to the average of the velocities and in selecting the velocities greater than or equal to this value, $\bar{V} \geq \mu(\bar{V})$. A similar division is made for the accelerations.

   For a snapshot $S^t$, we create an emergence map that represents on the x-axis the velocity values, and on the y-axis the acceleration values. The structure of this map is based on the representation of the signals as seen in Fig. 4, where we place the graphlets in the four quadrants of the map. The division into quadrants depends on the choice of one of the two slicing methods presented above.

### D. Identification of Weak Signals

The aim of this step is to qualify the graphlets as weak signals. We want to keep the True Positives and introduce the True Negatives as weak signals. False Negatives are graphlets that are neither precursors nor weak signals, and False Positives are graphlets that have been identified as precursors, but are not weak signals, they should be eliminated at the end of this step. The Table IV qualifies the results obtained by BEAM and estimates them.

**TABLE IV. QUALIFICATION OF THE RESULTS OBTAINED BY BEAM**

<table>
<thead>
<tr>
<th>Weak signal $\exists$</th>
<th>Weak signal $(\neg$ noise, strong signal) $\exists$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precursor</td>
<td>True positive</td>
</tr>
<tr>
<td>¬ Precursor</td>
<td>True negative</td>
</tr>
<tr>
<td></td>
<td>False positive</td>
</tr>
<tr>
<td></td>
<td>False negative</td>
</tr>
</tbody>
</table>

To qualify graphlets as weak signals, our BEAM method relies on:

1) Graphlets contribution in weak signals;
2) Evolution of the signal’s diffusion.

The first measure aims to detect the weak signals at a certain time $t$, and the second one confirms or denies the detected signals, for an interval of time following $t$.

1) **Contribution Ratio Calculation**: We look in this phase to measure the contribution of a graphlet according to all graphlets to verify whether they are weak signals or not. The qualification criterion here is a ratio calculation. We propose two calculations: a local ratio that takes into account only the current time window, and a global ratio that takes into account all the studied windows. The number of graphlets in the chosen time window $t$ is divided by the total number of graphlets for this time window:

   $$R_{Local}(G_x) = \frac{G_x^t}{T_{Local}(G)}$$

   where $T_{Local}(G) = \sum_{x=0}^{29} G_x^t$.

The total number of a graphlet in the set of studied snapshots is divided by the total number of graphlets for all this set of snapshots, as follows:

   $$R_{Global}(G_x) = \frac{\sum_{x=1}^{s} G_x^t}{T_{Global}(G)}$$

   where $T_{Global}(G) = \sum_{x=1}^{s} (\sum_{x=0}^{29} G_x^t)$, with $s$ the number of processed time windows.

The resulting ratios $R_{Local}(G_x)$, $R_{Global}(G_x)$ are ranked in ascending order to qualify graphlets as weak signals if they are at the top of the list; the other graphlets are eliminated. This calculation is related to the **rareness characteristic** of weak signals since it selects the weakest ratios. Finally, at the end of these different analyses, we can provide per snapshot $S^t$ a signature of the weak signal as a vector of at most 29 components: $(G_x^1, ..., G_y^1)$ with $x, y \in \{0, ..., 29\}$. 
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2) Evolution of Graphlet Velocities: The aim here is to propose a visual support to the identification of weak signals that can be carried out in parallel with the creation of emergence maps. This support consists in monitoring the evolution of the graphlet velocities over the time. To do this, we build a heatmap to visualize the evolution of the values of this criterion over a window of snapshots surrounding $S_t: [S_{t-1}, S_{t+3}]$. For example, if a graphlet $G_x$ is found among the precursors in $S_t$, and if its velocity decreases in $S_{t+1}$ and this decrease remains in $S_{t+2}$, then we consider that it is a false alarm thus we will not qualify it as a weak signal. On the contrary, the graphlets whose velocity increases in the studied interval, are True Positives and qualified as weak signals. Similarly, those that were not identified among the precursors but their speed increases, are True Negatives.

E. Interpretation of Weak Signals

Searching for relevant data for important event anticipation has several challenges including the complexity of detection and interpretation. At first sight, weak signals are fragmented pieces of information, so hard to be interpreted. However, if they were combined with context or additional elements, the interpretation task may become clearer and more relevant. Hiltunen [5] considers that the interpretation dimension means the information user’s understanding of the future signal.

Our aim in this step is to make sense of the identified weak signals to help business experts in better and useful decision making. Several works tried to address this dimension like Lee and Park [10] who employed keyword clustering and topic selection based on keyword co-occurrences, or J. Kim [14] who proposed to observe the rarity and the paradigm unre¬latedness of weak signals. In BEAM, we consider elements characterizing the nodes like their name, their type, as well as their role, etc. The role of a node can be characterized by its orbit, or its position in the graphlets. We therefore take advantage of this criterion to identify the central, cross or internal nodes roles. With Orca, we can also count how many times a node is playing these roles. BEAM also provides to business experts different visualizations that may help interpreting the identified signals, as shown in Fig. 5. This figure illustrates an example of one snapshot being studied by an expert, where parts 1 and 2 represent the raw interactions data at this snapshot, and the corresponding generated graph. Once Orca is executed, it allows the user to fetch all computed graphlets (their normalized number, their velocity and their acceleration) shown in part 3, and allows him to spot the precursor graphlets on the emergence map (part 4). In parts 5.a and 5.b, the expert may look further for a particular precursor graphlet using the Neo4j Cypher queries implemented in BEAM. Consequently, he has two visualization options, either 1) with a view that highlights the precursor graphlet (here $G_{27}$ for example) in the initial graph, as in part 6, or 2) with a chart view representing the number of nodes in each of the precursors’ orbits (including $G_{27}$), as shown in the bar and pie charts (parts 7.a and 7.b). At the right of this figure, there is a historical panel that allows the user to go back to a visited visualization, or to visualize the data based on a sequence of snapshots (in the form of a data cube, a clustered bar, or pie chart).

IV. Empirical Case Study

In order to evaluate the proposed method, we performed experiments on different datasets. We will describe in this section the empirical studies carried out on the Game of Thrones Twitter network (GOT), and a sensor network holding interactions between elementary school students. The purpose behind these studies is to 1) ensure the robustness of the method by verifying that weak signals are detected prior to a certain event (GOT), but are not detected when the event is already foreseen and punctual (elementary school); and 2) confirm its reproducibility through 6 episodes of GOT.

A. Game of Thrones Dataset

With long-tail streaming, HBO has pegged the last season of GOT as averaging around 44.2 million viewers per episode. The final season of GOT has upset many viewers because of changes in writers, shortening the season (this last one had only six episodes diffused once per week), and a surprising turn of events. This is why the fan club was more into criticizing this final season. It was released on April 14 2019, and ended on May 19 2019. The episodes were diffused live at 9 p.m.
American time, and the collected data corresponds to the tweets published at the same timestamp. The original data sample including all episodes of the season, has a total number of 46,481,705 tweets including 34,094,365 retweets.

1) Study Corpus: We describe the study carried on the first episode with a period limited to 14-04-2019 from 1 p.m. to 7 p.m. The graph represents 223,383 retweets between 189,741 users corresponding to audience, journalists, media, etc. This graph is divided into a sequence of snapshots with a duration Δt equal to 10 minutes.

2) Precursors and Weak Signals: For each snapshot, we counted the number of 5-node graphlets and normalized them, then computed their corresponding velocity and acceleration. In the following, we will present only the obtained results for the snapshot of 5 p.m. Fig. 6 illustrates the graphlets’ emergence map of 5 p.m built based on these criteria. The 13 graphlets that are circled in red are selected as precursors, since they belong to one of the aforementioned zones Q1, Q2 or Q4. The remaining graphlets are considered noise being positioned in the Q3 zone.

Once the precursors are selected, the next step is to check their relevance by identifying the false positives, preserving the true positives and adding the true negatives. For this, we first calculated the local and the global contributions of the graphlets for each snapshot, and ranked the resulted ratios in ascending order. For the 5 p.m. snapshot, we selected the top 5 graphlets according to the ranked ratios, that are respectively $G_{21}$, $G_{15}$, $G_{13}$, $G_{12}$ and $G_3$. We moved next to confirm the obtained contribution ratios, by analyzing the evolution of graphlets’ velocities in the snapshots surrounding 5 p.m.

We monitored the evolution of graphlets (precursor ones in particular) velocities during an interval of snapshots going from 4:50 to 5:30 p.m., as shows the Fig. 7. The x-axis of the heatmap in this figure represents the different snapshots, and the y-axis represents some of the precursor graphlets. The legend on the right of the figure represents the graphlets velocity values between -2 and +5. The blue colors in the heatmap are the graphlets $G_x$ such that $V_x^T \geq +5$, and the red colors are those such that $V_x^T < 0$. For example, when considering the 5:00 p.m. snapshot, the graphlet $G_{19}$ shows a significant increase in velocity up to +5, and in the next snapshot, it decreases rapidly to -2. Another evolution is the one of $G_{16}$, that shows continuous decrease in its velocity for all snapshots. We revised the global contributions of these graphlets and noticed that they have higher ratios than the top 5 mentioned above. These results are therefore consistent, and indicate that these graphlets are false alarms. As for the remaining graphlets, we see that they show a significant rise in their velocities at 5 p.m., followed by a minor decrease at 5:10 p.m., then another rise at 5:20 p.m. The decreases at 5:30 p.m. do not affect the analysis results, because it is enough to observe one remarkable rise after the current snapshot (i.e. 5 p.m.). These last results are consistent with those obtained from the contribution calculation, hence we qualify the top 5 graphlets from the list as weak signals. Table V illustrates the five qualified weak signals, their shape and their global contribution.

![Fig. 6. Precursors Selected Among the Graphlets in the Snapshot of 5 p.m.](image)

![Fig. 7. Velocity Evolution of Some Precursors in the Snapshots Around 5 p.m.](image)

**TABLE V. TOP 5 GRAPHLETS QUALIFIED AS WEAK SIGNALS FOR THE SNAPSHOT OF 5 P.M.**

<table>
<thead>
<tr>
<th>Graphlet</th>
<th>$G_{21}$</th>
<th>$G_{15}$</th>
<th>$G_{13}$</th>
<th>$G_{12}$</th>
<th>$G_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphlet shape</td>
<td><img src="image" alt="Shape" /></td>
<td><img src="image" alt="Shape" /></td>
<td><img src="image" alt="Shape" /></td>
<td><img src="image" alt="Shape" /></td>
<td><img src="image" alt="Shape" /></td>
</tr>
<tr>
<td>Graphlet global contribution</td>
<td>0.0009</td>
<td>0.0174</td>
<td>0.0235</td>
<td>0.0260</td>
<td>0.0283</td>
</tr>
</tbody>
</table>

3) Weak Signals Interpretation: Our objective here is to help in the interpretation of identified weak signals, by providing contextual elements like user accounts. We first start by calculating the number of orbits (nodes positions) of graphlets with Orca, then analyze these positions in weak signal graphlets. This is an important task because it can help explaining the users’ role in assessing and supporting this final season.

Table VI illustrates an extract of the obtained results from this step at the 5 p.m. snapshot. The accounts @dcucomics, @jonatas_maia12 and @9GAG appear mostly in a peripheral position in graphlet $G_3$ ($O_4$). The remaining accounts in this table occupy a central position ($O_2$). The third and fourth columns of the table represent respectively the different node types (from comic accounts, to online platforms or journalists), and their corresponding ranks after executing the PageRank algorithm on 7000 users. We note that the official accounts of the series are communicating more than the others since they occupy the most central positions. In addition, the account @TylerIAM has a you-tube channel and diffuses live broadcasts from 12 to 3 p.m., so from his PageRank we can...
see that he retweeted very much about GOT two hours after the broadcast.

### TABLE VI. EXTRACT OF IMPORTANT NODES BELONGING TO \( G_3 \) ORBITS, AND THEIR PAGE RANK FOR THE SNAPSHOT OF 5 P.M.

<table>
<thead>
<tr>
<th>Graphlet-Orbit Account</th>
<th>Account type</th>
<th>PageRank</th>
</tr>
</thead>
<tbody>
<tr>
<td>@dcucomics</td>
<td>DC universe (fictional universe produced by Warner Bros) fan account</td>
<td>27</td>
</tr>
<tr>
<td>@jonatas_mai12</td>
<td>Product designer</td>
<td>61</td>
</tr>
<tr>
<td>@9GAG</td>
<td>Online platform, viral and funny videos</td>
<td>248</td>
</tr>
<tr>
<td>@GameofThrones</td>
<td>Official account of GOT</td>
<td>1</td>
</tr>
<tr>
<td>@Thrones_Memes</td>
<td>GOT memes account</td>
<td>3</td>
</tr>
<tr>
<td>@TylerIAm</td>
<td>Journalist</td>
<td>4</td>
</tr>
<tr>
<td>@LordSnow</td>
<td>Got character (John Snow)</td>
<td>12</td>
</tr>
</tbody>
</table>

We then conducted a refined analysis on the account @TylerIAm using the Neo4j Cypher queries implemented in BEAM. Here we went from a graphlet type to 4 graphlet instances, and displayed the users linked to this account on a \( G_3 \) instance. As shows Fig. 8, @Woodlawnwonder, a blogger, occupies the other central position of \( G_3 \), and the peripheral positions are occupied by the remaining accounts. We considered the instance containing @joestudz18, an artist and concept illustrator, as well as @holyschnitt who is a social media star. We assume that the blogger account activity for example, should be monitored by business experts.

![Fig. 8. Important Accounts Occupying Orbits of an Instance of \( G_3 \) in the Snapshot of 5 p.m.](image)

We also noticed an interesting fact about nodes appearing in \( G_{15} \). These nodes belong to accounts located in Brazil, including a comic and digital creator @cleytu, an entertainer @fabwiano, the Brazilian version of HBO channel @HBO_Brasil, and a journalist @LethyciaDlas, etc. We then executed the Louvain algorithm for the whole episode (where all snapshots are combined). We noticed that all these users belong to the same community. We therefore allow business experts to give their final assessment regarding these results and the type/location of the users, since the shape of this graphlet can put into evidence an important social structure [26].

We performed the same experiment on the retweets published on the remaining 5 episodes of GOT, to test the reproducibility of our method. The results obtained showed that the weak signal graphlets are detected few hours before the episode is broadcast. Moreover, we noticed that the same graphlets are found in several episodes as weak signals.

According to the results of our study, the official GOT accounts (@GameofThrones, @ThronesMemes and @LordSnow) communicated supporting information (they were motivating the audience to watch GOT, and highlighting the crucial role of the character Jon Snow). Therefore, the weak signals carried by these accounts can be opportunities, which is important that they emerge to verify if the speech is well perceived. On the other hand the comic accounts @dcucomics and @9GAG can be threats because they can make fun of GOT or even divert its image, so they must be watched to mitigate their negative impact on the audience.

### B. Elementary School Interactions Dataset

We conducted another experiment on students interactions in an elementary school in Lyon, France, on two consecutive days in October 2009 [35]. The school day runs from 8:30 a.m. to 5:30 p.m., with a lunch break between 12:00 p.m. and 2:00 p.m., and two 20-25 minute breaks at around 10:30 a.m. and 3:30 p.m. that take place in a common playground. Two students are considered to be interacting if they are within 3 to 5 feet of each other for at least 20 seconds.

Through this experiment, we aimed to:

1) verify that no weak signal is found when the events are known (as the breaks are scheduled at specific times, without particular triggers, . . .);
2) verify that the error rate is reduced, i.e. that the false positives are eliminated by our method.

1) Study Corpus: The raw data file was downloaded from the official site[3]. We divided the corpus into snapshots of 10 minutes duration each, and choose to work with five snapshots that correspond to the times before the lunch break (from 11:20 a.m. to 12 p.m.) of the first school day.

2) Precursors and Weak Signals: We focused our analysis on the snapshot of 11:40 a.m. and we were able to spot precursors on the corresponding graphlets’ emergence map. Thereafter, we evaluated the located precursors using the graphlets contribution ratios, as well as their velocity evolution. The velocities heatmap showed that for this particular snapshot, the graphlets reach high values, but then decrease rapidly in the next snapshot (11:50 a.m.) and continue to decay until the last snapshot. This decrease supports the hypothesis that the identified precursors at this snapshot were false alarms, hence shall not be qualified to weak signals. Although we did not expose weak signals from this experiment, the dataset is a ground truth example on which we relied to confirm the method’s objectives.

### C. Results Validation: Cross-Correlation

This is a supplementary step that aims to validate the discovery of weak signals by studying the relation between them and a potential event[4]. In this step, we observe the data no more as a sequence of graphs, but instead as time series.


We consider an event as a situation in which the number of interactions reaches its maximum value.
A time series $X$ is created from the number of interactions selected between all pairs of nodes. It is a sequence of $n$ elements $X = (x_i)_{1 \leq i \leq n} = (x_1, x_2, \ldots, x_n)$.

We rely on the Cross-correlation to validate the intrinsic properties of BEAM by studying the relation between the graphlets weak signals and the original time series of interactions (built from the raw data). Cross-correlation\(^9\) is a linear measure of similarities between two time series $X$ and $Y$, which helps evaluate the relation between these series over time \([36]\). An offset/lag $h$ is associated with this measure, knowing that if $h < 0$ then $X$ could predict $Y$, and if $h > 0$ then $Y$ could predict $X$.

We applied this function on the GOT dataset, by first building the time series corresponding to the users’ retweets, then building a time series for each one of the 30 graphlets. From the obtained results, we noticed that the graphlets that were qualified as weak signals (see Table V), presented positive correlations (between 0.5 and 0.7) with the initial series with a lag of 10 or 20 minutes ($\Delta t = 10$ minutes).

Examples of cross-correlation of graphlet $G_{13}$ with the initial retweets series. The graphlets identified as false alarms in the previous steps of the method, like $G_{16}$ and $G_{19}$ for instance, did not present correlations.

\[\begin{align*}
\text{Fig. 9. Positive Correlation with Negative Lags of 10 and 20 Min Between} \\
G_{13} \text{ and the Retweets Time Series (GOT Dataset.)}
\end{align*}\]

We executed the Cross-correlation on the elementary students interactions dataset, and from the obtained correlograms, we did not find any negative-lag correlation between the initial time series and the precursor graphlets. These results confirm that when the event is already planned and punctual, there are no weak signals that can announce the occurrence of such event, hence the detection phenomena corresponds in this case to false positives that we were able to identify.

\[\text{implemented with the R package tseries: https://www.rdocumentation.org/packages/tseries/versions/0.1-2/topics/ccf}\]

V. LIMITATIONS AND DISCUSSION

Several works relied on different techniques to detect future weak signals. After applying BEAM on several data sets, the findings have been quite consistent in establishing that this method is able to detect weak signals prior to an important event. Using BEAM, the business expert does not spend time anymore to choose selection filters, prepare data and extract remarkable information for analysis. Instead, he relies on the previously detected information and assesses if it should be qualified as future weak signals or not.

However, BEAM still presents some limitations related to:
1) The constitution of study corpus.
2) The snapshots duration $\Delta t$.
3) The division of graphlets’ emergence maps.
4) The interpretation of the detected signal through its recognition.

These limitations are related to filters that hinder the analysis of weak signals and constitute barriers to their interpretation. These barriers were discussed by Ansoff [4] who suggested that weak signals must pass three filters 1) the monitoring (surveillance), 2) the mentality and 3) the power filter, before potentially triggering an action or a decision. The monitoring filter corresponds to the capacity of the weak signal to be detected or discovered, in the midst of all other perceived information, by one or more actors within the organization. The mentality filter refers to the capacity of the signal to be recognized, after being detected, as relevant information with regard to the examined situation. Finally, the power filter refers to decision-making once the signal has been detected and its relevance recognized. The people in charge in the organization can decide for example not to make this signal a priority, despite the underlying risk.

Limits 1, 2 and 3 of BEAM are related to the monitoring filter. The first one results from an irrelevant choice of keywords, accounts or hashtags (in case of Twitter data) during the creation of the study corpus. It can be resolved by adding a feedback loop in BEAM, to allow business experts to return to the first step and modify the selection criteria, if the interpreted signals are not significant for them. Regarding the second one, the duration of snapshots $\Delta t$ should be well-chosen for an expert to analyze the detected signals and provide his decision. To do so, we performed an experiment to measure the time in which a tweet becomes viral (i.e. when it reaches the highest number of its retweets). This limitation is also depending on the number of tweets in the studied snapshots, if it is high, $\Delta t$ should be limited otherwise increased. The third limitation relates to the choice of the top $k$ or the threshold that divides the graphlets’ emergence maps for the precursors selection. This one was resolved with the contribution calculation with which graphlets are added or removed from the list of weak signals based on their ratio. The fourth limitation is related to the mentality and power filters, thus cannot be resolved within BEAM, since it is up to the business expert to provide his final interpretation and decision regarding the detected signals.

VI. CONCLUSION

In this article, we presented our method BEAM whose objective is to help business experts to detect and interpret the identified weak signals in order to enable them to make decisions and plan future strategies. First, we find graphlets in a graph of interactions between entities, which represent clear
and observable facts, quantifiable using measures of diffusion and amplification that characterize them as precursors. We examine the contribution of graphlets to eliminate false alarms (False Positives) and qualify True Positives and True Negatives as weak signals. Once these signals are identified, the shapes of the graphlets and their orbits help the business experts in their interpretation. In BEAM, we have chosen graphlets as an operational description to give a signature of the weak signal, this choice allows an automation of the detection task while enabling a final judgment by the business experts for a better decision making.

Next, new experiments will be performed on other types and larger networks to resolve the remaining limitations of the method. In further research, we would like to explore if graphlets can be used to indicate phase transitions of an information emergence between transition points. This will help in analyzing the weak signal amplification process. BEAM combines data analysis and visualization tools to guide business experts in detecting and interpreting weak signals, and offers a great potential for decision-making in most business organizations. Moreover, the detection of weak signals offers promising leads for innovation.
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Abstract—The soft-sensor method of carbon content in fly ash is to predict and calculate the carbon content of boiler fly ash by modeling the distributed control system (DCS) data of thermal power stations. A novel data-driven soft-sensor model that combines data pre-processing, feature engineering and hyperparameter optimization for application in the carbon content of fly ash is presented. First, extract steady-state data by data mining technology. Second, twenty characteristics that may affect the carbon content in fly ash are identified as variables by feature engineering. Third, a LightGBM prediction model that captures the relation between the carbon content in fly ash and various DCS parameters is established and improves the prediction accuracy by the Bayesian optimization (BO) algorithm. Finally, to verify the prediction accuracy of the proposed model, a case study is carried out using the data of a coal-fired boiler in China. Results show that the proposed method yielded the best prediction accuracy and closely approximates the non-linear relationships between variables.

Keywords—LightGBM; carbon content; fly ash; soft-sensor; feature engineering; Bayesian optimization

I. INTRODUCTION

The unburned carbon content in fly ash reflects the combustion efficiency of a coal-fired boiler. The combustion condition of coal can be better evaluated by analyzing the unburned carbon content in fly ash [1]. Real-time monitoring of carbon content in fly ash helps keep the carbon content in fly ash within a reasonable range, thus reducing the cost of power generation and improving the economy of generating units.

Currently, the methods for detecting the carbon content of fly ash are divided into two categories: physical measurement methods and soft-sensor methods. Physical methods commonly include the loss-on-ignition method [2], Laser-induced breakdown spectroscopy [3], microwave absorption method [4] etc. Physical solutions are not widely available due to technical or cost reasons [5-6]. Machine learning methods have been widely used in human life, industrial production and power generation [7-9]. Distributed control system (DCS) is a computer control system for centralised management and decentralised control of the production process [10]. The distributed control system contains many sensors, which record the information of system operation. By analyzing this information, we can predict the operation status of the system [11]. The soft-sensor method organically combines the production process knowledge through mechanism analysis, which can quickly and accurately reflect the carbon content in fly ash under different working conditions, and has a high economy.

Currently, there are three main problems with soft-sensor methods for the carbon content in fly ash:

1) The boiler combustion process is a multivariable variable, nonlinear and highly coupling thermal process [12]. For example, the DCS records variables such as air volume, air pressure, and air temperature for each coal mill outlet. These variables are highly correlated with boiler combustion prediction modeling, resulting in a certain amount of variable redundancy, affecting the model estimation accuracy, and increasing the computational complexity. Therefore, it is necessary to apply feature engineering to reduce the impact caused by redundant variables.

2) Most current research tests have limited data and working conditions. They do not effectively represent the complete operational status of the boiler.

3) The accuracy of these algorithms is limited.

II. RELATED WORK

Zhou et al [13] established an artificial neural networks (ANN)-based soft-sensor model for the carbon content in the fly ash of a 300MW utility tangentially firing coal burned boiler and verified the validity of the model by multi-state thermal experiments. Wang et al [14], proposed building a prediction model with support vector regression(SVR) for carbon content in fly ash and showed through experiments that the carbon content in fly ash model using SVR has reliable generalization and is suitable for online modeling. In machine learning, finding appropriate data processing methods, such as removing noise data and extracting suitable features, will help to improve the accuracy of prediction [15]. To address these issues, Zhu et al [16] performed a sensitivity analysis of the related features for the carbon content in fly ash, using the Garson algorithm for variables selection before modeling. Wang [12] collects the factors influencing the carbon content in fly ash constitute the initial variables, and the optimal variables are selected by the random forest-based variable selection method. The machine learning model contains many super parameters, such as penalty, learning rate and loss function. A suitable combination can effectively improve the
The prediction accuracy of the model [17]. Feng [18] improves the model generalization ability by using the genetic algorithm to optimize the values of each neural network parameter. Peng [19] proposed an adaptive perturbation quantum particle swarm optimization algorithm (AQPSO) with a support vector machine to jointly predict the carbon content in fly ash and improve the prediction accuracy of the SVR model by ADQPPO.

LightGBM [20] is an ensemble learning algorithm, Developed by Microsoft in 2017. It is an advanced implementation of the distributed gradient boosting decision tree (GBDT) framework. The GBDT [21] algorithm is the core of LightGBM, which iteratively sums weak estimators to generate robust estimators by computing the negative gradient of the loss function. Lightgbm integrates GOSS (Gradient-based One-Side Sampling) algorithm and EFB (Exclusive Feature Bundling) algorithm based on GBDT. GOSS algorithm can lead to a more accurate gain estimation than uniformly random sampling, and the EFB algorithm provides a nearly lossless approach to reduce the number of effective features [20]. LightGBM algorithm extensively applied in many regression problems [22-23].

Hyperparameters play a valid role in the accuracy of regression prediction algorithms. In practice, it is necessary to continuously adjust the hyperparameters, train the model under different sets of hyperparameters, and determine the best hyperparameters by comparing the model's performance. Therefore, finding the appropriate hyper-parameters has become a critical issue in machine learning [24].

Bayesian optimization (BO) is a very effective global optimization algorithm. BO is very suitable for solving highly complex optimization problems. Their objective functions could not be expressed, or the functions are non-convex, multimodal, and computational expensive [25]. BO can actively select appropriate evaluation points according to the relevant results of the current unknown function to avoid unnecessary sampling. At the same time, Bayesian optimization can use historical search information to improve search efficiency. [26]. BO has achieved better results than other hyperparameter tuning methods in the Black-Box Optimization Challenge 2020 [27].

III. PROPOSED WORK

In this study, a new soft-sensor method for measuring the carbon content of fly ash is proposed by analyzing and experimenting with a total of 3,272,872 DCS data from an electric boiler from October 23 to November 30, 2020. The method combines data mining, feature engineering, LightGBM, and BO algorithm. A flowchart of the applied methodology is proposed in Fig.1. By comparing with other feature selection methods, and prediction models, experiments show that the prediction results of the presented approach are closer to the actual working conditions of the carbon content of fly ash, which improves the soft-sensor accuracy and ensures the reliability and accuracy of the soft-sensor method.

The data processing part is the operation of apparent outlier removal and re-sampling of the acquired DCS data.

A. Apparent Outlier Removal

First, the raw data was examined, and remove the data are outside the reasonable range. For example, the actual load recorded by the DCS has some invalid data at the beginning due to plant shutdown, etc. As shown in Figure 2, the data in the red area are unreasonable. By removing apparent outliers, the natural distribution of the variables can be captured.

The load changes drastically since thermal power units need to adjust the power generation capacity according to the grid load during operation. The thermal power units are constantly changing the working conditions, such as steady-transition-steady. This will result in a miss correlation between data. This effect can be minimized by data-resampling the data in an appropriate period. In this study, the datasets were re-sampled into 6-minute intervals. The actual load's scatter plot, before and after re-sampling, is shown in Fig.3, Fig.4. The re-sampled data is smoother and more similar to regular operation, as is shown in Fig.4.

---

Fig. 1. Methodology Flowchart.
B. Data Re-sampling

Feature engineering [28] is scoring each potential feature based on specific feature selection metrics and selecting representative variables from a given dataset to improve the final prediction. Feature engineering is crucial in the model design, as irrelevant or redundant data features will harm the model’s performance. By reducing the number of variables, noisy and irrelevant data are removed, and the algorithm can run fast as the number of variables is reduced. There are generally three feature selection methods: filter method based on statistical information, wrapper method, and embedded method [29]. This study uses the correlation matrix (based on the filter method) and wrapper method to deal with variables.

According to the characteristics of multivariable variables, nonlinear and highly coupling thermal process, Firstly, the features with strong coupling are found through the correlation matrix, and the variables with low correlation with the carbon content of fly ash are eliminated. The essential variables are further extracted by the wrapper method to reduce the computational complexity of the model.

C. Remove Redundant Features

The correlation matrix (CM) is a table that is constructed to quantify the dependence between variables, as shown in equation (1), and the correlation coefficient indicates the positive or inverse relationship between the target variables [30]. The correlation matrix identifies and deletes redundant features in the dataset. Fig. 5 shows one of the generated correlation matrices, which presents the correlation between the six features. The features from top to bottom are 'air temperature', 'air volume', 'steam temperature', 'steam temperature 2', 'air temperature 2', and 'air pressure'. If the correlation coefficient between the two variables is more significant than 0.95, they are compared with the carbon content in fly ash, and the variable with the smaller correlation coefficient is removed. For Fig. 5, the features 'air temperature', 'air volume', and 'steam temperature' were removed. In this way, the number of 71 DCS variables was reduced to 45.

$$r = \frac{\sum (x_i - x_{ave})(y_i - y_{ave})}{\sqrt{\sum (x_i - x_{ave})^2 \sum (y_i - y_{ave})^2}}$$

where \(r\) is the correlation coefficient, \(x_i\) is value of feature \(x\), \(y_i\) is value of feature \(y\), \(x_{ave}\) is mean value of the feature \(x\), \(y_{ave}\) is mean value of the feature \(y\).

Fig. 2. Raw Load Data Scatter Plot.

Fig. 3. Scatter Plot before Re-sampling.

Fig. 4. Scatter Plot after Re-sampling.

Fig. 5. Part of the Correlation Matrix.
D. Extract Important Features

The wrapper method is a feature selection method according to a specific prediction model, and this method uses recursive feature elimination (RFE). It is a greedy optimization algorithm that selects the best feature subset by repeated iteration. For the last step, the 45 variables selected by the correlation matrix are then used to determine the best performing 20 variables by the wrapper method.

E. Establishment of the Prediction Model

Before modeling, we will process features through correlation matrix and wrapper method, eliminate variables with highly coupling through correlation matrix, and select essential features subset by wrapper method, to reduce the computational complexity and further improve the expressiveness of the model.

LightGBM has many hyperparameters, and a reasonable choice of hyperparameters can improve prediction. While using the lightGBM model to predict the carbon content of fly ash, the BO algorithm is used to continuously adjust the hyperparameters of the lightGBM model to improve the prediction accuracy of the model. The process of generating the optimal model BO_LightGBM is shown in Fig.6. During the model satisfaction assessment, cross-validation is set 5, the evaluation function is a root mean squared error.

\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}
\]

\[
\text{MAPE} = \frac{1}{m} \sum_{i=1}^{m} \frac{|y_i - \hat{y}_i|}{y_i} \times 100\%
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2}
\]

where \(y_i\) are the actual values, \(\hat{y}_i\) are the predicted values, and \(\bar{y}\) is the mean of \(y_i\) (i=1,2,..., n).

B. Performance Comparison of Feature Processing Methods

Methods frequently used in feature processing are Random Forest (RF) [31] and Pearson correlation coefficient (PCC) [32]. The experiment compares the method proposed in this paper with RF and PCC. The optimal 20 features of the three methods are modeled for prediction while ensuring that the selected data are consistent with the boiler's steady-state operating conditions. In this process, the correlation matrix eliminates the features with high correlation, retains 45 features with low coupling, and then uses the packaging method to retain 20 features. The processed results of each of the three methods are used as input to the LightGBM model. The experimental results are listed in Table I.

The random forest method model is less effective, as shown in Table I. The model treated with PCC outperformed the RF. After using the correlation matrix to process the features, the \(R^2\), MAPE, and RMSE were significantly optimized, and after further processing of features by wrapper method, the \(R^2\) was improved to 0.822, MAPE was reduced to 16.5%, and RMSE was reduced to 0.509. It is proved that the fitting effect of the model using the method proposed in this paper is further enhanced, and the error is further reduced, which effectively solves the problem of high correlation and strong coupling between variables.

<table>
<thead>
<tr>
<th>Method</th>
<th>(R^2)</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.71</td>
<td>19.22%</td>
<td>0.644</td>
</tr>
<tr>
<td>PCC</td>
<td>0.78</td>
<td>17.47%</td>
<td>0.573</td>
</tr>
<tr>
<td>CM</td>
<td>0.814</td>
<td>16.69%</td>
<td>0.523</td>
</tr>
<tr>
<td>CM+Wrapper</td>
<td>0.822</td>
<td>16.50%</td>
<td>0.509</td>
</tr>
</tbody>
</table>
C. Comparison of Model Prediction Performance

To validate the superiority of the proposed method, three methods, including LM-Garson-BP [16] AQPSO-SVR [19] FPA-RF [12], the three latest methods are compared as benchmarks.

- **LM-Garson-BP**: The LM-Garson-BP methods used sensitivity analysis to select the feature variables and then used BP neural networks for predictive modeling and genetic algorithms to optimize the connection weights, number of neurons, and number of hidden layers.
- **AQPSO-SVR**: The AQPSO-SVR method first adds adaptive perturbation to the quantum particle swarm optimization (QPSO) algorithm and uses this improved algorithm to find the optimal hyper-parameters of the support vector regression (SVR).
- **FPA-RF**: The FPA-RF method first uses the random forest method to filter features, then uses the random forest as a prediction model and uses the flower pollination algorithm (FPA) to optimize the hyperparameters of the random forest.

MAPE, RMSE, and R² are selected as evaluation indexes. The experimental results are shown in Table II, and the prediction comparison results are listed in Fig. 7 and Fig. 8.

**Table II. Prediction Results of Different Models**

<table>
<thead>
<tr>
<th>Model</th>
<th>R²</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM-Garson-BP [16]</td>
<td>0.722</td>
<td>19.69%</td>
<td>0.658</td>
</tr>
<tr>
<td>AQPSO-SVR [19]</td>
<td>0.786</td>
<td>18.22%</td>
<td>0.560</td>
</tr>
<tr>
<td>FPA-RF [12]</td>
<td>0.696</td>
<td>19.37%</td>
<td>0.652</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.822</td>
<td>16.50%</td>
<td>0.509</td>
</tr>
<tr>
<td>BO_LightGBM</td>
<td>0.831</td>
<td>16.02%</td>
<td>0.494</td>
</tr>
</tbody>
</table>

Table II shows the performance comparison between the proposed method and other methods. The obtained results are representative. The method proposed in this paper achieves the lowest MAPE, RMSE, and the highest R². The method in this paper reduces RMSE by 2.9%~24.9% and MAPE by 2.9%~18.6% compared with the above methods, indicating a further reduction of errors and improvement of measurement accuracy. The R² was improved by 1.1%~15.1%, indicating that the prediction curves were more accurate and reliable. Specifically, LM-Garson-BP, AQPSO-SVR, and FPA-RF all use heuristic algorithms for hyperparameter tuning and combine with regression models for prediction, which improves the prediction accuracy of the corresponding models to some extent.

From the perspective of hyper-parameter tuning, the BO algorithm can find the next evaluation position based on the information obtained for the unknown objective function when facing a complex optimization problem with hyperparameter tuning that is non-convex, multimodal, and computational, to reach the optimal solution the fastest [25]. The BO algorithm avoids the issues of ineffective use of iterative feedback information and the slow search speed of the algorithm. From the perspective of the prediction model, the LightGBM algorithm objective function adopts the second-order Taylor expansion, which can fully learn the model, add regular terms, reduce the complexity of the model, prevent overfitting, support parallel and distributed computing, and effectively improve the prediction accuracy. Therefore, the prediction results are better compared to the four models compared.

V. CONCLUSION

In this study, a data-driven approach integrating various machine learning algorithms and data mining techniques is used for the first time to analyze the relationship between the carbon content of fly ash and various operating parameters of boilers. This method has practical significance for guiding boiler production; collecting data for 37 days of complete working conditions and comparing our feature processing method with the PCC method, the RF method. The performance of the model is compared with LM-Garson-BP, AQPSO-SVR, and FPA-RF models. The results demonstrate that the method used in this paper exhibits better prediction results.

In future work, consider combining DCS data and coal type characteristics to improve accuracy by more data information. In addition, due to the high correlation between DCS data and time, it is worthwhile to study more deeply how to mine...
valuable information from these unstructured time series data and find the intrinsic correlation between the time series data.
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Abstract—Natural language texts widely exist in many aspects of social life, and classification is of great significance to its efficient use and normalized preservation. Manual texts classification has the problems such as labor intensive, experience dependent and error prone, therefore, the research on intelligent classification of natural language texts has great social value. In recent years, machine learning technology has developed rapidly, and related researchers have carried out a lot of works on the texts classification based on machine learning, the research methods show the characteristic of diversification. This paper summarizes and compares the texts classification methods mainly from three aspects, including technical routes, text vectorization methods and classification information processing methods, in order to provide references for further research and explore the development direction of the texts classification.
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I. INTRODUCTION

Intelligent classification of natural language texts has many application scenarios in social life, and related research has important social value. In recent years, the research of natural language texts classification based on machine learning has received a lot of attention. Researchers tried to develop corresponding intelligent texts classification methods for different types of natural language texts, and obtained many valuable research results. The research objects involved the fields of government affairs, justice, energy and electricity, transportation, medical care and health, agriculture, science and technology, intellectual property, business, etc. The factors affecting the applicability of texts classification methods mainly include two points; firstly, the differences in the characteristics of different types of texts may affect the applicability of classification methods; secondly, the possible limitations of the training data used in model training might limit its applicability to other data of the same type.

From the perspective of technical route, the appropriate technical routes for different texts classifications are usually different due to the differences in text types and text samples. In general, the technical routes usually involve data collection, data preprocessing, text vectorization, classification information processing, classification and other links. In relevant research reports, through comparative analysis, the technical routes which were finally adopted and achieved good results were different in the links and the basic technical methods involved. For example, for Chinese texts, it is usually necessary to add word segmentation link before text vectorization; in some classification scenarios, the classification effect could be optimized by adding feature selection or feature extraction link to reduce dimensionality before text vectorization; in the classification information processing, there are also widely differences in the appropriate information processing levels for different types of text data.

From the perspective of specific technical method, the applicability of technical method to text types has the characteristics of difference and diversity. A method may have different applicability when targeting different types of texts. Zhu F. P. et al. has achieved good classification results in the classification of news texts in the shipbuilding industry using the method based on SVM [1]; Zhao M. et al. compared the classification effects of LSTM, SVM, and CNN methods in the classification of dietary health texts, the results showed that LSTM had the best effect in the corresponding scenario, which was better than SVM [2]. The same type of texts may be classified effectively based on different types of methods, though there might be some differences in the classification accuracy. For example, Bao X. et al. compared the classification effects of the multi-instance learning method, SVM and KNN in the classification of patent texts, and the results showed that the multi-instance learning method could achieve good classification results [3]; Wen C. D. et al. used the BIGNR老龄化 the classification of patent texts, and also achieved good results [4].

Natural language texts classification methods usually include two core parts, one is the text vectorization method, and the other is the classification information processing method. Text vectorization refers to the representation of natural language text in the form of vectors for further data processing, the technical methods used in related research include word frequency-based methods, distributed static word vector-based methods, and distributed dynamic word vector-based methods and so on. The technical methods based on word frequency express text in the form of vector mainly by counting the frequency of word appearing in the text, the principle is relatively simple and the implementation is relatively convenient, but the context-related information could not be preserved in the text vectorization; the distributed word vector methods, which understand and represent words based on context information, could effectively retain context-related information in text vectorization; the distributed dynamic word vector methods are different from the static methods, the main
difference is that the distributed dynamic word vector methods could distinguish the polysemy of a word in different contexts. Classification information processing is the process of further processing for the information in the vectors to obtain more accurate classification prediction information after texts are represented in the form of vectors. The technical methods involved in current related research include classical machine learning methods such as SVM, NB, the methods based on signal type of neural network, the methods based on vertical combination of multiple types of neural networks, the methods combining attention mechanism, the methods based on ensemble learning strategies, etc. In general, the methods used in current natural language texts classification research usually involve the combination of a variety of basic technologies, and with the continuous development of the basic technology and the breadth and depth of the texts classification research, the basic technologies and the combination strategies are becoming more and more diverse.

This paper analyzes and compares the research methods of natural language texts classification based on machine learning from three aspects: technical routes, text vectorization methods, and classification information processing methods. On the one hand, it is expected to provide reference support for subsequent related research and application, and on the other hand, it is expected to explore the technical development direction of this field based on the analysis of high-level research reports in recent years.

II. TECHNICAL ROUTE OF INTELLIGENT NATURAL LANGUAGE TEXTS CLASSIFICATION

The links involved in natural language texts classification include data acquisition, data preprocessing, splitting into words (for Chinese), text vectorization, feature selection, feature extraction and dimensionality reduction, classification information processing and classification. Among them, data preprocessing, splitting into words (for Chinese), text vectorization, classification information processing and classification are usually necessary links.

Natural language texts classification modeling involves multi-link collaboration. Data acquisition methods mainly include crawling data from internet, internal data and public data sets; data preprocessing mainly includes data desensitization, deduplication, removing invalid data, removing incomplete data, completing incomplete data, etc.; the link of splitting into words is usually based on jieba, and if it is combined with a thesaurus based on professional fields, better result might could be achieved; the methods commonly used in text vectorization mainly include BERT, word2vec, and TD-IDF; feature selection can reduce the vector dimension, the methods commonly used include chi-square test, removal of low-frequency words, etc.; the use of feature extraction and dimensionality reduction may improve the classification effect, related methods include PCA, etc.; classification information processing is used to find out the connection between the text content and the classification to which it belongs, related methods mainly include neural-based methods, ensemble learning-based methods in which, different types of technologies could be used in combination; in order to obtain classification results, the softmax technical method was commonly used.

The differences and diversity exist in the technical routes of the machine learning texts classification for different types of texts or different datasets. We summarize a technical route based on the commonality summary and difference supplement, which covers the main links involved in the texts classification, and in a specific study, the technical route could be used as a basis for further applicability deletion or adjustment, the technical route is shown in Fig. 1.

Fig. 1. The Technical Route of Texts Classification Research.
III. TEXT VECTORIZATION METHODS

Text vectorization is one of the core links of natural language texts classification. After preprocessing, text data usually needs to be expressed in vector form firstly, and then classification information processing would be operated. Text vectorization methods could be mainly divided into four categories: methods based on distributed dynamic word vectors, methods based on distributed static word vectors, methods based on topic and methods based on word frequency, as shown in Table I.

The technical methods based on word frequency include one-hot, TF-IDF, etc. One-hot is the simplest text vectorization technical method, whose basic principle is to use an N-dimensional vector to represent text based on the size of thesaurus, the N is the number of the words in the thesaurus, for a piece of text data, each dimension value of the N-dimensional vector corresponds to a word in the thesaurus, and the value range of the dimension variables is 0 or 1, if the word corresponding to a dimension variable appears in a piece of text data, its corresponding value would be 1, and if it does not appear, the corresponding value would be 0; one-hot is simple in principle and convenient in implementation, which also has many shortcomings, for example, when the scale of thesaurus is relatively large, the dimension of the vector will also be expanded accordingly, which is not conducive for data processing and classification. One-hot could be understood as the simplest word frequency-based text vectorization technical method, furthermore, TF-IDF is a kind of some more complex text vectorization technical method based on word frequency, compared to other technical methods, TF-IDF still has the characteristics of simple principle and convenient implementation, which is widely used in current text vectorization. Text vectorization methods based on word frequency could often achieve good application results in texts classification, which also have some important disadvantages, including: (1) the extraction of text features would ignore contextual information, (2) the position information where the word appears would be lost in text vectorization, etc.

The text vectorization methods based on distributed word vector have received extensive attention in recent years. The basic principle of distributed word vector method is to understand and represent word based on the context, therefore, compared with the methods based on word frequency, it could effectively solve the problem of the loss of contextual information in the vectorized representation of text. The context-based text vectorization methods could usually more effectively extract the classification information from text data, thereby improving the classification effect, and in different methods of this type, there are also differences in the scope of the context used, based on which the technical methods could be divided into partial text information-based methods and all text information-based methods; relatively, all text information-based methods usually have the advantages in relational information extraction.

Distributed word vector methods include distributed dynamic word vector methods and distributed static word vector methods. Distributed static word vector methods understand and represent words based on context, however, it cannot solve the problem of polysemy, that is, the same word may have different meanings in different contexts, in the text vectorization based on static word vector, a word could only have one representation, so it is impossible to distinguish the different interpretations of a word in different contexts. The main difference between the distributed dynamic word vector methods and the distributed static word vector methods is that the dynamic methods could distinguish the different interpretations of a word.

Topic-based text vectorization methods are another type of commonly used methods in natural language texts classification, including LDA (latent Dirichlet allocation), improved LDA, etc. The basic principle of LDA-based texts classification methods is to firstly extract topic information based on the texts, and then implement texts classification based on the topic information.

<table>
<thead>
<tr>
<th>No.</th>
<th>Category</th>
<th>Method</th>
<th>Using Examples</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Distributed dynamic word</td>
<td>BERT (bidirectional encoder representations from transformers)</td>
<td>Social e-commerce text, power grid equipment defect text</td>
<td>[5], [6]</td>
</tr>
<tr>
<td></td>
<td>vectors</td>
<td>ALBERT</td>
<td>Patent text (ALBERT VS Word2vec, global vectors for word representation)</td>
<td>[4]</td>
</tr>
<tr>
<td>2</td>
<td>Distributed static word</td>
<td>Word2vec</td>
<td>Railway signal equipment breakdown short text, healthy diet text (Word2vec VS term frequency-inverse document frequency, bag-of-words model), rice knowledge text (Word2vec VS one-hot, term frequency-inverse document frequency, hashing), ultra-short commodity text, news text</td>
<td>[7], [2], [8], [9], [10]</td>
</tr>
<tr>
<td></td>
<td>vectors</td>
<td>CLW2V (character level Word2Vec)</td>
<td>Railway text (CLW2VS term frequency-inverse document frequency, Word2vec)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fasttext</td>
<td>Coal mine accident case text</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MULCHI-labeled LDA (improved LDA)</td>
<td>Science and technology video text</td>
<td>[14]</td>
</tr>
<tr>
<td>4</td>
<td>Word frequency</td>
<td>Bag-of-words model</td>
<td>Hypertension medical record text</td>
<td>[15]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TF-IDF (term frequency-inverse document frequency)</td>
<td>People's congress report text, cultural tourism text</td>
<td>[16], [17]</td>
</tr>
</tbody>
</table>
In summary, the methods used in text vectorization have developed from simpler methods such as on-hot and word frequency-based methods, to the methods based on static word vectors, and then to the methods based on dynamic word vectors. Zhao M. et al. compared the text vectorization methods of word2vec, TD-IDF, and bag-of-words in their research on dietary health texts classification, and the research results showed that word2vec had the best effect in corresponding scenario [2]; Wen Ch. D. et al. compared ALBERT, word2vec, and glove text vectorization methods in their research on patent texts classification, and the results showed that the ALBERT method had the best effect [4].

Text vectorization is the basis of natural language texts classification, with the development of related technologies and the extensive and in-depth development of related research, the development of the text vectorization methods could be used in texts classification currently presents two trends, firstly, new technical methods emerge in an endless stream, the new technical methods could usually better retain classification-related information in text vectorization transformation, thereby providing a good foundation for accurate classification; secondly, in the classification of different types of texts, the applicable text vectorization methods reflect the diversified development trend, the emergence of new technical methods has enriched the options, and different technical methods have different characteristics and applicability, increasing the diversity of text vectorization technical methods.

### IV. CLASSIFICATION INFORMATION PROCESSING METHOD

Classification information processing is another core link of natural language texts classification. After the text data is represented in the form of vector, the including classification information needs to be extracted or processed to realize texts classification. The methods mainly include neural network methods, attention machine combined methods, ensemble learning methods, active learning methods and other methods, as shown in Table II.

<table>
<thead>
<tr>
<th>No.</th>
<th>Category</th>
<th>Method</th>
<th>Using Examples</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Neural network</td>
<td>LSTM (long-short term memory network)</td>
<td>Eating healthy text (LSTM VS SVM, CNN)</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BILSTM (bidirectional LSTM)</td>
<td>Electricity audit text</td>
<td>[18]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN (convolutional neural network)</td>
<td>Electrical equipment defect text</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MCNN (multi-pooling convolutional neural network)</td>
<td>Short railway signal equipment failure text</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CCNN (combined CNN)</td>
<td>News text</td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN-SVM (CNN-support vector machines)</td>
<td>Nursing adverse event text</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRNN (improved convolutional recurrent neural network)</td>
<td>Police text</td>
<td>[21]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MNN (multilayer neural network)</td>
<td>Government website mailbox text (MNN VS naive Bayes, random forest, decision tree)</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BIGRU (bidirectional gated recurrent unit)</td>
<td>Patent text</td>
<td>[4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Method based on DCNN (deep CNN)</td>
<td>Rice knowledge text (DCNN VS BILSTM, attention-BIGRU, RCNN, DPCNN)</td>
<td>[8]</td>
</tr>
<tr>
<td>2</td>
<td>Attention machine</td>
<td>BILSTM-attention</td>
<td>Power grid equipment failure text, railway traffic accident text, commodity text</td>
<td>[23], [24], [25]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN-NLSTM-attention (method based on CNN, nested long- short term memory network and attention mechanism)</td>
<td>News text</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LS-GRU (an improved GRU deep learning framework)</td>
<td>Medical text (LS-GRU VS BIGRU, LSTM, GRU)</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ERNIE (enhanced representation from knowledge integration)</td>
<td>People's congress report text</td>
<td>[16]</td>
</tr>
<tr>
<td>3</td>
<td>Active learning</td>
<td>SVD-CNN combined with improved active learning (CNN based on singular value decomposition algorithm combined with improved active learning)</td>
<td>Barrage text</td>
<td>[28]</td>
</tr>
<tr>
<td>4</td>
<td>Ensemble learning</td>
<td>Beam search ensemble</td>
<td>Short medical text</td>
<td>[29]</td>
</tr>
<tr>
<td>5</td>
<td>Other methods</td>
<td>NB (naive Bayes)</td>
<td>Cultural tourism text, agricultural text</td>
<td>[17], [30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM (support vector machines)</td>
<td>Hypertension medical record text, ship industry news text</td>
<td>[15], [1]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Deep random forest</td>
<td>Super short commodity text (deep random forest VS k-nearest-neighbor, decision tree)</td>
<td>[9]</td>
</tr>
</tbody>
</table>
Neural networks are widely used in the classification information processing in natural language texts classification, including classical neural networks, improved neural networks for specific classification problems and the combined neural networks formed by stacking different types of neural networks. There are two main advantages of the neural network methods applied to the classification information processing. On one hand, the neural network methods could usually extract the deep internal correlation information between text content and category with high quality through black-box information processing, compared with the traditional methods such as NB and SVM, neural network methods could commonly analyze classification information deeply, and thus achieve better texts classification result. On the other hand, the neural network methods have the advantage of being more flexible, in dealing with practical classification problems, the applicability could take classic neural network models (such as CNN, RNN, etc.) as basis to make suitability adjustment, and better classification results could be achieved by constructing improved neural network models to better adapt to text characteristics; different types of neural networks could also be combined vertically, using the combined neural network for texts classification information processing could realize multi-level classification information processing and possibly achieve more effective classification information extraction; neural networks could be well combined with attention mechanism to improve the processing effect for classification information, this kind of methods have attracted wide attention in related research in recent years, which could often effectively improve the classification effect of natural language texts, the combination with attention mechanism further increases the flexibility and applicability of neural network methods. In general, the advantages of deep extraction of classification information and flexibility make the neural network methods the most usable basic methods in the classification information processing of natural language texts.

Except the neural network methods, classical machine learning methods such as RF and SVM still play an important role in natural language texts classification information processing, the advantages of traditional machine learning methods are mainly that they are more convenient to implement and the principles are relatively simple, at the same time, although different types of methods have general differences in information extraction capabilities, the diversity of natural language text characteristics makes traditional machine learning methods could also be more suitable for some specific classification scenarios, which could also possibly obtain better classification results.

Ensemble learning method is an important kind of methods suitable for the classification information processing of natural language texts, the basic principle of ensemble learning is to use different basic technologies to independently train multiple models, and combine the outputs of multiple independent models through a certain strategy to obtain the final classification output. The basic technical methods used in ensemble learning could be traditional machine learning methods such as NB, or relatively complex neural network methods such as BILSTM; ensemble learning could comprehensively apply the advantages and applicability of various types of machine learning technologies to improve the effect of texts classification. In the classification scene with diverse text features, based on ensemble learning strategy, to select different types of machine learning technologies reasonably as the basic methods could improve the applicability of the overall model and achieve high-quality texts classification result.

In summary, the methods used in the classification information processing have developed from basic methods such as NB, SVM, etc., to the methods based on neural networks, and then to attention combined methods, etc. Zhao M. et al. compared LSTM, SVM methods in the classification of diet and health texts, the results showed that LSTM has the best effect in corresponding scene [2]; Liu Y. et al. combined convolutional neural network (CNN), nested long short-term memory network (NLSTM) and attention mechanism in the study of news texts classification, and achieved good results using the CNN-NLSTM-Attention method [26]. In addition, the ensemble learning method could effectively combine the advantages of multiple classification models to improve the classification accuracy, which has received more attention in recent years [29]. Relevant theories and methods are becoming more and more abundant, further research and application could start from the texts characteristics to refer to research reports of the same type of texts for method selection or the basis for optimization, so as to efficiently and accurately implement texts classification modeling.

V. TEXT TYPES

Natural language texts classification commonly involves multiple links, in each link, the relevant basic technical methods have different applicability in different classification problems, and the main reason is the diversification of natural language text features; in texts classification research, the application could take the text types as a basis, and refer to existing related research reports to select technical methods or build a basis for the further improvement.

In order to provide convenient reference for subsequent relevant researchers, we have sorted up the research reports cited in this paper according to the text types of their research objects, which involves the fields of energy and environment, justice, government affairs, transportation, medical care and health, agriculture, science and technology, commerce and so on, as shown in Table III. This paper conduct analysis and research mainly from the perspectives of the technical routes of natural language texts classification and the main technical methods suitable for the core links, which does not comprehensively cover the text types already involved in natural language texts classification research, it is expected that subsequent researchers could make quick reference based on the text types table organized in this article or take it as a basis for further improvement.
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TABLE III. TEXT TYPES OF NATURAL LANGUAGE TEXTS CLASSIFICATION

<table>
<thead>
<tr>
<th>Field</th>
<th>Text type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>energy and electricity</td>
<td>coal mine accident case text</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>power information communication customer service system text</td>
<td>[31]</td>
</tr>
<tr>
<td></td>
<td>power grid equipment text</td>
<td>[6], [23]</td>
</tr>
<tr>
<td></td>
<td>electricity audit text</td>
<td>[18]</td>
</tr>
<tr>
<td></td>
<td>power equipment defect text</td>
<td>[19]</td>
</tr>
<tr>
<td>transportation</td>
<td>railroad accident text</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>railway text</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td>ship industry news text</td>
<td>[1]</td>
</tr>
<tr>
<td>medical and health</td>
<td>image report text</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>medical short text</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>nursing adverse event text</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>hypertension medical record text</td>
<td>[15]</td>
</tr>
<tr>
<td></td>
<td>eating healthy text</td>
<td>[2]</td>
</tr>
<tr>
<td>agriculture</td>
<td>rice knowledge text</td>
<td>[8]</td>
</tr>
<tr>
<td></td>
<td>agricultural text</td>
<td>[30]</td>
</tr>
<tr>
<td>government affairs</td>
<td>people's congress report</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>government website mailbox text</td>
<td>[23]</td>
</tr>
<tr>
<td>judicial</td>
<td>judgment document</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>police text</td>
<td>[21]</td>
</tr>
<tr>
<td>Intellectual property</td>
<td>patent text</td>
<td>[4], [3], [13]</td>
</tr>
<tr>
<td>science &amp; technology</td>
<td>academic paper</td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td>science and technology video text</td>
<td>[14]</td>
</tr>
<tr>
<td>business</td>
<td>social e-commerce text</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td>super short commodity text</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>commodity text</td>
<td>[25]</td>
</tr>
<tr>
<td>society</td>
<td>news</td>
<td>[10], [26], [34]</td>
</tr>
<tr>
<td>other fields</td>
<td>digital library text</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>barrage text</td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>travel text</td>
<td>[17]</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND OUTLOOK

In general, the research on natural language texts classification received a lot of attention in recent years, and the research reports involved many important aspects of social life, including intellectual property, government affairs, justice, energy and electricity, transportation, medical care and health, agriculture, science and technology, commerce and so on, which constructed a favorable foundation for further research and applications. In terms of texts classification methods, the methods show diversification, and different methods commonly have different characteristics and applicability differences, which are closely related to text characteristics; follow-up research could take text characteristics as the basis to select and further improve classification methods.

The core links in natural language texts classification include text vectorization and classification information processing, in recent years, the theories and technologies in these both two aspects have made great progress; the text vectorization methods have developed from the basic methods such as the methods based on word frequency to the methods based on distributed static word vectors, and then to the methods based on distributed dynamic word vectors; the classification information processing methods have developed from the methods based on a signal technology such as SVM, CNN or RNN to the methods based on vertical integration of multiple technologies and the methods based on ensemble learning. The emergence of new theories and technologies provide more options for subsequent texts classification research, and also constructed more advantageous basis for...
further development of related theories and technologies; and at the same time, due to the diversification of text characteristics, the development trend of texts classification methods could still be diverse development.

In terms of similar studies comparison, the text classification modeling based on machine learning has received extensive attention in recent years, and at the same time, researchers have carried out some review and summary works. The relevant researches mainly summarized and analyzed from the aspects of research progress and development trends, and there are few systematic analyses for the links involved in text classification. This paper systematically analyzed the links involved in natural language text classification research, and summarized main research methods based on the core links. It’s expected that this paper could efficiently provide reference for subsequent related research.
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Abstract—Since ancient times, natural fibers have been essential in paper production and packaging fabrication. However, beauty-marring carbonization, or a heat-affected zone (HAZ) generated during the laser cutting process of paper materials led to an intriguing discussion on the possibility of reducing this defect zone. Thus, paper loaded with aluminum hydroxide [Al(OH)₃] (AH) was prepared and tested with laser cutting. There were two input parameters of laser processing: the ratio of laser power to a maximum and the cutting speed. Based on the results from the image analysis signified that the smallest HAZ area was successfully achieved on samples with AH loaded at 40%. The optimal condition for the sample with 40% AH loaded was 60% power ratio and 20 mm/s in cutting speed. Based on the results, the cutting speed was the most significant parameter to produce the smallest HAZ area; therefore, the laser processing parameters were optimized to achieve a minimum HAZ area, and it was possible to reduce its dark color appearance of the material surfaces. Based on this study, it was found that the application of the Otsu thresholding technique was of significance to the HAZ area determination and reduction of the time consumption for the image analysis.

Keywords—Heat-affected zone; image analysis; image processing; laser cutting; thresholding

I. INTRODUCTION

The digital image may be described as the two-dimensional function which refers to \( f(x, y) \). To make it easy to understand, pairs of \( x \) and \( y \) are plane or spatial coordinates, and the amplitude of function \( f \) at any coordinates of \( x \) and \( y \) is called gray level or scale. Thus, when \( x \), \( y \), and \( f \) are all finite, we call the function \( f \) a digital image. The digital image processing is performed with a computer [1] its techniques have been widely thriven and they are now used for all kinds of tasks in various areas such as image recognition technology along with computer vision and thresholding techniques [2]. Image analysis is an area related with image processing and the extraction of useful information from an image is beneficial to various fields ranging from computer vision applications to medical bioimaging analyses. Vision is the most advanced human senses; however, our vision is limited to the visual band of the electromagnetic spectrum. Thus, imaging machines such as electron microscopy, and computer-generated images used to operate on images [1]. Thus, digital image processing and analysis so popular nowadays and encompasses a varied field of applications. There is almost no technical area that is not impacted by the digital image processing. In our case, it is crucial to extract useful information from images that can help determine the HAZ and improve the laser cutting process. In the laser cutting process, image processing techniques and image analysis are helpful for HAZ determination.

The laser cutting process has recently become a fascinating element in paper-based product fabrication. This is because of the wide range of applications from cutting to engraving [3], perforating, and designing complex geometrics [3]–[8]. Moreover, due to the growing personal needs as well as product quality and high productivity, it is convenient to apply laser cutting technology. However, carbonization and heat-affected zone (HAZ) seem to lead to an intriguing discussion on whether reducing the HAZ in the laser cutting process is possible. Laser cutting is an efficient method for cutting materials as it can be operated readily. Through understanding, high-quality cutting optimal parameters can be obtained. Even though laser cutting has been applied since the 1990s for cutting, perforating, and creasing paper materials, unfortunately, only a few works in literature have been discussed using the laser process of paper products. The mechanisms of laser cutting for paper or other wood-based materials are a thermochemical decomposition [8][9] involving vaporization, meaning the paper material reacts to heat generated by laser beam irradiation and evaporates from the surface.

The study of laser cutting quality focused on two laser processing output which are HAZ and kerf of the cuts. However, in this study, only the HAZ output will be discussed. To analyze the HAZ quality, image analysis needed to determine the optimal setting of the laser process. Over the years, image processing and image analysis studies in the laser cutting has been grown [10] [11]. Even there was various image processing techniques reported in the literatures, this
study focused on the Otsu thresholding. In computer vision and image processing, Otsu thresholding technique (OTT) which is named after Nobuyuki Otsu, is performed to obtain automatic image thresholding. It is a simple form of algorithm. The algorithm returns a single threshold intensity that can separate pixels into two regions: foreground and background [12]–[14].

This paper is of significance on the study of HAZ and the laser cutting field. By analyzing the HAZ images and determining its HAZ area, the determination of laser cuts can be done faster and cost effectively. The use of digital image analysis has been widely thrived in laser cutting studies [15][16]. However, the literatures only reported the HAZ measurement values by measuring the mean HAZ width without any further discussion on how to determine the HAZ area. Thus, this study aimed to explore and investigate the image processing and image analysis of HAZ using ImageJ global thresholding techniques. This study reported the image processing technique and image analysis used to improve HAZ image analysis that beneficial to the laser cutting field.

II. LITERATURE REVIEW

In the laser cutting, especially during the heating and vaporizing processes, the paper material absorbed heat energy, carbonized, and produced a HAZ. Thus, when laser cutting is performed, the process of material degradation will cut cellulose molecular chains to its shorter elements comprised of small chains of polysaccharides, carbon dioxide, carbon, and water vapor [17][18].

Paper materials are used in packaging development because they are environmentally friendly materials because of no carbon emission and play roles as alternatives to petroleum-based plastics for packaging. The application of paper-based packaging has become widespread in alignment with a campaign to zero single-use plastics consumption and goals. For understanding the application of paper in packaging and its fabrication using laser cutting, the nature of paper must be understood first. A natural and renewable resource like plant fibers is eco-friendly, low cost, and has soft features and properties [19]. The composition of plant fibers is mainly cellulose, hemicellulose, and lignin. These three components determine the plant fiber properties. Plant fibers are a significant raw material that influences the thermal properties of paper. Some paper products, such as heat-resistance label paper and heat-resistance release paper, require fiber with high thermal stability [20]. In the thermal analysis conducted by Soares et al. 2001 [21][4], the pyrolysis of hemicellulose and cellulose readily happened. It has been reported that the loss of hemicellulose occurred between 220°C and 315°C, while that of cellulose occurred between 250°C and 400°C. However, lignin degrades at a wide temperature range from 160°C to 900°C, meaning it is more difficult to decompose. Consequently, plant fibers have poor heat-resistance, and its decomposition begins at 220°C, limiting its application at high temperatures. The mechanism of laser cutting for paper or other wood-based materials is a thermochemical decomposition process [18]. The cutting mechanism is vaporizing, which means the paper material will react to the laser beam and evaporate when the heat of the laser beam reaches the surface. Thus, when laser cutting is performed, the process of material degradation will reduce cellulose from large cellulose molecules to its small elements, which are small chained of hydrocarbon, carbon dioxide, carbon, and water vapor [9]. Recently, natural fiber has become essential in paper-based product fabrication and laser cutting applications.

Aluminum hydroxide [Al(OH)₃] (AH) is known as a green inorganic flame-retardant [22] and has been applied as a heat-resistance compound used in flame retardant systems [23] for years. For instance, AH is used in the making of heat-resistance and flame-retardant papers [20]. Many methods have been proposed to modify the paper with AH. One of them was a placement of AH on the surfaces and inside walls of fibers. By implementing the method, AH was successfully distributed evenly on the inside and surfaces [24]. During exposure to high temperatures, AH starts to decompose while absorbing heat sourced from the radiant energy of the laser and eliminating water. Then the emitted water molecules absorb heat to evaporate and decrease the temperature around the HAZ. This mechanism leads to the improvement of the thermal properties of the modified fibers and paper. Based on the Yang, F. et al. study [24], the paper samples modified with AH content succeeded in resisting the heat by determining its thermal properties using the thermal gravimetric analysis (TGA). However, their study did not link with the application of laser irradiation process or discussed any thermal process [16].

Generally, the basic mechanisms of laser cutting are exceptionally easy to understand. Infrared light contained in a high-intensity beam is generated by a laser [25]. The beam focuses onto a material surface through a lens. The focused beam functions to heat the material and caused it to melt in case of plastics and vaporized [17]. Then, the molten material will be ejected from the area by pressurized gas. The schematic of laser cutting can be seen in Fig. 2. This study also discussed the effects of various combinations of laser power ratio and cutting speed on the area of HAZ. The samples with different contents of AH loaded were tested. The laser cutting process has been applied to them, including the control sample (without AH loaded) to determine whether it resists the heat and reduces the HAZ production during the laser cutting process. The laser cutting process has been applied to them, including the control sample (without AH loaded) to determine whether it resists the heat and reduces the HAZ production during the laser cutting process.

Based on the literature, in determining the optimal setting of HAZ, the cutting speed should be maximized to prevent excessive heat transfer depending on this parameter [26]. It also highlighted that laser power variations show less impact, and cutting speeds show more impact on HAZ. Furthermore, based on previous literature studies, the quality of a cut can be obtained by determining one of the outputs which is HAZ [27]. The significant reason that those two parameters were chosen has been discussed in literatures [4][5][8]. In this study, laboratory-made paper sheets loaded with AH were cut using CO₂ laser processes at different laser power ratios and various cutting speeds. These processed samples were micrographed with a focus on the HAZ to analyze it using image processing software ImageJ [28]. Even though many methods were presented in the literature using various software tools, ImageJ
was chosen because it is the most popular open-source software provided with a detailed manual and tutorials [22].

In image processing, there is no general agreement among authors regarding when and where the image processing stops. Also, in other related areas such as image analysis and computer vision, and when it starts. However, it is important to highlight that in image processing there are types of computerized processes involved; segmentation, classification (recognition) of individual objects, extracted edges and contours [1]. Image segmentation refers to the algorithms class that can partition the image into different pixel groups or segments. In that case, image thresholding is the best and simplest image segmentation as it partitions the image into two pixels groups which are foreground and background [29].

Thresholding is an essential application, especially in any field of study that relies on image detection, inspection, and classification. The thresholding performance depends on the object-background difference in gray level, noise, and the size and position of the object [30]. The process of selecting the optimal thresholding algorithm is the most important step in image processing and analysis. Image processing has been applied in many fields with computers to process digital images through basic operations or advanced algorithms. Thus, we can extract various information from the original images through image processing and analysis. However, the manual threshold process was not preferable in the image analysis for its several limitations. Especially with a high possibility of high bias while performing the image processing [31]. It is also time-consuming to perform a manual threshold for analyzing many images. Therefore, the most crucial part of binarization is identifying the best threshold algorithms and comparing them with a least-biased comparison [23] [24].

There are 16 universal thresholding algorithms offered by ImageJ, which are Huang, Huang2, Intermodes, IsoData, Li, Mean, MinError(1), Moments, Otsu, Percentile, RenyiEntropy, Shanbhag, Triangle, and Yen. However, this study focused on the Otsu thresholding technique (OTT) based on its advantages in terms of simplicity, robustness, and the most widely applied thresholding algorithm [30] [32]. Apart from those reasons, we mainly chose OTT because we focused on determining the HAZ by identifying the optimal thresholding that is highly capable of detecting the area and edge of HAZ. In our case, HAZ images need optimal thresholding to avoid erroneous detection of an edge, dark pixels in the background, and an excessive number of pixels for the edge [33]. Therefore, in our case, OTT was the best option because of its performance in detecting edges and the HAZ area properly. The equation and demonstration of OTT application has been discussed in literature [33]. The OTT is based on the histogram of grayscale images, the main idea is to maximize the between-class variance (foreground and background region) in the histogram. By using OTT, we get the best threshold value that maximizes the variance of HAZ area and background.

OTT was proposed by Nobuyuki Otsu [12] in 1975. Since then, Otsu's technique has become the most widely used in image thresholding algorithms. The concept of OTT can be simplified into the following steps: (1) processing the input image, (2) obtaining image histogram (pixels distribution), (3) computing the threshold value (t), and (4) replacing the pixels obtained from the image by partitioning white and black regions. One of the advantages of OTT is its simplicity in calculating the threshold values because it only involves single-dimensional intensity data; therefore, the process helps in reducing the time for computational processing. OTT is useful in performing image segmentation because it involves a simple mathematical expression in its algorithm. Thus, it requires less computational time compared to other thresholding techniques. Owing to the advantages, the improvement of OTT has been discussed in Kalathiya et al. study [34]. The OTT (iterative and custom approaches) modified by them are also demonstrated in their study.

Over the years, the scientific community has explored the thresholding techniques in image processing. Apparently, Otsu technique appeared as the most prominent for this purpose. ImageJ Otsu global thresholding algorithms is an implementation of the OTT [12]. The histogram is classified into two classes and the inter-class variance is minimized. The Otsu thresholding can be found in ImageJ software under Auto Threshold options. Gonzalez and Woods have been discussed the Otsu method in depth in the literature. The Otsu’s algorithm summarized as; (1) computation of the normalized histogram of the input image, (2) computation of the between-class variance term, (6) Obtaining the Otsu threshold and (7) computation of the global variance [1].

However, our study mainly focuses on applying the OTT for extracting HAZ. Although many studies in the literature have discussed the characteristics of HAZ generated in a laser cutting process, most of the recent literature mentioned more about the use of image processing to measure the HAZ area without any further discussion on how it is done. Therefore, this study is useful for the laser cutting process field of study in terms of image detection and analysis. Through this kind of study, HAZ can be easily determined, optimizing the laser process and its relations to input parameters, and minimizing the HAZ can be achieved.

III. MATERIALS AND METHODS

A. Paper Sheet Preparation

The material used in the experiments was laboratory sheets prepared from pulp fibers and loaded with AH to reinforce heat resistance. The fiber materials used were commercially available hardwood pulp (Eucalyptus species). AH in the special grade was purchased from Fujifilm Wako Chemicals, Osaka, Japan. Alkyl ketene dimer (AKD) (AD1608, Seiko PMC Corporation, Tokyo, Japan) as a sizing agent and polyamine polyamide epichlorohydrin (PAE) (WS4030, Seiko PMC Corporation) as a cationic polymer for retainer the size. To prepare laboratory sheets, a 1.0% AKD emulsion was first prepared by weighing 1 g of AKD emulsion stock solution (25% solids) and diluting it 25 times. Next, a 1% cationic polymer solution was prepared likewise from the PAE stock solution (25% solids). A total of 27 g of air-dried hardwood pulp was weighed and disintegrated in 1.6 L of water using a disintegrator specified in the ISO standard for 5 min and poured into a sieve for drainage. Then, the pulp was squeezed
to 10% solids and beaten to 5000 times on a PFI mill. The pulp beating process swells pulp fibers, and therefore improves fiber flexibility and mechanical strength[35]. Next, the beaten pulp slurry was diluted to 1.6 L of water and disintegrated at 3000 rpm with the disintegrator for 1 min. Then, the suspension was diluted to 11.25 L of water, and 7.5 ml of sizing agent (1.0 % AKD) was added and stirred for 1 min, followed by adding AH (10%, 20%, and 40%) and 7.5, 15, and 30 mL of retention aid solution (PAE), respectively for sample B, C, and D as shown in Table I. It was then mixed for 1 more min. AKD works as a sizing agent, and PAE works as a retention aid when the pulp is mixed with the AH component. Paper sheets with a targeted basis of about 100 g/m² were prepared using a standard sheet former (ISO 5269-1:2005), pressed with the hydraulic press at 0.34 MPa, set between metal rings, and stored in a controlled environment (23ºC) for restraint air drying.

### Table I. The Composition of Solution

<table>
<thead>
<tr>
<th>Sample</th>
<th>Composition of solution for hand sheet paper making</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AH to dry pulp mass ratio (%)</td>
<td>AKD (mL)</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>10</td>
<td>7.5</td>
</tr>
<tr>
<td>C</td>
<td>20</td>
<td>7.5</td>
</tr>
<tr>
<td>D</td>
<td>40</td>
<td>7.5</td>
</tr>
</tbody>
</table>

**C. Cutting Parameter Choice**

There were two laser parameters chosen: (1) laser power ratio expressed in percentage and (2) cutting speed (mm/s). The laser power ratio was chosen from 20%, 40%, 60%, 80%, and 100% to the maximum and the cutting speed was chosen from 4, 8, 12, 16, and 20 mm/s. The process parameters were performed for each paper condition. The laser cuts with the smallest areas of HAZ were chosen for optimization [16].

**D. Scanning Electron Microscopy (SEM) and Optical Microscopy**

SEM images of heat resistance paper samples were taken using Hitachi Tabletop Microscopes (TM4000Plus). An industrial stereo microscope OLMPUS SZX10 (Olympus Corporation, Tokyo, Japan) was used to observe the boundary of HAZ. First, optical images were captured using a digital single-lens reflex camera (EOS Kiss X8i, Canon Inc., Tokyo, Japan). Then, the image processing and analysis were performed using ImageJ software to identify and measure the HAZ area by performing binarization and thresholding algorithms.

**E. Image Segmentation and HAZ Area Measurement**

The identification of the area and edges of HAZ followed the procedure in Table II. First, original HAZ images were converted to the grayscale format via the RGB format. Next, image segmentation was performed with the thresholding values (t) determined using OTT.

### Table II. The Image Processing and ImageJ Commands

<table>
<thead>
<tr>
<th>Image Processing</th>
<th>ImageJ Commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grayscale conversion</td>
<td>Image &gt; Type &gt; 8 bit</td>
</tr>
<tr>
<td>Thresholding</td>
<td>Image &gt; Auto (global) Threshold &gt; Select method (All 16 global threshold methods have been tested and optimal thresholding selected.)</td>
</tr>
<tr>
<td>Particles analysis</td>
<td>Analyze &gt; Analyze particles</td>
</tr>
</tbody>
</table>
IV. RESULT AND DISCUSSION

A. Scanning Electron Microscopy (SEM) and Optical Microscopy

Samples were coated with platinum (Pt) using a spatter before observation with Hitachi Tabletop Microscopes (TM4000Plus). Fig. 3a-d shows the SEM images of the laboratory sheets with and without AH. Fig. 3a shows no particles in Sample A with no AH loaded. Obviously, AH particles are observed to be distributed increasingly in order of increasing AH dose from Samples B (10%), then C (20%) until D (40%).

Fig. 4 shows a HAZ area clearly. The clear definition of HAZ can be defined and referred to the dark burn area that clearly visible under the optical microscope. By analyzing the image, we can determine the HAZ area for each laser process parameter and setting. Each image resulted from the various setting of the laser power ratio percentage and cutting speed can be studied through image processing and image analysis.

B. Image Segmentation

Among the results of image segmentation available with ImageJ for the HAZ images, OTT outperformed the other 15 methods (Fig. 5) in terms of sensitivity and accuracy in detecting the intended areas in the foreground from the background obviously even by visual comparison to the original image. The OTT algorithm is one of the most used methods in binarization [31] [36]. The OTT algorithm refers to the bi-modal image histogram. We focused on OTT not just because it is used widely in many computers vision applications but also because its performance on image segmentation was by far the highest. In this case, the pixels of a HAZ became the foreground. The purpose of thresholding was to separate the HAZ as the foreground from the background. All pixels of a HAZ with intensity lower than a threshold value are considered as the background. After the binarization process, the HAZ area was identified and measured. Based on these values, HAZ was studied for each batch of samples (A to D in Table 1). In the field of laser process study, it is crucial to determine and understand the HAZ. Moreover, it is important to understand the HAZ area and its correlation with the laser process parameters. Through this process, accurate extraction of HAZ has become possible using the image analysis data. The results showed the smallest values of HAZ area achieved in the condition of optimal laser process parameters for each sample (Table III).

As digital image processing is an important tool to analyze the HAZ images. The main step used to perform image analysis in digital image processing through the flowchart is shown in Fig. 6. The process of OTT started with the acquisition of data image, then followed by image segmentation through the Otsu technique. Image segmentation is an essential step in digital image processing to partition the HAZ image into foreground and background regions. In general, there are three segmentation techniques that used in image segmentation which classified as edge-based segmentation, region-based segmentation, and special theory-based segmentation [37]. In our study, we used region-based segmentation using OTT.
Meanwhile, Fig. 7 shows some of the overlay images of threshold images on top of original images. The threshold images segmented successfully and unsuccessfully using various thresholding techniques. Fig. 7a shows the grayscale of the HAZ (ground-truth image) and red threshold refers to the detected threshold of HAZ using the mentioned techniques. Fig. 7b shows the successful segmentation of the HAZ using OTT. Fig. 7c and 7d show the unsuccessful segmentation using Shanbhag and Triangle thresholding technique. The criteria that we used to determine the OTT performance by observed the images of original grayscale and threshold images were overlaid on top of each other, and OTT was the best option and optimal thresholding based on its sensitivity in detecting the HAZ area. The OTT-treated image overlapped perfectly with the HAZ.

C. Criteria for Selection of Thresholds

The proposed method makes use some thresholds in HAZ detection for showing the comparison between Otsu and other two examples which are Shanbag and Triangle. As mentioned earlier in Fig. 5, all ImageJ global thresholding performed in identifying the optimal thresholding for the HAZ detection. Thus, in Fig. 7 we overlapped each detected threshold images on top of the original grayscale image. The result of Fig. 7b shown the OTT successfully overlapped accurately compared to the Fig. 7c and 7d which is represent the Shanbag and Triangle technique respectively. However, for another alternative, the detected threshold value of HAZ can be measured or assessed using P-Tile as suggested by Samopa, F. and Akira, A. (2009) and Neogi, N., Dusmanta, K.M., and Pranab K. Dutta (2017) [38][39]. However, the challenges are when it is not applicable when the object area ratio is unknown.

D. HAZ Analysis

Fig. 8 shows the HAZ area based on various cutting speeds and laser power ratios for Sample A. The low values of HAZ obtained through an optimal laser power ratio of 80% and cutting speed of 20 mm/s gave the optimum desired output of HAZ with the 0.705 mm². Secondly, the results of Sample B (Fig. 9) showed that the optimal process obtained the smallest HAZ (0.690 mm²) through 60% and 100% with a cutting speed of 20 mm/s. However, by considering the power consumption, 60% was preferred compared to the 100% ratio. Thirdly, the results of Sample C (Fig. 10) demonstrated that the highest cutting speed was significant in the smallest area of HAZ. The smallest area value with 0.755 mm² was achieved through the highest cutting speed (20 mm/s) and combined with a 100% power ratio. Lastly, the results of Sample D (Fig. 11) showed that the combination of a 60% power ratio with a cutting speed of 20 mm/s successfully obtained the smallest HAZ with 0.629 mm². Based on the 100 laser cuts that had been performed, it demonstrated that the modified paper with a different composition of aluminum hydroxide showed resistance to the heat and produced a smaller area compared to the control sample. The smallest area of HAZ obtained through Sample D loaded with the largest amount of AH. The optimal laser process condition of each sample is highlighted in Table III.
evaluation of HAZ lead to an intriguing discussion on the possibility of reducing this defect zone. Thus, laboratory paper sheets loaded with aluminum hydroxide (AH) were prepared because we highlighted the effect of AH to stabilize heat resistance and carbonization prevention. Laboratory paper sheets with four different amounts of AH loaded were processed by laser cutting. All the HAZ were captured with an optical microscope. The HAZ area was measured by image processing through OTT available with ImageJ. The image segmentation based on OTT permitted to accurately measure the HAZ area. Also, an optimal combination of the laser power ratio and cutting speed providing a minimum of the HAZ area was pursued. We have found that the laboratory paper sheets with the largest amount of AH loaded produced the smallest area of HAZ by a combination of a laser power ratio of 60% and a laser cutting speed of 20 mm/s. Our future work will possibly focus on depth discussion on the other image processing techniques that can be applied in laser cutting image analysis such Gonzalez & Woods technique, and other ImageJ global thresholding techniques.
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Abstract—Data analysis is very important for the development of any business today. It helps to identify organizational bottlenecks, optimize business processes, foresee customers’ demands and behavior, and provides summarized data that could help reducing costs and increase profits. Having this information when designing new products or services highly increases the chances of their success, and thus provides an additional competitive advantage over other businesses. However, having a single data analyst with a computer is far from enough in the era of big data. There are powerful data analytical software tools, but they are either expensive or hard to deploy and require multiple high-performance servers to run. Buying expensive hardware and software, and hiring high-qualified IT experts, is not affordable for all companies, especially for smaller ones and start-ups. Therefore, this article proposes an architecture for integration of a company’s heterogeneous data (stored within a database of any type, or in the file system) to a remote Hadoop cluster, providing powerful data analytical services on demand. This is an affordable and cost-effective cloud-based solution, suitable for a company of any size. Businesses are not required to buy any hardware or software, but use the data analytical services on demand, paying a small processing fee per request or by subscription.
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I. INTRODUCTION

Data acquisition and analysis are very important for the development of any business today. They help to better understand the underlying business processes and allow their subsequent optimization and reorganization. The analysis of the collected data provides the company the ability to identify dependencies among processes, objects and subjects; to optimize resource planning; to analyze consumers’ needs and behavior; to foresee customers’ actions and demand; and many others. All these analyses give a significant competitive advantage to the company over the other competitors, since it can easily detect trends or bottlenecks and identify ineffective processes to optimize.

For all this to happen, however, the company must have the necessary computer hardware, software and the human resources to do the analysis. In case of processing large volumes of data, having a computer and an expert in the field is far from enough. Manual analysis of big data by a single person is practically impossible. Instead, automated, computer-based tools should be applied in order to analyze big data efficiently and effectively. However, these tools are quite expensive and not every company can afford to buy them, especially start-ups. There are free tools either, some of them very powerful, but not that user-friendly, requiring highly-qualified programmers and IT administrators to deploy and configure them.

A set of powerful data analytical tools is provided by the Hadoop ecosystem [1],[2]. They are built on top of the Hadoop Distributed File System (HDFS). Most of them are distributed as open source applications developed and maintained by community of enthusiast professionals, under the auspices of the Apache Software Foundation. The tools are quite powerful, but as distributed computing applications they should be installed and configured on multiple servers. So, a company that wishes to build its own data analytics infrastructure should buy multiple high-performance servers and hire IT experts to deploy and configure the entire cluster.

Although there are third party installation and management wizards, for example Cloudera Manager, installation of Hadoop services is far from trivial and easy. There are many dependencies that should be considered in advance. For example, since all services run on top of HDFS, if the HDFS itself is not properly installed and configured, the installation of the data analytics tools may fail. The biggest problem is that in case of failure, a subsequent reinstallation is not an option at all, since there are many files left in the server’s filesystem from the previous installation. A subsequent reinstallation will just make things messier. Installation and deployment should be done by really qualified and experienced IT experts. Their wages however could be even higher than the money spent for dozens of high-performance servers. As a result, installation and maintenance of own Hadoop infrastructure could be quite expensive and not affordable for small and medium size enterprises, especially for star-up companies.

Fortunately, there is a cost-effective, more flexible and easier way to use Hadoop ecosystem’s data analytics tools than building a company’s own Hadoop infrastructure. The cloud computing model can help a lot here. An experienced IT company, a service provider, could build the entire Hadoop infrastructure on its own servers, and then offers all the Hadoop’s data analytics tools to other companies as services for rental. The idea could be named “Hadoop as a Service (Haas)”.
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How could an external organization/company take advantage of the data analytics resources of the service provider? By integrating its data to the Hadoop cluster of the service provider. And this could be done at much lower cost for the external company than if it had to build its own infrastructure for data analysis. During integration however, it should be taken into account that both the Hadoop infrastructure and the company’s database are already existing systems. Not just existing systems, but heterogeneous systems. The latter is very important and implies that some intermediate layer should be developed and deployed on top of the Hadoop cluster that will allow external applications/users to communicate with it regardless of their own architecture and implementation technologies. Furthermore, there is another key requirement as well – together with the data integration, the service provider should support data separation. Data separation means that data shared by one company should be invisible and inaccessible to all other companies working with the cluster. That is a key requirement from any business – to prevent illegal industrial espionage and stealing of sensitive data. In this sense, probably the most reliable, flexible and appropriate integration strategy is by implementing a service-oriented architecture (SOA). According to it, the service provides should deploy a wrapping web service (soap-based or rest-based) on top of the entire Hadoop cluster that will allow external authorized users (could be applications or people) to load and analyze data within the cluster.

The aim of this article is to propose an architecture for integration of a company’s heterogeneous data (stored within a database of any type, or in the filesystem) to a remote Hadoop cluster, providing data analytical services on demand. Such integration will give the company (business organization) an affordable, cost-effective, access to powerful big data analytical tools as the ones included in the Hadoop Ecosystem. The paper is structured as follows: Section 2 reviews some previous work done by other researchers. Section 3 proposes architecture for integration of a company’s data to a remote Hadoop cluster accessible as a service. Finally, Section 4 ends the article with a conclusion, outlining the usefulness of the proposed solution.

II. RELATED WORK

Big data management has introduced some challenges (maintaining heterogeneous data, large data volumes and increased data throughput) for applications, related to data processing. Currently NoSQL databases are proposed to address these challenges by offering horizontal scalability, high availability and data storage without using fixed schemas. NoSQL databases, however, do not have a standard query language, which makes developers’ life harder. On the other hand, the traditional relational databases and the SQL language are very popular for processing and storage critical data, but not suitable for large volumes of data.

As a result, multiple approaches have been proposed to define, process and store large volumes of relational data in NoSQL databases by using similar to SQL interfaces. They all focus on both scalability and availability. Schreiner et al. present a comparative analysis [3] of these approaches based on their architectural solutions. The authors motivate their research with the fact that the use of generalized architectural solutions is a proper strategy for relational-based applications, which could be used to move/migrate relational data to NoSQL databases. One of the approaches for that is to propose a way to access NoSQL databases by SQL-like commands. Suggested methods, however, convert the relational data model to a single NoSQL data model and sometimes directly to a specific NoSQL database management system (DBMS). Schreiner et al. present a canonical approach, called SQLToKeyNoSQL [4], which converts relational schemas and SQL commands to equivalent schemas and data access methods for any NoSQL DBMS, based on the key-value data model, the document data model, and the column-oriented data model. The authors propose architecture of a layer, focusing on strategies for data transformation and mapping.

The analysis of the relational and the non-relational databases leads to the conclusion that these data storage and processing systems are to some extent complementary. Unfortunately, the complementary behavior has a negative effect on the integration possibilities, both in terms of data model and data processing. In terms of performance, it may be useful to rely on multi-lingualism, multi-model approach or multi-step modeling, or even to transform the SQL schema into a NoSQL model and then to migrate the data. Another option is to integrate relational and non-relational databases by the help of a third-party data model. This option is discussed by Pokorný in [5]. Together with that, the author presents some new methods for designing such integrated database architectures. He also discusses that it is not possible to simply apply traditional approaches for integration of relational and non-relational DBMSs, due to the complementary nature of these two types of databases. The author reviews multiple methods for integration of these heterogeneous databases. The heterogeneity itself leads to a new set of problems. NoSQL databases are flexible, but their data design also requires specific modeling solutions that affect their performance in the integrated architectures.

Integration of data stored in heterogeneous systems is a quite challenging task as well and very difficult to solve. Vathy-Fogarassy and Hugyák propose a new data integration methodology [6] in order to provide personalized data queries to multiple relational and NoSQL database management systems. Their solution does not support joins and aggregation of data from multiple sources, but it just collects and migrates data from/to the different individual sources. The method is based on a metamodel approach and covers the heterogeneity of the source systems in terms of their structure, semantic and syntactic features.

Due to the complex management of organizations, the corporate applications could contain a vast number of tables with multiple relationships and constraints among them. Organizations are currently still using relational databases, but the NoSQL systems are constantly increasing their market share due to their excellent performance and high availability. So, more and more migration tools will be needed to migrate relational to non-relational data models. The database schema is important not just for the relational databases, but for the
NoSQL systems as well, since it could provide better query execution. Although the NoSQL databases do not explicitly require database schemas, maintaining such information is important for activities such as data integration, data validation and operational compatibility. Frozza et. al. suggest in [7] a process to automatically extract schemas of NoSQL databases relying on the column-oriented data model. The authors use JSON as a canonical data representation format and test their approach by extracting schemas from HBase. Dai discusses a transformation technique [8] that is capable of transforming database schemas, and translate and optimize queries. Other approaches to design and transform schemas could be found in [9],[10].

Processing and storage of large data volumes by using conventional techniques is not possible. Nowadays, organizations should target their development to non-relational (NoSQL) systems since they support more flexible data models. It is a great challenge for business organizations to transform their existing relational data to NoSQL data models, especially when having in mind the heterogeneity and the complexity of their data. Furthermore, big data management faces an additional challenge – data cleaning and flushing. Ramzan et. al. suggest a solution that supports two modules [11] – data transformation module and data cleaning module. The first phase transforms the relational database to a NoSQL database by applying an appropriate transformation model. Then the second phase provides data cleaning, aiming to improve data quality and prepare them for further (big data) analyses.

Most data model transformation methods target a single (specific) NoSQL model and provide a little or no support for transformation’s personalization. Kuszera et. al. present an approach [12] for transforming relational to NoSQL databases that supports the document-oriented and the column-oriented data models. Their method uses as an input a set of directed acyclic graphs (DAGs) that represent the targeted NoSQL model. DAGs are used to generate data transformation commands. The approach supports different relations’ cardinality and the transformation commands could be personalized. The authors developed a tool that interprets the input DAGs and supports multiple transformation strategies.

Since big data processing applications, based on Cloud Computing become more and more popular, many existing systems will upscale their services in order to support the increasing volumes of data. Liao et. al. propose a data transformation system [13] that provides hybrid architecture, including both relational and NoSQL databases. It supports simultaneous query processing and data transformation, and data synchronization. The authors focused their work on the transformation speed and the diversity of the data.

Modern applications that process different data formats often use several types of databases, and the need to migrate data between them is common. Although there are multiple methods to perform data model conversion, the process of choosing the ideal data structuring for specific application requirements is not a trivial task. Kuszera et. al. describes an approach for converting relational databases to NoSQL ones, consisting of multiple steps [14] for defining, evaluating and comparing alternative NoSQL schemas (data structuring), before migrating the data.

III. ARCHITECTURE FOR INTEGRATING A COMPANY’S HETEROGENEOUS DATA TO AN EXISTING REMOTE HADOOP INFRASTRUCTURE

The existing approaches, reviewed in the related work, offer an integration of a relational database management system to a non-relational one with a specific target data model. This is important for companies to move their data from an old relational database management system to a modern, flexible NoSQL one, supporting data models suitable for big data processing. However, this data model transformation does not provide any data analytics at all. It just transforms the existing data. In contrast, the architecture proposed here allows integration of any type of data to an existing Hadoop infrastructure, providing powerful data analytical tools.

In order to make the most of the data analytical capabilities of the Hadoop Ecosystem, the company should be able to share not only its database, but also files whose content could be analyzed as well. So, integration is needed on multiple levels:

- Integration with the Hadoop Distributed File System (HDFS).
- Integration with the real-time column-oriented database management system HBase.
- Integration with the Hive service and obtaining aggregated analyses of it.

Integration with HDFS allows the company to share data exported from any type of database management systems (DBMSs) – relational or NoSQL. Data could be exported in the form of CSV (comma separated values) data files or in other format. Once loaded in HDFS, these files could be later imported in any Hadoop’s data analytics service. This approach provides very high level of flexibility and abstraction from the specific DBMS, and allows integration of any type of data to the Hadoop cluster. Integration could be implemented by using HDFS’s REST API, called WebHDFS. There is other alternative as well – through the HDFS client distributed together with Hadoop, but the WebHDFS provides higher flexibility.

If it is needed the company’s data to be stored in real time within the Hadoop infrastructure, then an integration with the column-oriented database management system HBase [15],[16] is necessary. It could be done through:

- The HBase’s REST API.
- Thrift Server.

There is a third way as well – by storing data in files and loading them in HDFS, but it is not suitable for real-time operations.

The HBase’s REST API provides an easy access to HBase, and since communication is done over the HTTP protocol, the client could be implemented in any programming language.
The problem however is that both the REST API and the Thrift Server do not provide any access control by default. If a user knows the namespaces and the tables’ names of another user, then the first one could easily steal the data of the second user. A possible solution of that is to use the Kerberos authentication protocol [1]. An alternative solution is to develop a wrapping web service around the HBase’s REST API (or the Thrift Server) that should handle user authentication and perform access control.

Another useful integration is with the Hive service [1],[2]. Hive is not a database, but just a query engine that allows searching and retrieving data from different data stores by using a language that is almost identical to SQL. It is called HQL – Hive query language. The key point here is that data could be retrieved and analyzed from different data stores. Actually, HQL runs over temporarily virtual tables that could be built from multiple sources – HBase, ordinary files from HDFS and other sources. This is the highest strength of Hive – it allows using SQL to search and process data from files. Usually, files which are mapped as virtual tables are csv and tab-delimited data files, but could be also MS Excel or other sources of structured or semi-structured data. So, Hive could be used to perform data aggregation and analyses of: real database data; system log files; application log files; accounting data files; csv and MS Excel spreadsheets; and many others sources of data. Within the real world, such data files are generated as often as data stored within a database. Furthermore, Hive supports the Hadoop’s MapReduce framework, meaning that the HQL queries could be distributed among multiple servers and run in parallel, which allows analysis to be performed on very large amounts of data.

Fig. 1 presents a conceptual architecture for a company’s data integration (database and filesystem) to an existing Hadoop cluster. It implies design and development of just two new modules (applications) – “the integration middleware / wrapping service” from the service provider’s side and the “Customer’s data integration tool” from the client’s side. All other components (except DBeaver) are existing services provided by Hadoop or “built-in” applications in the Hadoop Ecosystem.

Modules marked in peach color are the main Hadoop services - HDFS, HBase, Hive and Hue [1],[2]. Modules marked in white within the cluster are accompanying application programming interfaces (APIs) that allows third party applications to interact with the Hadoop services (the modules in peach). These APIs are not directly built-in within the main Hadoop services, but implemented as separate (external) applications, which however are usually distributed together with the services. The easiest way to install all of them is by installing Cloudera Manager that deploys the Cloudera Distributed Hadoop (CDH).

Cloudera Manager offers a user-friendly, comprehensive interface for installation and management of the entire Hadoop Ecosystem. It could be used to start, configure and stop individual services in the cluster. However, if services are installed as stand-alone applications, then the APIs should be started from a command-line interface and configured through xml files.

DBeaver is a database client, in general, that could connect to multiple relational and non-relational DBMS, and to some services (including Hive) from the Hadoop Ecosystem as well. It provides a graphical user interface to execute SQL queries (and not only) and visualize the results. It can be used directly by end users, without any skills in system administration and programming.

The company’s database could be of any type – relational, non-relational, or even file-based. Its data are retrieved based on the database type and then packed within the necessary data structures, which are sent to the “Integration Middleware” for further processing and storing within the cluster.

The two custom and important modules are “Integration Middleware / Wrapping Service” and “Customer’s data integration tool”. They are the ones, which are directly responsible for data integration. In contrast to the others, they do not exist in advanced, but should be designed and implemented entirely for the purpose of integration.

1) “Customer’s data integration tool”: provides a graphical user interface (GUI) that allows the company to manage the data it wants to integrate (including to choose what exactly to share) with the Hadoop cluster, and also to render/visualize the received results. This module exactly extracts the data from the local database and packs them in suitable data structures (usually JSON objects) that are later send to the “Integration Middleware / Wrapping Service”. The module should work with any type of database management systems (relational or non-relational) and pack the data in similar manner, regardless of their type. The customer’s data integration tool should allow browsing not only the local database, but the local filesystem as well. User should be able to browse, select and upload files to the remote HDFS filesystem for further processing and analysis by Hadoop’s data analytics services.

2) “Integration Middleware / Wrapping Service (API)”: implements data integration on the service provider’s side. It works as a wrapping service around the entire Hadoop cluster. The customer’s data integration tool works with this module only, not directly with the Hadoop services or APIs. In this sense “Integration Middleware / Wrapping Service” serves as a mediator between the company (the client) and the WebHDFS API, HBase API and the Thrift Interface. But why such a mediation service is needed? Because all the three interfaces do not provide any user authentication and access control. For HBase, for example, if one user knows the namespaces and table names of another user, then the first one could steal the data of the second one. Similar apply to the Thrift interface as well – all connections to HBase are done through the same socket without any authentication. All users have access to everything, by default. And that is a big problem. No company will share its data if they become publicly available and easily accessible to competitors. To solve this problem the Kerberos authentication service could be installed and configured, or to implement a wrapping service around the APIs to perform user authentication and
access control. The latter could be easily integrated in this module and perform a flexible, custom access control.

The second important task of this module is to convert the data from their source model (relational or whatever) to column-oriented one, suitable for loading in HBase. This is the module that is solely responsible for data conversion. They arrive from the “Customer’s data integration tool” packed as JSON objects, then they should be converted to suitable model and loaded to HBase through the API or the Thrift Interface.

3) Conversion of source data models to the column-oriented data model suitable for HBase: As already mentioned, conversion from a source data model to a target data model is important for data integration from heterogeneous systems. Research in data models transformation has intensified a lot during the last years – multiple approaches have been proposed, as seen from the related work section. Most of them apply the relational model as a source model, since there are many legacy data storage systems currently in use that relies mainly on the relational model.

In contrast to the traditional relational databases, which are strictly normalized and should meet the requirements of the 3-rd and the BCNF normal form, almost all NoSQL data stores are actually not normalized at all – data could be grouped and replicated in order to increase the read speed. Although the NoSQL databases also maintain some consistency, there may be inconsistencies in the data for a short period of time after performing an operation. As a result, the NoSQL databases are mainly suitable for OLAP systems, but not for OLTP systems, where support of the ACID properties is mandatory.
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Any data model could be transformed to any non-relational model by applying the methods and algorithms described in [17],[18],[19],[20]. Since this article is related to data integration with an existing Hadoop cluster, the target model here is the column-oriented data model, used by Apache HBase [15],[16]. Here is an intuitive heuristic approach for transforming the relational data model to a column-oriented one:

1) Grouping all related data in a single column family. These are data that should be read/written from/into the database at once. These are the tables’ records (rows) in the relational databases. Actually, the column-oriented schema could be easily extracted from the relational schema, since the latter provides more than enough information about attributes’ relationships. Every table in the relational database becomes a table in the column-oriented database, and the primary keys of the former are used as row keys in the latter. All attributes within the relational table are group together in a single column family, in order to guarantee that they will be stored and read together.

2) Convert the relationships between tables in the relational schema to “relationships” in the column-oriented schema. There are three types (cardinalities) of relationships in the relational schema: one-to-one; one-to-many; and many-to-many. They will be reviewed separately since the conversion is done in different way:

a) One-to-one. This is intuitive – a column with a foreign key is treated is an ordinary column and could be grouped together with other columns, based on rule 1.

b) One-to-many. In the column-oriented data model, this relationship is actually implemented in the “opposite way” in comparison to the relational model. In the latter, the foreign keys (multiple values) are placed at the side of “many” of the relationship, since the database should meet 1-st and 2-nd normal form. However, in the column-oriented model, multiple values could be grouped together in a single column family. So, to create a one-to-many relationship, a new column family should be created at the side of “one”, which could keep multiple values, pointing to the keys at the side of “many”. In other words, in the column-oriented model, all the foreign keys are kept at the side of “one”.

c) Many-to-many. Implementing this relationship is even easier in the column-oriented data model. In the relational model, many-to-many relationships are created by the help of a third (called “connection”) table that keeps and combines the foreign keys of the other two tables. However, in the column-oriented model, a single column family can contain multiple values. So, to create a many-to-many relationship, a new column family needs to be created at each table, containing the values of the row keys of the other table. There is no need of a third table at all.

In the relational model, the relational database management system (RDBMS) guarantees data integrity and relationships integrity. However, in the column-oriented data model, this is not the case, so the application itself, which uses the data, should be designed to check, maintain and validate data integrity. This responsibility is moved from the DBMS to the software developer. As a result, it is possible to have data inconsistencies for a short period of time, until the next read.

IV. Conclusion

Data analysis is very important for the development of business organizations. It helps them to identify organizational bottlenecks, optimize business processes and increase efficiency and profits. In the era of big data, their analysis could not be done manually. There are powerful data analytical software tools, but they are either expensive or hard to deploy and requires multiple high-performance servers to run. Buying expensive hardware and software, and hiring high-qualified IT experts, is not affordable for all companies, especially for smaller ones and start-ups.

The architecture proposed in this article allows integration of a company’s heterogeneous data (both database and filesystem) to a remote Hadoop infrastructure, providing powerful data analytical services on demand. This is an affordable and cost-effective cloud-based solution, suitable for any type company, from start-ups to large-size companies. Businesses are not required to buy any (expensive) hardware or software, but use the data analytical services on demand, paying a small processing fee per request or by subscription. The architecture could be easily implemented by developing just two data integration modules – an integration middleware or a wrapping service around the Hadoop data analytics services, at the service provider’s side; and a graphical user interface (GUI) to work with the integration middleware, at the company’s side.

The major difference between the proposed architecture and the existing approaches, reviewed in the related work, is that they offer an integration of a relational database management system to a non-relational one with a specific target data model. Instead, our architectural approach provides integration of data of any type (including relational, non-relational and even ordinary text files) to an existing Hadoop cluster. The purpose of this integration is to provide companies with cost-effective and easy to use access to the Hadoop’s data analytical tools, not to permanently convert their data to other data models.

Since the proposed architecture will be very useful to the business organizations, providing them an easy access to powerful data analytical tools, and is fairly easy to deploy in the same time, our next goal is to implement it and prove its real usefulness and effectiveness. In general, it allows integration of any type of data to an existing Hadoop infrastructure. However, for this to happen, the source data model should be recognized and data should be parsed properly before sending them to the “Integration Middleware” module. For that reason, we plan to introduce data type documents (DTDs) that contain a formal definition of the source data models and the relevant parsers for these DTDs. Then the integration of a new, even custom, source data model will be quite easy – just by uploading the associated DTD. The use of DTDs highly increase flexibility of the proposed approach and allows integration of virtually any type of data.
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Abstract—A method for estimation of oleic acid content in soy plants using green band data of Sentinel-2/MSI: Multi Spectral Imager is proposed. Conventionally, vitality of agricultural plants is estimated with NDVI: Normalized Difference Vegetation Index. Spatial resolution of Near Infrared: NIR band of Sentinel-2/MSI for calculation of NDVI, however, is 20 m. Therefore, a method for estimation of vitality with only green band data of Sentinel-2/MSI is proposed here. Through regressive analysis with the satellite data as well as drone mounted NDVI camera data together with component analysis data by gas chromatography, it is found the correlation between NDVI and green band data of the optical sensor (MSI) onboard Sentinel-2 as well as the component analysis data. It is also found that the new variety of soy plant, Saga University brand: HO1 contains about 50% much oleic acid in comparison to the conventional variety of soy plant, Fukuyutaka.
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I. INTRODUCTION

Oleic acid is a type of unsaturated fatty acid and is a monovalent unsaturated fatty acid. It is abundant in animal fats, vegetable oils, and nuts and seeds. Since it reduces only bad cholesterol without reducing good cholesterol, it helps prevent lifestyle-related diseases such as arteriosclerosis and heart disease. In addition, it is resistant to heat and is difficult to oxidize, suppresses fatty acids peroxide that may cause carcino genesis, regulates gastric acid secretion, and activates intestinal motility.

In addition to amino acids, meat contains various health ingredients. Examples include "heme iron," which has an anemia-preventing effect, and "conjugated linoleic acid," which has anti-cancer effects, body fat reduction, and arteriosclerosis-preventing effects. Among them, "oleic acid," which is one of the fatty acids, is expected to have a preventive effect on lifestyle-related diseases.

Oleic acid, which is abundant in beef and pork, has the function of maintaining proper cholesterol in the blood. Cholesterol includes bad (LDL) cholesterol and good (HDL) cholesterol. Bad cholesterol causes arteriosclerosis, heart disease, and high blood pressure, but good cholesterol has a function to prevent arteriosclerosis. Oleic acid is said to have the effect of reducing only bad cholesterol without reducing this good cholesterol.

Another characteristic of oleic acid is that it is not easily oxidized. In general, when fat is oxidized, it binds to active oxygen in the body and damages DNA, causing cancer, arteriosclerosis, heart disease, brain disease, diabetes, and so on. Oleic acid has the effect of preventing cancer and lifestyle-related diseases.

The main varieties of Saga Prefecture are cultivated as standard, and the crops of the year are estimated by analyzing the growth reaction in climate change, and they are used as materials for soybean production guidance.

The new varieties were cultivated by Saga University, a national university corporation, and the application for cultivar registration was announced in 2019. The variety name is "Saga University HO1", which has a high oleic acid content, and "Fukuyutaka" has a high content of 80%, while 20% of the total fatty acid. In recent years, there have been requests from actual consumers and producers to expand cultivation in the midst of regional specialization, and there are voices in the Takeo / Kishima area requesting the establishment of technology for stable production. Therefore, the purpose is to obtain knowledge about the basic cultivation characteristics of this variety.

"High oleic acid soybean (Saga University HO1)" has a flowering period of 2 to 3 days and a maturity period of about 1 day earlier than "Fukuyutaka". The length of the main stem is a little short, and the height of the lowermost pod node is about 3 cm lower. The number of main stem nodes and the number of branches is about the same. There are many pods. Yieldability is considered to be about the same. Grains tend to be slightly flat and small in grain shape.

Relating to soy plant monitoring and content estimation in soy, there are the following papers.

Prediction of Isoflavone Content in Soybeans with Sentinel-2 Optical Sensor Data by Means of Regressive Analysis [1], and Soybean Quality Estimation with Sentinel-2 of Optical Sensor Data [2]. On the other hand, Sentinel-2 data analysis method related papers, there are the following papers.

Flooding and oil spill disaster relief using Sentinel of remote sensing satellite data [3], Sea breeze damage estimation method using Sentinel of remote sensing satellite data [4], ACIX-Aqua: A global assessment of atmospheric correction methods for Landsat-8 and Sentinel-2 over lakes, rivers, and coastal waters [5], Method for Most Appropriate Plucking Date Determination based on the Elapsed Days after Sprouting with NIR Reflection from Sentinel-2 Data [6]. Prediction of
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Isoflavone Content in beans with Sentinel-2 Optical Sensor Data by Means of Regressive Analysis [7].

Furthermore, agricultural plantation related research works, there are the following papers.

Regressive analysis on leaf nitrogen content and near infrared reflectance and its application to agricultural farm monitoring with helicopter mounted near infrared camera [8]. Effect of sensitivity improvement of visible to near infrared digital cameras on NDVI measurement in particular for agricultural field monitoring [9], Smartphone image based agricultural product quality and harvest amount prediction method [10]. A computer aided system for tropical leaf medicinal plant identification [11], Product amount and quality monitoring in agricultural fields with remote sensing satellite and radio-control helicopter [12]. Intelligent System for Agricultural Field Monitoring [13], Multi-level observation system for agricultural field monitoring [14], Multi-Layer Observation for Agricultural (Tea and Rice) Field Monitoring [15], Bigdata Platform for agricultural field monitoring and environmental monitoring [16].

Prediction of isoflavone content in beans with Sentinel-2 optical sensor data by means of regressive analysis is made [17]. Meanwhile, method for most appropriate plucking date determination based on the elapsed days after sprouting with NIR reflection from Sentinel-2 data is proposed and validated [18].

The purpose of this study is to establish a method for estimation of oleic acid content in soy plants using NDVI derived from optical sensor (MSI) onboard Sentinel-2 satellite. Traditionally, it is used to use drone mounted NDVI data for the estimation. It does cost. It cannot be used for the windy condition. Turns out, Sentinel-2/MSI data can be accessible from the ESA web site freely even for windy condition, it cannot be used for cloudy and rainy conditions, though. In terms of spatial resolution of drone mounted NDVI camera, it is fine about a couple of cm depending on altitude of the drone. On the other hand, spatial resolution of Sentinel-2/MSI is 10 m for visible bands and is 20 m for Near Infrared: NIR band. Therefore, spatial resolution of NDVI which is derived with visible and NIR is 20 m. It is not good enough for Japanese soy plantation fields. In order to measure NDVI with 10 m of spatial resolution using Sentinel-2/MSI optical sensor data, green band data derived from visible band of Sentinel-2/MSI is used in the proposed method. Through regressive analysis with the satellite data as well as drone mounted NDVI camera data together with component analysis data by gas chromatography, it is found the correlation between NDVI and green band data of the optical sensor (MSI) onboard Sentinel-2 as well as the component analysis data. It is also found that the new variety of soy plant, Saga University brand: HO1 contains about 50% much oleic acid in comparison to the conventional variety of soy plant, Fukuyutaka.

The next section describes the proposed method. Then experiments with drone mounted NDVI data and Sentinel-2/MSI of green band data together with component analysis data by gas chromatography followed by concluding remarks and future research work.

II. PROPOSED METHOD

A method for estimation of oleic acid content in soy plants using NDVI derived from optical sensor onboard Sentinel-2 satellite is proposed. Table I shows Sentinel-2 fast track service compliance to land user requirements. Every 10 days, Sentinel-2 observes the same location of Earth’s surface.

Major specification of Multispectral Imager: MSI is as follows, MSI covering 13 spectral bands (443–2190 nm), with a swath width of 290 km and a spatial resolution of 10 m (four visible and near-infrared bands), 20 m (six red edge and shortwave infrared bands) and 60 m (three atmospheric correction bands).

MSI spatial resolution versus wavelength: Sentinel-2’s span of 13 spectral bands, from the visible and the near-infrared to the shortwave infrared at different spatial resolutions ranging from 10 to 60 m on the ground, takes land monitoring to an unprecedented level. Table II shows MSI spectral band specification. Green band in the MSI spectral bands can be used for estimation of oleic acid containing soybeans in living soy plantations.

The spatial resolution of Sentinel-2 is 10 m for visible bands and is 20 m for Near Infrared: NIR band (865 nm). Therefore, spatial resolution of NDVI which is derived with visible and NIR is 20 m. It is not good enough for Japanese soy plantation fields. To estimate NDVI with 10 m of spatial resolution using Sentinel-2 optical sensor data, green band data derived from visible band of Sentinel-2 is used in the proposed method.

| TABLE I. SENDERL-2 FAST TRACK SERVICE COMPLIANCE TO LAND USER REQUIREMENTS |
|-----------------|-------------------------------------------------|
| Fast Track Service (Land Monitoring Core Services) | Compliance of the Sentinel-2 system |
| Geographic coverage | All land areas/islands covered (except Antarctica) |
| Geometrical revisit | 5 days revisit cloud free fully in line with vegetation changes |
| Spectral sampling | Unique set of measurement/calibration bands |
| Service continuity | Sentinel-2A launch in 2014: the mission complements the SPOT and Landsat missions. |
| Spatial resolution | < 1 ha MMU (Minimum Mapping Unit) fully achievable with 10 m |
| Acquisition strategy | Systematic push-broom acquisitions, plus lateral mode capability for emergency events monitoring |
| Fast Track Service (Emergency Response Core Service) | Compliance of the Sentinel-2 system |
| Spatial resolution down to 5 m | Reference/damage assessment maps limited to the 10m SSD (Spatial Sampling Distance) |
| Accessibility/timeliness down to 6 hrs offline & 24hrs in NRT | Fully compliant (retrieval of already archived reference data in < 6 hrs, and delivery of data after request in NRT in 3 hrs for L1c) |
TABLE II. MSI SPECTRAL BAND SPECIFICATION

<table>
<thead>
<tr>
<th>Spectral bands (center wavelength in nm/SSD in m)</th>
<th>Mission objective</th>
<th>Measurement or calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 (443/20/60), B2 (490/65/10) &amp; B12 (2190/180/20)</td>
<td>Aerosol correction</td>
<td>Calibration bands</td>
</tr>
<tr>
<td>B8 (842/115/10), B8a (865/20/20), B9 (940/20/60)</td>
<td>Water vapor correction</td>
<td>Land measurement bands</td>
</tr>
<tr>
<td>B10 (1375/20/60)</td>
<td>Circus detection</td>
<td>Land measurement bands</td>
</tr>
<tr>
<td>B2 (490/65/10), B3 (560/35/10), B4 (665/30/10), B5 (705/15/20), B6 (740/15/20), B7 (775/20/20), B8 (842/115/10), B8a (865/20/20), B11 (1610/90/20), B12(2190/180/20)</td>
<td>Land cover classification, Leaf chlorophyll content, leaf water content, LAI, fAPAR, snow/ice/cloud, mineral detection.</td>
<td></td>
</tr>
</tbody>
</table>

The online services provided by Amazon for web operators and developers are called AWS (Amazon Web Services). Among them, a large amount of data taken by Sentinel-2 is stored in Amazon's cloud storage called Amazon S3 (Amazon Simple Storage Service), and his AWS service that provides the data taken by Sentinel-2 is Sentinel- It's called 2 on AWS. Users can now download satellite imagery data via Amazon S3 storage. Amazon publishes a huge amount of geospatial data in a project called Earth on AWS, including not only satellite images, but also terrain tiles, SpaceNet machine learning training data, next-generation weather radar (NEXRAD) weather data, and more. It also provides a variety of geospatial data and is accessible to anyone. With a paid service, you can analyze this huge amount of data on the cloud, so there is no need to download data for analysis or perform troublesome preprocessing, and it is a larger project than before. It can be realized in a shorter period of time.

Download satellite images of where you need them. Access the Sentinel Image browser. The search screen is displayed. Specify the period to search for the image and the amount of clouds, display the area where you want to download the image, and click the [Submit] button to display the detailed information and preview of the image, the amount of clouds, the date and time when the image was acquired, the product level, etc. can be confirmed. Select the image you want to use from the search result field and click the link button. Then it can be gotten a link to the image, click AWS path (link above). After that, Launch ArcGIS Pro (or ArcMap) and add the downloaded data from the Project window (in the case of ArcMap, add it from the Catalog window). This time, we will synthesize a multi-spectral band, so add B02.jp2 to B04.jp2. Since it is added for each band, it does not look natural as it is. Next, composite each band to synthesize the true color. Click the Raster Function button on the Analysis tab to bring up the Raster Function window. Expand Data Management and click the Composite icon. Click the Raster pull-down button under Composite Properties to add each band. Add all the bands, sort them by B04, B03, B02 from the top, and click the Create New Layer button. A "Composite" layer has been added to the Content window to composite the true color multiband image.

III. EXPERIMENT

A. Intensive Study Area

Intensive study area is situated at the Saga Prefectural Agriculture Research Institute: SPARI which is situated at 33°13’11.5” North, 130°18’39.6” East as shown in Fig. 1. Fig.1(a) shows the intensive study area in Japan while Fig. 1(b) shows the soy plantation areas for the new variety of soy (Saga University originated HO1) and for the conventional variety of soy (Fukuyutake). Both soy plantation areas are indicated in red and white rectangles in Fig. 1.

![Intensive Study Area](image)

Fig. 1. Intensive Study Area.
B. Acquired Drone Mounted NDVI Camera Data and MSI Imagery Data of Sentinel-2

Examples of the drone mounted NDVI camera data and Sentinel-2/MSI imagery data which are acquired on 29 July 2021 and on 30 July 2021, respectively are shown in Fig. 2. Fig. 2(a) shows Sentinel-2/MSI image which is acquired on 30 July 2021 while Fig. 2(b) shows the histogram of the green band data of the Fukuyutaka field of the Sentinel-2/MSI image. On the other hand, Fig. 2(c) shows the histogram of the green band data of the HO1 field of the Sentinel-2/MSI image. Meanwhile, Fig. 2(d) shows the natural color image of drone mounted NDVI camera data which is acquired on 29 July 2021 while Fig. 2(e) shows the histogram of the NDVI image of drone mounted NDVI camera data of the Fukuyutaka. On the other hand, Fig. 2(f) shows the histogram of the NDVI image of drone mounted NDVI camera data of the HO1.

C. Relation between Sentinel-2/MSI and Drone Mounted NDVI Camera Data

The trend of the means of the Sentinel-2/MSI data of the Fukuyutaka and the Saga University originated HO1 of new variety of soy fields is shown in Fig. 3(a) while Fig. 3(b) shows both trends of Sentinel-2/MSI and drone mounted NDVI camera data of the same soy fields. Although mean and standard deviation are different each other, trends are almost same. Therefore, the green band data of the Sentinel-2/MSI can be used for growing process analysis of soy fields.
D. Experiment Procedure

Field experiments are conducted as follows:

Tillage overview:

1) Field: C4-10 (previous crop: wheat, previous summer crop: paddy rice).
2) Test variety: High oleic acid soybean "Saga University HO1" (Control: "Fukuyutaka")
3) Sowing method: After plowing and leveling, hand-sown 4 seeds per plant → 2 tailoring (Hirataka ridge)
4) Weeding: After sowing and before budding) Laxar granules 4kg / 10a (Growth period) Weeding as appropriate
5) Fertilization: No fertilization

Composition of test plot is as follows:

Ward sowing period Planting style:

1) Early sowing practice zone Late June 75 cm between rows * 20 cm between stocks * 2 (13.3 / m²)
2) Early sowing sparsely planted area Late June Joma 75 cm * Strain 30 cm * 2 (8.9 shares / m²)
3) Conventional sowing area Mid-July 75 cm between rows * 20 cm between stocks * 2 (13.3 / m²)
4) Control area (Fukuyutaka) Mid-July 75 cm between rows * 20 cm between stocks * 2 (13.3 / m²)

Survey items are as follows:

Understanding the growth stage (budding stage, flowering stage, pod setting stage, grain enlargement stage, yellow leaf stage, leaf fall stage, maturity stage).

Seedling survey is as follows:

1) Yield survey (grain weight, stem weight, 100 grain weight, particle size composition).
2) Decomposition survey (main stem length, number of main stem nodes, bottom pod height, number of branches, number of pods, number of grains).
3) Quality survey (inspection grade, protein content).

E. Relation between Sentinel-2/MSI Derived NDVI and Green Band Data

Relation between Sentinel-2/MSI derived NDVI and green band data is investigated. If the relation between Sentinel-2/MSI derived NDVI and the green band data is high, then vegetation vitality can be estimated with green band only.

Fig. 4(a) shows Sentinel-2/MSI derived NDVI while Fig. 4(b) shows green band data of the intensive study area acquired on July 30 2021.

The correlation coefficient between both is more than 0.95. Therefore, it is concluded that vegetation vitality can be estimated with green band only.

F. Comparisons among the Several Band Combinations of Sentinel-2/MSI Data

Fig. 5(a) to (d) show the following several band combinations of Sentinel-2/MSI imagery data.

a) Natural Color.
b) False Color.
c) R: Band 8, G: Band 3, B: Band 4 and.
d) NDVI.
Fig. 5. Several Band Combinations of Sentinel-2/MSI Imagery Data.

Fig. 6 shows the relation between the NDVI (Fig. 5(d)) and the green band data (Fig. 4(b)). Correlation coefficient between both is 0.977 and the NDVI is estimated with the green band data with regressive equation in Fig. 6 with $R^2$ value of 0.954.

Through a comparison between Fig. 4(b) and Fig. 5(d), it is confirmed that vegetation vitality can be estimated with green band only.

G. Experimental Results

Oleic acid content in the harvested soybeans is measured with gas chromatography. Fig. 7(a) shows the results from the gas chromatography measurements for Saga University originated HO1 and conventional Fukuyutaka against mean of digital Number: DN of the Sentinel-2/MSI of the green band data for each test site. On the other hand, Fig. 7(b) shows the relation between oleic acid content and mean of the green band data derived from Sentinel-2/MSI. It is found that the $R^2$ value of the relation between oleic acid content and mean of the green band data derived from Sentinel-2/MSI is much more than 0.6. Therefore, it can be said that it is possible to estimate oleic acid content by using the mean of the green band data derived from Sentinel-2/MSI.

The relationship between sowing time, number of repetitions and amount of oleic acid) for Fukuyutaka is shown in Fig. 8 while effect of n-piece stands on Saga University originated HO1 variety (sown on June 28) is shown in Fig. 9, respectively. In this connection, the number of iterations is defined as follows:

For those with a small number of iterations, the number of iterations had to be reduced because the field was small. The difference in the number of iterations is meaningless.

On the other hand, the number of tailoring is defined as follows:

To be exact, it was "difference between strains (difference in planting density)" rather than the number of tailored plants. The correct treatment for "Saga University originated HO1" is
that the seeding on June 30 is 30 cm (13.3 seeds / m²) and the seeds are 20 cm (8.9 seeds / m²), and the seeding on July 13 is 20 cm between the stocks. Regarding the planting density, we have set two styles that can be handled by mechanical sowing at the site in order to examine the appropriate planting density that enables stable production.

\[y = 3.8163x - 351.72\]
\[R^2 = 0.95649\]

Fig. 9. Effect of n-piece Stands on Saga University Originated HO1 Variety (Sown on June 28).

Meanwhile, regressive analysis for estimation of harvest number of soybeans is made. Fig. 10 shows the result. It is found that harvest amount can be predicted with DN of green band data of Sentinel-2/MSI data about three months before the harvest with $R^2$ value of 0.965.

\[\text{Harvest amount (kg/10a)} = 351.72 + 3.8163 \times \text{DN of Green Band}\]
\[R^2 = 0.95649\]

Fig. 10. Harvest Amount Prediction with Green Band Data of Sentinel-2/MSI.

IV. CONCLUSION

A method for estimation of oleic acid content in soy plants using NDVI derived from optical sensor onboard Sentinel-2 satellite is proposed. Through regressive analysis with the satellite data as well as drone mounted NDVI camera data together with component analysis data by gas chromatography, it is found the correlation between NDVI and green band data of the optical sensor (MSI) onboard Sentinel-2 as well as the component analysis data. It is also found that the new variety of soy plant, Saga University brand: HO1 contains about 50% much oleic acid in comparison to the conventional variety of soy plant, Fukuyutaka.

It is found that the $R^2$ value of the relation between oleic acid content and mean of the green band data derived from Sentinel-2/MSI is much more than 0.6. Therefore, it can be said that it is possible to estimate oleic acid content by using the mean of the green band data derived from Sentinel-2/MSI.

The limitation of the proposed method is caused by the observation frequency of fine Sentinel-2/MSI data. The revisit cycle of Sentinel-2 satellite is 10 days. It is not possible to get fine data when the weather condition is not fine (cloudy and rainy).

V. FUTURE RESEARCH WORK

Next thing we would like to do is estimation of most appropriate harvest date with Sentinel-2/MSI data. Also, deep learning is applied to these estimations.
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Abstract—The number of patients with cardiovascular diseases (CVD) is rapidly increasing in the world. Many CVDs are likely to manifest their symptoms some time prior to the onset of any adverse or catastrophic events, and early detection of cardiac abnormalities is incredibly important. To reduce the risks of life-threatening arrhythmia, it is necessary to develop and introduce portable systems for monitoring the state of the heart in conditions of free activity. This paper presents the second generation (prototype) of a portable cardiac analyzer and the developed system for non-invasive cardiac diagnostics. The portable cardiac analyzer mainly consists of an ADC for taking an electrocardiosignal (ECS) and an STM32L151xD microcontroller. To record operational data on current ECS, a block of non-volatile high-speed memory MRAM is connected to the microcontroller. A communication unit is based on the universal combo module SIM868 from SIMCOM, which supports data exchange in GSM/GPRS networks. The developed ECG monitoring system allows making decisions at different levels (cardiac analyzer, server, doctor), as well as exchanging information necessary to ensure an effective diagnostic and treatment process. We evaluated the performances of the developed system. The signal-to-noise ratio of the output signal is favorable, and all the features needed for a clinical evaluation (P waves, QRS complexes and T waves) are clearly readable.

Keywords—Electrocardiography; portable ECG device; ECG monitoring systems; cardiovascular diseases; mobile healthcare

I. INTRODUCTION

Over the past ten years, the incidence rate of cardiovascular diseases in Kazakhstan has increased by 1.7 times. The data collected by scientists shows a four-fold increase in hospitalization due to chronic heart failure (CHF) compared with a period of 20 years ago. Of the 13 million adults in Kazakhstan 350 000 citizens are diagnosed with CHF [1]. The problem of combating cardiovascular diseases (CVD) among the population is gaining national importance due to high morbidity, a high level of disability and mortality from CVD, long-term, often lifelong, drug treatment, as well as its high cost, dictates the need to pay increasing attention to early primary prevention these diseases.

One of the areas of CVD diagnostics, which has become relevant due to rapid technological progress, is monitoring the state of the heart in conditions of free activity. Modern technologies have made it possible to develop miniature wearable devices for recording the functional parameters of a person operating in free activity conditions. The use of such devices required a deeper and more detailed study of the means and algorithms for processing the electrocardiosignal.

This work is a continuation of our previous work [2], in which we are provided the initial experimental results of the device for diagnosing heart conditions. During the initial layout of the first test version, a microcontroller in a TQFP-100 package and an 8-channel ADC were selected. However, after manufacturing the first version of the mobile ECG device and optimizing the circuit diagram, it became clear that a microcontroller in a TQFP-64 package and four ADC input channels were enough for the device. Therefore, the version of the microcontroller in the TQFP-64 package and the 4-channel version of the ADC were used in the development of the second generation of the ECG device.

In this prototype of the device, a proprietary communication unit was developed; it was implemented on the SIM868 universal combo module from SIMCOM, which supports data exchange in GSM/GPRS cellular networks, reception of location data and exact time signals from navigation satellites (GNSS).

The advantage of the developed hardware platform of a portable ECG device over existing similar solutions is that the platform included many technological solutions that allow development and modernization of the software part of the device without changing the hardware of the platform. A photo of the manufactured sample of the device is shown in Fig. 1.

Fig. 1. Photo of a Prototype Portable ECG Device.
Software for a mobile application has been developed to receive a signal from the recording device, performing its preliminary processing, diagnosing life-threatening cardiac arrhythmias, notifying the patient about the diagnostic results and transmitting data to the application server.

The main features of the system in comparison with existing are:

- work in conditions of free activity;
- performing a preliminary ECG analysis;
- automatic diagnosis of life-threatening arrhythmias;
- call an ambulance;
- storing ECS entries locally and on a remote server; and
- ability to integrate with the medical information system.

Our paper is organized as follows. Section 2 presents the state of the art. Section 3 describes of development of circuitry and printed circuit board of the ECG device. Section 4 details the software implementation of the system. Section 5 yields the discussion and future work directions. Finally, Section 6 outlines the main conclusions.

II. LITERATURE REVIEW

We reviewed portable systems and wearable devices designed to detect or predict cardiovascular diseases over the past 2-3 years, since the achievements in this area until 2019 were given in our previous publication [2].

The paper [3] presents a portable, wearable, low-power non-contact ECG monitoring device that helps in the early detection of cardiovascular diseases. The device is placed in a shirt pocket, from where it will transmit data via Bluetooth Low Energy (BLE) to the user's mobile phone. The device mainly consists of three non-contact electrodes for sensing the cardio signal, an AD8233 AFE chip for extracting the ECG signal, and a CC2650 microcontroller for reading, filtering and transmitting them. A study [4] described and evaluated a new transducer design and system for the "invisible" ECG. Designed in the shape of a toilet seat, it provides device-free femoral ECG data, bringing a new approach to automated comprehensive health monitoring systems. To record ECG signals on the toilet seat, a special sensor was developed, as well as polymer dry electrodes with different textures. A new wearable ECG measurement system [5] based on smart clothes consists of three subsystems, including smart clothes, a smartphone and a PC terminal. Three textile ECG electrodes are woven into the fabric of the smart clothes, and the smart clothes can transmit the received ECG signals to a smartphone via Bluetooth. The ECG signals are then sent by the smartphone to the PC terminal via WiFi, cellular network or the Internet. Also, the smart bracelet [6] VITAL-ECG, developed by the Neuronica Lab of the Polytechnic University of Turin, allows to record basic vital parameters such as heart rate and ECG, SpO 2, skin temperature and humidity. The developed mobile system [7] made to improve the ability to manage patients' cardiovascular diseases, as well as reduce the workload of doctors, includes both hardware and cloud software devices based on the latest advances in Internet of Things (IoT) and artificial intelligence (AI) technologies. A small hardware device has been developed to collect high quality electrocardiogram (ECG) data from the human body. A new cloud service based on deep learning will be deployed to automatically detect cardiovascular diseases. Twenty types of diagnostic items are supported, including sinus rhythm, tachycardia, and bradycardia. A study [8] explored the feasibility of multi-lead ECG recording using dry capacitive electrodes with a specially designed portable device to explore the feasibility of a wearable ECG device with electrodes embedded in clothing.

The main disadvantage of these devices from ECG devices with conventional wet electrodes is low signal accuracy.

The study [9] investigates the AliveCor portable device for recording and measuring the QTc interval on a 6-lead ECG. Automated QTc data from the 12-lead ECG for each patient (n = 13) were compared with the mean QTc value calculated from the corresponding AliveCor record of each patient. AliveCor underestimated QTc - 92% of the time, AliveCor calculated QTc as lower than their respective 12-lead QTc readings. AMAZFIT ® [10], a new wearable electrocardiogram (ECG) recording system, is used to measure, collect and store adult single-lead heart curves. The aim of the study was to evaluate the accuracy of AMAZFIT ® for diagnosing arrhythmia in elderly patients. The study has some limitations. First, the sample size was relatively small, especially the cohort of patients with arrhythmias without arrhythmias. Secondly, we only measured heart rate in very stable patients when immobile. Indonesian scientists have developed a portable and inexpensive Holter system [11] for recording an ECG signal during the day. The motherboard consists of a preamplifier, a bandpass filter, a notch filter, a summing amplifier, an Arduino microcontroller, an SD memory card, and a Bluetooth transmitter. The ECG signal is taken from the body based on a standard LEAD II measurement. At the stage of the laboratory sample and is large in size.

Software [12] was developed using MATLAB for QRS detection based on a combination of simple unweighted moving averages. In particular, the main elements of ECG signal processing are moving average cascades (MAC). Our algorithm improves the QRS complex by selecting a MAC from a set of MAC derivatives that are inherently noise-tolerant. Adaptive digital filtering is applied [13] to eliminate any interfering noise that may occur in a typical home environment while minimizing processing time. The accuracy of ECG and EMG signal coverage is evaluated using Bland-Altman analysis by comparison with a reference instrument for collecting physiological signals. The method proposed in [14] first extracts sequences of first-order differential RR intervals (Delta RRI) from segmented ECG data, and then performs a polar coordinate transformation on a Delta RRI Poincaré plot to obtain a phase distribution. Two features, distribution width Dw and mean distribution height Dh, are extracted from the phase distribution to classify episodes of arrhythmia and episodes without arrhythmia.

The model proposed in [15] is presented as a three-level model for analyzing ECG signals, which can potentially be adopted in portable and wearable real-time monitoring devices.
and it is designed, implemented and modeled the proposed CNN network using Matlab. The author in [16] proposed a classification model with low computational cost to reliably detect arrhythmia episodes in ECG signals by using signal RR intervals and injecting them into an artificial neural network (ANN) for classification to compensate for the lack of computational complexity in traditional wearable ECG monitoring devices. In [17] there is presented a deep learning algorithm for determining high-quality intervals on single-lead ECG recordings obtained from patients with paroxysmal arrhythmia. The study [18] uses a new implementation of a 1D Convolutional Neural Network (CNN) integrated with a validation model to reduce false positives. This CNN architecture consists of an encoder block and a corresponding decoder block, followed by a sampling classification layer to construct a one-dimensional R-peak segmentation map from the input ECG signal. All experiments in these papers are based on simulation software. To increase the practical value of the proposed algorithms, it is necessary to implement monitoring systems in a real platform.

The review shows that devices and systems that allow detecting dangerous cardiac arrhythmias in real time and preventing fatal outcomes have not yet been developed. Improving our non-invasive heart monitoring system remains an urgent scientific and technical task.

III. DEVELOPMENT OF THE HARDWARE OF A PORTABLE CARDOANALYZER

A. Development of a Functional Diagram of a Portable Mobile Cardioanalyzer

Fig. 2 shows a detailed functional block diagram of the developed portable mobile ECG device.

The main element of a portable ECG device is a microcontroller. The ADC for ECS recording is connected to the microcontroller via a serial data link. The ADC must be independently powered to minimize noise passing through the power lines from the microcontroller and other digital components of the system.

![Functional Block Diagram of the Cardioanalyzer](image)

To record operational data on current ECS, a block of non-volatile high-speed memory MRAM is connected to the microcontroller. For further accumulation and long-term storage of ECG data, an external drive is connected to the microcontroller in the form of a MicroSD Flash memory reader, into which a Flash card with non-volatile memory up to 32 GB can be inserted.

The ECG device is equipped with a MEMS accelerometer that detects falls, and immobility of patient.

The portable ECG device is powered from an external power source. The charger ensures that the lithium polymer battery is properly charged and then disconnected in accordance with battery regulations. In accordance with the requirements of portable stand-alone devices, the portable ECG device is equipped with a power button controller, which provides manual control of power supply. Also, the power supply system of the portable ECG device is equipped with a device that determines the remaining battery charge, with the ability to transfer and record data on the current value of the battery charge to the microcontroller.

For communication with the ambulance service, as well as for the rapid transmission of ECS data to the server of the medical information system (MIS), the portable ECG device is equipped with a GPRS communication module. In the case of ECG data transmission via an external mobile phone, the portable cardiac analyzer is equipped with a Bluetooth module. The heart analyzer is also equipped with a GNSS satellite navigation module to determine the exact location of the patient.

The system of visual control of the operation of a portable mobile ECG device is made on two three-color and one single-color LEDs. One LED provides visualization of the charger's operation and indicates the "External power connection", "Battery charging" and "Battery charging complete" modes. The second three-color LED is connected directly to the microcontroller and is controlled by software. A single-color LED is connected to the GPRS module and signals the Internet connection modes and data exchange with the server.

B. Development of an Electrical Circuit Diagram of a Portable Mobile Cardioanalyzer

The development of a portable mobile ECG device begins with the development of a block diagram of the device, which is followed by the development of a circuit diagram. The block diagram of the device was worked out to the level of interaction of individual blocks. To form a common circuit diagram, it is necessary to work out each individual block, develop a circuit diagram for each block and combine them on a common diagram.

1) Processor module: The processor module is built on a modern low-power STM32L151xD microcontroller. To ensure normal operation of the microcontroller, an external 20 MHz crystal is required; a power supervisor chip to provide a RESET signal at initial power-up, a clock crystal at 32.768 kHz, an SWD connector for programming, and the provision of decoupling capacitors on all power lines in accordance with the technical documentation at this time. Microcontroller when developing a mobile cardiac analyzer, a microcontroller in a TQFP-64 package was used (Fig. 3).
2) ADC module: The ADC module is based on a 4-channel 24-bit Front-End module (FEM) ADS1298 (manufactured by Texas Instruments). The module is functionally complete and is connected to the processor module via a serial synchronous SPI interface. An external 2.048 MHz reference oscillator is required to ensure normal operation of the ADC. This frequency is generated by the microcontroller and fed to the ADS1298 via the MCO line. On each input channel of the ADC (4 channels), protection lines are formed, consisting of two low-frequency RC filters and a diode assembly. Protection lines are used to filter high-frequency signals, eliminate reverse polarity and input overvoltage. This ADC construction option is shown in Fig. 4.

3) RAM block: The RAM block is built on non-volatile MRAM memory MR25H40 with a memory organization of 512Kx8. Access to non-volatile memory is carried out via a serial synchronous SPI interface. The MRAM connection option is shown in Fig. 5.

4) Persistent memory block: To ensure non-volatile storage of large amounts of data, a replaceable microSD solid-state drive with a memory capacity of up to 32 gigabytes is used. To use an external drive in a portable ECG device, a microSD cardholder is used, which is connected to the microcontroller via a special SDIO bus. The MRAM connection option is shown in Fig. 6.

5) Block for determining accelerations: The acceleration detection unit is built on a MEMS accelerometer that registers shocks, falls and a stationary state. As an accelerometer, a LIS3DH 3-axis MEMS accelerometer chip in an LGA-16 package from ST Microelectronics was used. The MEMS accelerometer is connected to the microcontroller via the I2C serial interface. Also, the accelerometer has 2 interrupt outputs INT1 and INT2, through which it is possible to wake up and wake up the microcontroller from sleep in case of sharp shocks and falls. The accelerometer connection option is shown in Fig. 7.
uses a Serial Port Interface (SPI) to communicate with the microcontroller. Because since the SIM868 module and the microcontroller have different supply voltages, a signal level converter on the ADG3308 chip from Analog Devices was used to ensure compatibility. To connect a telephone microSIM card module, we used a cardholder model MOLEX 503960-0696, which is additionally protected from static electricity by a quad suppressor SMF05C for the lines going to the SIM868 module. 3 antennas are connected to the SIM868 module: GPRS, GNSS and Bluetooth. Additional matching of these antennas with the module is performed on RLC components, which is shown in Fig. 8.

Fig. 8. Schematic Diagram of the Communication Block.

7) **Battery charge control unit:** A battery is required for the portable mobile cardiac analyzer to operate in standalone mode. When choosing a battery, the main criteria were:

- Large capacity.
- Minimum thickness.
- Dimensions are as close as possible to the size of the printed circuit board.

A Li-POL battery in the form of a prism with a size of 90x53x4.4mm fully meets these criteria. Since such a battery requires a charging block, the BQ24070 chip from Texas Instruments was used in the design of this block. This chip is a specialized module for charging a Li-POL battery in 1S format, i.e. with a maximum voltage when charging no more than 4.3V. The BQ24070 can support up to 2A lithium polymer battery charging while supporting external power supply up to 16V. The microcircuit ensures the correct process of charging the battery in accordance with the technical documentation for lithium polymer batteries. The microcircuit ensures the transfer of data on the status of the charge / discharge process to the microcontroller and in parallel this status is displayed on the LED indicator. The circuitry of the developed battery charge control unit is shown in Fig. 9.

![Fig. 9. Schematic Diagram of the Battery Charge Control Unit.](image)

8) **Block for determining the residual battery charge:** To determine the exact value of the residual battery charge, circuitry was developed based on the MAX17043 chip from MAXIM. This microcircuit determines the level of residual charge and transmits data via a two-wire I2C interface. The circuitry of the developed battery charge control unit is shown in Fig. 10.

![Fig. 10. Schematic Diagram of the Block for Determining the Residual Battery Charge.](image)

9) **Overcharge/overdischarge protection block:** When operating a Li-POL battery, strict observance of the charge / discharge modes is required. It is necessary to limit the current and voltage at the end of the charge cycle to prevent overcharging and failure of the battery. It is also required to completely disconnect the load from the battery when the battery is discharged and the voltage drops below the minimum for Li-POL batteries. These modes are provided by the DW01A chip manufactured by H&M Semiconductor. The microcircuit protects the battery from overcharging / overdischarging by controlling the load with power N-MOSFET transistors in the lower arm. The developed scheme of the battery protection unit is shown in Fig. 11.

![Fig. 11. Schematic Diagram of the Battery Protection Unit.](image)
**Indication and notification block:** The indication of a portable mobile ECG device is represented by three LEDs that determine the charge mode in the battery charge control unit; one LED providing indication of the operation of the radio channel in the communication module; three LEDs connected to the microcontroller and providing indication for various program modes. Also, the microcontroller, using a transistor key, controls the warning system built on a piezoceramic sound emitter. This circuitry is shown in Fig. 12.

![Fig. 12. Schematic Diagram of the Indication and Notification Block.](image)

**C. Development of the Printed Circuit Board (PCB) of a Portable Mobile Cardio Analyzer**

When developing a portable ECG device, a list of 215 components in 85 positions (nominal values) was used. The design complexity of the device is quite high, because a large number of components are used.

It is determined that the printed circuit board will be multilayer. Based on the design criteria for multilayer printed circuit boards, the number of individual layers allocated for power supply and the complexity of the circuitry, the number of layers in the designed PCB was determined - 6 layers. SMT components were mounted on one side of the PCB.

When arranging the components, the total area of all components and the estimated overall dimensions of the PCB were determined. After the final arrangement of the components and the multilayer tracing, the final dimensions of the PCB were determined. The size of the software was 120 x 60mm. For visual representation of the PCB and for the subsequent design of the hull solution, 3D models of the PCB with installed components were generated on an accurate scale. See Fig. 13.

![Fig. 13. 3D Model (a) and Fabricated Sample (b) PCB with Installed Components.](image)

1) **Defining a conductor as a transmission line:** When tracing the printed circuit board, it was revealed that it was necessary to connect the chip antennas to the radio transmitting module. Since the operating frequencies of the antennas lie within 1.8 ... 2.48 GHz, it is necessary to analyze and determine whether the strip line is an inhomogeneous transmission line, since when designing high-speed devices, various kinds of reflections and signal distortions occur. In order for the signal to retain its integrity, it is necessary to develop transmission lines with a given wave impedance in the form of conductors of a certain width on a printed circuit board. Signal transmission without distortion is possible along a transmission line with a given wave impedance from the source to the signal receiver.

The electrical length of the printed conductor depends on the minimum wavelength of the transmitted signal and, accordingly, on the rise time of this signal. If the copper conductor on the PCB is too long in relation to the rising edge, then the conductor should be designed as a transmission line to prevent distortion. A copper conductor on a PCB is a transmission line if its electrical length on the PCB is more than 1/3 of the rise time. That is, the conductor is electrically long. Signal propagation velocity \( V_p \) is the speed at which an electrical signal travels along a copper conductor on a printed circuit board. The speed is calculated by the formula:

\[
V_p = \frac{c}{\sqrt{\varepsilon_r}}
\]  

(1)

where \( c \) - is the speed of light, 
\( \varepsilon_r \) - is the dielectric constant of the printed circuit board material.

Since we are using the widespread FR-4 material with a dielectric constant of 4.0 in the project, the signal propagation speed will be equal to:

\[
V_p = \frac{c}{\sqrt{\varepsilon_r}} = \frac{299.79258}{\sqrt{4}} \text{ mm/ns} = 149.89 \text{ mm/ns},
\]

The length of the printed conductor \( L_r \) is calculated according to the rule of 1/3 signal rise time:

\[
L_r \geq \left( \frac{\tau_r}{3} \right) \cdot V_p,
\]

(2)
where \( L_r \) – conductor length, 
\( T_r \) - signal rise time, ns.

Thus, the printed conductor should be considered as a transmission line when we use FR-4 material, with the following length:

\[
L_r \geq T_r \times 49.96\text{mm},
\]

Thus, if \( T_r = 1 \text{ ns} \), then:

\[
L_r \approx 50 \text{ mm},
\]

That is, it turns out that under the above conditions for frequencies of 2.48 GHz, a printed conductor having a length of 20 mm or more must be considered as a transmission line, which requires additional matching.

Calculation of the wave impedance of a microstrip transmission line.

The total impedance (impedance) of the transmission line from the radio module to the antenna must be 50 ohms, because the GSM/GNSS module has antenna terminals designed to work with antennas with a characteristic impedance of 50 ohms.

The transmission line that connects the module and the antenna must be matched, i.e. should have a wave impedance of 50 ohms.

If the transmission line has a different impedance, then the electromagnetic wave propagating along the copper conductor of the printed circuit board will be partially reflected at the boundary of media with different wave impedances (if the transmission line is homogeneous, reflection will occur at the junctions with the module and with the antenna). This can lead, at best, to a decrease in the sensitivity and output power of the device, and at worst, to failure of the output stage of the module.

When designing a printed circuit board, we define and design the transmission line between the module and the antenna as a microstrip line. The impedance of a microstrip transmission line depends on the ratio of the dielectric thickness between the microstrip and the return conductor, as well as the width of the signal conductor. As long as this ratio is constant, the wave impedance of the microstrip line will also be constant. With a proportional change in these parameters, the wave impedance of the transmission line remains unchanged.

The microstrip line configuration is shown in Fig. 14.

The effective permittivity \( \varepsilon_{ef} \) is less than the permittivity of the substrate, since the field outside the substrate of the return current is also taken into account.

IV. DEVELOPMENT OF THE SOFTWARE PART OF THE CARDIODIAGNOSTIC SYSTEM

Currently, wired connections between individual devices in medical systems are being replaced by wireless technologies for information transfer, and a number of factors must be taken into account: the distance between devices and the ability to move them, the transfer rate and amount of information transmitted, power consumption, the possibility of encryption, the level of interference, etc. Consider the communication protocols between the components of the heart monitoring system.

The portable ECG device contains its own communication unit based on the universal combo module SIM868 from SIMCOM, which supports data exchange in GSM / GPRS cellular networks, reception of location data and exact time signals from navigation satellites (GNSS). The SIM868 uses a Serial Port Interface (SPI) to communicate with the microcontroller. Because since the SIM868 module and the microcontroller have different supply voltages, a signal level converter on the ADG3308 chip from Analog Devices was used to ensure compatibility.

In accordance with the functions of the entire system and its individual parts, the structure of the software for the non-invasive heart monitoring system was developed (Fig. 15).

The software of the non-invasive heart monitoring system consists of the software of a portable ECG device, a server, and a doctor’s workstation. The server part (highlighted in blue in Fig. 14) includes a device interaction module, a database (DB) and a database management system (DBMS), a database interaction module.

In accordance with the three-level model, the following operating modes are possible during the operation of the heart monitoring system: “autonomous” - all tasks for processing and analyzing ECG are performed on a portable ECG device; “device -server” – ECG processing and analysis tasks are distributed between the device and the server; "cardiac analyzer-server-doctor" - all tasks for processing heart monitoring information are assigned to the doctor's workstation, and the server is used only for data storage. The
levels of the decision hierarchy, the corresponding modes of operation, analysis options and decisions made at various levels are shown in Table I.

<table>
<thead>
<tr>
<th>Hierarchical levels</th>
<th>Operating modes</th>
<th>Analysis option</th>
<th>Decisions made</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>Autonomous</td>
<td>Automatic express analysis of ECG</td>
<td>Suitability of the ECG for analysis, the presence of a critical situation</td>
</tr>
<tr>
<td>Average</td>
<td>Cardioanalyser-server</td>
<td>Automatic differentiated analysis of a critical situation</td>
<td>The need for a detailed medical analysis, the presence of a connection with the doctor's workstation.</td>
</tr>
<tr>
<td>Highest</td>
<td>Cardioanalyser-server-doctor</td>
<td>Detailed medical analysis by a cardiologist</td>
<td>Calling an ambulance, making recommendations.</td>
</tr>
</tbody>
</table>

Actions and decisions that are not highlighted in color are implemented by a portable cardiac analyzer, those highlighted in yellow are implemented by the server, highlighted in blue are the doctor's workstation.

Thus, the developed system structure, software structure, decision-making model, as well as methods, algorithms and structural solutions make it possible to implement a system of non-invasive heart monitoring in accordance with the formulated requirements.

A. User Model, Linking a Specific Portable Cardiac Analyzer to a Specific user

Django comes with a default user model with fields like username, passwords and email, however in some cases these fields may not be enough for us to extend the "User" model or create our own user model. In this case, we will be extending the user model because we need a way to differentiate users.

To determine the device, we generated a unique "id" for each device and associated it with a specific user, so when transferring data, we also pass the "id" of the device. Fig. 16 shows a list of potential patients linked to the system via ID codes.

On the script (Appendix 1, A), using the Socket library, we create a socket to receive data from the device. To do this, you need to specify the server address and the number of maximum handles that can be opened at a time. Since this code was used for testing, the maximum number of descriptors is 30.

Next, we have to write a listener function and a signal handler, or as you can also call it, data packets (Appendix 1, B). The listener first of all looks at the address of the transmitted data, if they are addressed to our IP, we receive the data. Now we have to transfer our data further for processing and, if necessary, for storage in our database under a specific user.

If we run our socket script, at the output we will see data already converted to numbers in the server console. Using the hexlify() function, we converted the bytes first to hex, then by decoding with the decode() function to the String type (as shown in Fig. 17 and 18).

But it is still impossible to use this data, because here we have a lot of data distorted during transmission or processing, noise and duplicated data. At the stage of processing the received data, we used the POST method. This method ensures secure data transfer. Next, using cropping, select the data area in which the transmission data and id are recorded for identification. A further goal is to filter the data in the packet body. The principle of noise trimming is used here, we determine the upper and lower threshold of the received data and trim the data accordingly. That is, all noise exceeding this threshold will be suppressed. After filtering, having determined the user id, we sort the data by the date and time of receipt and send it to the database for storage.

In our project, to receive and transmit data, we use a programming interface - a socket, which allows us to always accurately determine the state of a person and ensures immediate data exchange. In vue.js, sockets are quite mature and are constantly being improved. To use sockets, it is enough to refer to the web socket initialization function WebSocket(). The first attribute is the address directed to our server. It is worth paying attention to the explicit indication of the id of the patient whose data we want to see.
When running this script, we can observe the calculations aimed at the "@arction/lcjs" library, which is designed to visualize graphs. When drawing graphs, this library uses graph theory, which allows us to effectively arrange the received data in the form of integers. Thanks to this, the user can visually observe the pacemaker in real time (Fig. 19).

![Fig. 19. Real-time ECG Visualization.](image)

An important point in our system is the definition of dangerous cardiac arrhythmias. The key value in determining dangerous cardiac arrhythmias is - heart rate. To calculate the heart rate value, it is necessary that our device receives an ECG within 60 seconds, this will be enough. Knowing the formula for determining heart rate in advance, we rewrote the formula into a similar function, the syntax of which is written below:

\[ \text{heart rate} = \frac{60}{R-R} \]

where 60 is the number of seconds in a minute, R-R is the duration of the interval, expressed in seconds.

Formula for calculating heart rate written in the JavaScript programming language is given below:

```javascript
if (self.seconds >= 60) {
    self.chss = parseInt(len / 360);
    self.rr = 60 / parseInt(len / 360);
}
```

It is also important to calculate the RR value (the distance between two signal amplitudes, that is, heartbeats). Having obtained these values, we can easily determine two extremely dangerous diagnoses: “Sinus bradycardia” and “Sinus tachycardia”. To be more precise, with a very rare heart rate, less than 45 beats/sec, “Sinus bradycardia” is detected, and if more than 100 beats/sec, then “Sinus tachycardia”. Code to visualize the conclusion is given in Appendix 1, C.

When we finally calculated the values needed for the conclusion, the user can see the final diagnosis of his condition (Fig. 20).

![Fig. 20. Visualization of Diagnostic Result.](image)

V. DISCUSSION

The ECG monitoring system is an example of the practical implementation of the developed portable device and the method of noise-resistant ECG processing for patients with free activity. The basis for the creation of ECG monitoring system is modern information and communication technologies and patent-protected methods developed by the authors, algorithms, structural, circuit and software solutions.

The main features of the device in comparison with existing are:

- work in conditions of free activity;
- performing a preliminary ECG analysis;
- automatic diagnosis of life-threatening arrhythmias;
- call an ambulance;
- storing ECS entries locally and on a remote server;
- ability to integrate with the medical information system

The introduction of an ECG monitoring system in medical practice requires additional clinical trials and can serve as the basis for successful competition with leading foreign companies working in this field.

Currently, on the basis of the Satbayev University, ten sets of a portable ECG device have been designed and preclinical tests of the system are being conducted.

The developed system does not allow diagnosing more complex heart diseases, such as myocardial infarction. Currently, the authors are trying to develop a method of neural network analysis of ECG for diagnosing myocardial infarction and improving the accuracy of determining the location of myocardial damage, in particular, identifying the stages of myocardial infarction and the depth of myocardial damage.

VI. CONCLUSION

A mobile intelligent heart monitoring system has been developed that provides a three-level ECG analysis: automatic express ECG analysis (mode: "Autonomous"), automatic differentiated ECG analysis ("device - server" mode), detailed medical analysis using a cardiologist's workstation ("device - server" mode, doctor server). Based on the formulated requirements, a detailed functional block diagram of the device was developed and built. According to the developed functional block diagram, an analysis was carried out, criteria
for selecting components were developed, and an element base was selected for designing a hardware platform for a portable mobile ECG device. After selecting the element base, an electrical circuit diagram of a portable mobile ECG device was designed. Particular attention was paid to the functional composition of the device and its reduced power consumption. Based on the developed electrical circuit diagram, the printed circuit board of the device was designed.

Software for a mobile application has been developed for receiving a signal from an ECG recording device, performing its preliminary processing, diagnosing life-threatening cardiac arrhythmias, notifying the patient about the diagnostic results, and transmitting data to the application server.

We evaluated the performances of the developed system. The signal-to-noise ratio of the output signal is favorable, and all the features needed for a clinical evaluation (P waves, QRS complexes and T waves) are clearly readable.

The current model of a portable information-measuring system for monitoring the heart in conditions of free activity is being tested in the city hospital of JSC "Central Clinical Hospital" in Almaty.
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APPENDIX 1

A. Scripts for Receiving Data from the Device

```python
import socket
import select
import requests
import binascii

SERVER_ADDRESS=('***.***.**.**','****')

def get_non_blocking_server_socket():
    server= socket.socket(socket.AF_INET, socket.SOCK_STREAM)
    server.setblocking(0)
    server.bind(SERVER_ADDRESS)
    server.listen(MAX_CONNECTIONS)
    return server

def handle_readables(readables,server):
    for resource in readables:
        if resource is server:
            connection, client_address=resource.accept()
            connection.setblocking(0)
            INPUTS.append(connection)
        else:
            data=''
            try:
                data = resource.recv(1024)
            except ConnectionResetError:
                pass
            if data:
                data=binascii.hexlify(data).decode()
                if len(data) > 18:
                    s = 0
                    for i in range(12, len(data), 6):
                        bytes = ''
                        bytes += data[i:i+6]
                        if len(bytes) == 6:
                            point = int(bytes, 16)
                            if point < 10:
                                continue
                            if point>10 and point < 12400000:
                                point = 12400000
                ['# Если события исходит от серверного сокета, то мы
                # получаем новое подключение
                if resource is server:
                    connection, client_address=resource.accept()
                    connection.setblocking(0)
                    INPUTS.append(connection)
                # Если события исходит от серверного сокета, то мы
                # получаем новое подключение
                else:
                    data=''
                    try:
                        data = resource.recv(1024)
                    except ConnectionResetError:
                        pass
                    if data:
                        data=binascii.hexlify(data).decode()
                        # Выход полученных данных на консоль
                        print("Received data: ",data[19:41])
                        # Первоначальный фильтр для получения данных, исключая все
                        # микрокапсулы
                        if len(data) > 18:
                            data='74.255.127.1"
                            print(response)
                            # Говорим о том, что мы будем еще и писать данный сокет
                            if resource not in OUTPUTS:
                                OUTPUTS.append(resource)
```

B. Handling the Occurrence of Events at the Inputs

```python
def handle_readables(readables,server):
    # Обработка появления событий на входах
    global dd
    for resource in readables:
        if resource is server:
            connection, client_address=resource.accept()
            connection.setblocking(0)
            INPUTS.append(connection)
        else:
            data=''
            try:
                data = resource.recv(1024)
            except ConnectionResetError:
                pass
            if data:
                data=binascii.hexlify(data).decode()
                # Если события исходит от серверного сокета, то мы
                # получаем новое подключение
                if resource is server:
                    connection, client_address=resource.accept()
                    connection.setblocking(0)
                    INPUTS.append(connection)
                # Если события исходит от серверного сокета, то мы
                # получаем новое подключение
                else:
                    data=''
                    try:
                        data = resource.recv(1024)
                    except ConnectionResetError:
                        pass
                    if data:
                        data=binascii.hexlify(data).decode()
                        # Выход полученных данных на консоль
                        print("Received data: ",data[19:41])
                        # Первоначальный фильтр для получения данных, исключая все
                        # микрокапсулы
                        if len(data) > 18:
                            data='74.255.127.1"
                            print(response)
                            # Говорим о том, что мы будем еще и писать данный сокет
                            if resource not in OUTPUTS:
                                OUTPUTS.append(resource)
```

C. Code to Visualize the Conclusion

```html
Class.prototype.
```

D. Processing of Received Data on the Server and Assignment to the User.

```python
class SetBytesView(APIView):
    permission_classes = (permissions.AllowAny,)
    def get(self, request):
        profiles = Profile.objects.all()
        serializer = ProfileSerializer(profiles, many=True)
        return Response(serializer.data[0])
    def post(self, request):
        p = None
        array = byte[2:len(byte)-1]
        array = byte
        lenght = len(array)
        byte_array = []
        if lenght > 18:
            s = 0
            for i in range(12, len(array), 6):
                bytes = ''
                bytes += array[i:i+6]
                if len(bytes) == 6:
                    point = int(bytes, 16)
                    if point > 10:
                        continue
                    if point < 10:
                        if point > 10 and point < 1240000:
                            if point == 1240000:
                                byte_array.append(point)
                                wid = int(array[12], 16)
```
p = Profile.objects.filter(device_id=wid)
if p.exists():
p = p[0]
else:
p = Profile.objects.create(device_id=wid)
byte_array.insert(0, wid)
group_name = "room_" + str(wid)
async_to_sync(channel.group_send)(
group_name,
{
'type': 'send_point',
'content': {
'pointers': byte_array,
}
}
)
today_d = datetime.now()
today = f'{today_d.year}-{today_d.month}-{today_d.day}'
pd = ProfileData.objects.filter(profile = p, date=today)
if pd.exists():
pd = pd[0]
pd.data = pd.data + byte_array[1:]
if len(pd.data) > 50000:
pd.data = byte_array[1:]
pd.save()
else:
ProfileData.objects.create(date=today, data = byte_array[1:], profile=p)
return JsonResponse({'status': 'ok'})
except ValueError as e:
return JsonResponse(e.args[0], status.HTTP_404_NOT_FOUND)

E. Front-end.
mounted() {
const lcjs = require("@arction/lcjs");
const { AxisScrollStrategies, emptyLine } = lcjs;
this.graf(this.data);
this.socket = new WebSocket("wss://back.cardioservice.com.kz/api/setByte/?wid=" + this.did);
let self = this;
this.timer = setInterval(function () {
  self.ss += 1;
  if (self.ss >= 61) {
    self.ssCheck = true;
    self.ss = 0;
  } else {
    ProfileData.objects.create(date=today, data = byte_array[1:], profile=p)
  }
}, 1000);
let period = [];
let oldK = 0;
this.socket.onopen = function (e) {
  console.log("open");
}
this.socket.onmessage = function (event) {
  let d = JSON.parse(event.data)['content']['pointers']["content"]
  let dlen = d.slice(1).length;
  if (self.seconds <= 60) {
    self.chss = parseInt(len / 360);
    self.rr = 60 / parseInt(len / 360);
  }
  for (let i = 1; i < d.length; i++) {
    if (Math.abs(p[i]-old) < 200000){
      self.series.add({x: this.k, y: d[i]});
    }
  }
  let lcjss = document.querySelector("#lcjs-auto-flexbox");
  let section = document.querySelector(".section");
  lcjss.style.height = "100%";
}
this.chart = lighteningChart()
 this.chartXY({
 })
 .setTitle("");
 .add line series to visualize the data received
 .this series = this.chart.addLineSeries(
   {dataPattern: DataPatterns.horizontalProgressive,}
 );
 .reset view nicely.
 .this.chart
   .getDefaultAxisY()
   .setTickStrategy("Empty")
   .setInterval(mmin, mmax, false, true)
   .setScrollStrategy(AxisScrollStrategies.progressive);
 .this.data.push({x: self.k, y: d[i]})
}
lcjss.style.marginTop = "40px";
section.appendChild(lcjss);
lcjss.querySelector("canvas").style.zIndex = "99";
},
conclusion() {
this.dialogVisible = true;
},
beforeDestroy() {
this.socket.close();
}
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Abstract—During the COVID-19 pandemic, patients who required face-to-face attention and tested positive, even showing signs of high risk, were forced to isolate themselves in their own homes immediately without adequate medical monitoring. Continuous remote monitoring of their vital signs would have helped to avoid subsequent hospitalization caused by the progression of the virus. Using deterministic design methods, a system to measure respiratory rate through impedance pneumography was proposed, amplifying microvolt signals to read and process data with a microcontroller. An embedded algorithm was designed to measure inspiration and expiration time. The values captured were sent via WiFi to a server, for posterior evaluation by the clinician. The key findings of this study are as follows (1) a respiratory-rate remote monitoring system was developed, displaying values calculated from impedance pneumography signals, (2) the correlation of the respiratory rate values from a patient during exercising and resting time, measured by a physician and by the device, was 0.96. (3) when analyzing separately the data obtained by the resting test and the exercise test, the performance of the device presented an average error percentage of -5.36% and +1.97%, respectively. As a conclusion, this device has practical applications for acute and chronic respiratory diseases, where respiratory rate is an indicator of the progression of these conditions.
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I. INTRODUCTION

At the beginning of the COVID-19 pandemic, 80% of patients were mild cases, meaning they required outpatient care [1]. However, unmonitored patients quickly developed acute respiratory reactions often overlooked by physicians [2]. Constant follow-up on a high number of patients is a challenging task for public healthcare due to the shortage of human resources, as well as the lack of equipment or technology intended for this purpose, especially in low- and middle-income countries.

The traditional way of measuring vital signs requires face-to-face evaluation at a distance of less than one meter, contrary to the preventive measures established to reduce the spread of COVID-19. Due to this, healthcare professionals on the frontline were forced to use personal protective equipment (PPE), while still being exposed to a high rate of contagion, which according to initial estimates represented 10-20% of all diagnoses from each nation [3]. Moreover, the direct consequences of the frequent use of PPE—such as eczema and blisters—, as well as the social stigma of healthcare professionals, considered “agents of contagion”, should not be ignored. This scenario was seen in cities like Italy, Brazil, and Peru, where healthcare systems collapsed due to the high demand for outpatient care for cases of COVID-19 [4,5].

To address some of these challenges, the utilization of the Internet of Things (IoT) remains a promising solution. The Internet of Things (IoT) is based on establishing a connection between the Internet and electronic devices to achieve certain goals. IoT applications are increasingly implemented in different areas such as medical care settings as are the case with wearables, agricultural monitoring, or even transportation to control traffic [6].

Following on these applications, the Internet of Medical Things (IoMT) has gained wide adoption lately due to its multiple advantageous features, such as facilitating disease and drug management, improving treatment methods and patient experience, and reducing clinical expenses of various kinds. These systems require adequate attributes for effective performance: security, adaptability, real-time measurement, intelligent decision-making technologies, and compliance with information management regulations [7].

Respiratory rate is a prognostic factor that could be crucial for early respiratory risk detection [2]. Its consistent and reliable monitoring would allow for a more effective control of the patient's progress for timely care. The proposed solution is a hardware-based system using Internet of Medical Things (IoMT) technology, capable of capturing respiratory rate measurements through impedance pneumography, which is a technique based on the direct relation between the volume variations in the lungs and the electrical impedance from the electrodes located in separated areas of the chest.

II. LITERATURE REVIEW

In 2018, thirteen medical subfields have benefited from the development of IoMT applications, with neurological, cardiovascular and mental diseases having the greatest presence of this type of solution. Chronic diseases impose enormous costs on the healthcare system. In that manner, IoMT applications for patients suffering these conditions are expected to increase, particularly for those in need of
rehabilitation. 22% of IoMT applications are commonly used to monitor, manage, and treat cardiovascular disease [8]. The findings indicate that IoMT applications have hardly been developed and implemented for diseases with a high mortality rate, such as chronic respiratory infections [8]. One example of this is Whoop [9], a wrist fitness tracker that collects patient data for an analysis of the change in the patient's respiratory system to prevent respiratory episodes.

However, some devices have been utilized in other medical fields. For instance, Sarmah et. al. [10] developed a system which consists of monitoring patients with IoT hardware in conjunction with a deep neural network to aid in the diagnosis of heart disease. Additionally, Dese et al. [11] developed LVital, a device for monitoring vital signs of pregnant women including blood pressure, heart rate, and body temperature. The device has the notable benefit of monitoring maternal vital signs and is appropriate for those located in low-resource environments.

In the context of the pandemic, IoMT initiatives emerged to combat COVID-19. Ashraf et. al. [12] reported the monitoring of a set of physiological parameters (temperature, heart rate and respiratory rate) embedded in a wearable to map people with this infection. Similarly, Amachi-Choque et. al. [13] developed an IoT system that measures heart rate, blood oxygen saturation and body temperature of patients with preliminary diagnosis of coronavirus, and then transmits data via WiFi to an IoT platform. The technology establishes the different levels of severity of the signs using a web-based system, in which the physician visualizes statistics and graphs of the different signals, sending alerts to an email or a smartphone.

The background above indicates the extensive interest in monitoring physiological parameters remotely, even more so with the endemicization of COVID-19 in the following years. In this study, a device focused on respiratory rate, a vital sign of great relevance to the progression of the coronavirus infection, is proposed. This parameter is paramount to provide early warning of any respiratory episode arising, in the course from moderate to severe phase, which can result in dire consequences for the patient when not treated at an initial stage. This solution helps to ease the workflow in healthcare systems, aiming to reduce the rate of hospitalization in the Intensive Care Units (ICU) due to acute respiratory complications.

III. DESIGN AND DEVELOPMENT

For the development of this electronic device, the project was divided into the following stages using the deterministic design method:

A. Establishment of Functional and Non-Functional Requirements

Functional requirements are understood as those operational aspects that the solution must perform throughout its execution. Meanwhile, Non-functional requirements are those qualities of the device that are observable at the time of its execution. The established requirements are:

Functional requirements (FR):
- The device must be able to read the electric potential difference through electrodes placed on the chest.
- The device must amplify analog signals to the microvolt level.
- The device must have the capacity to convert analog values read into digital ones.
- The device must transmit the processed data to a server.

Non-Functional requirements (NFR):
- The device must have a shape that allows its placement in the patient's body.
- The device must have an on and off switch.
- The device must have indicators of operating modes.

B. Selection of Electronic Components

Once the functionalities that the device will have been established, the electronic components were determined, being the main ones those mentioned below:

1) **ADS1292R**: It is a 24-bit multi-channel analog-to-digital converter (ADC) with a built-in programmable gain amplifier (PGA) that incorporates all the features commonly required in low power [14] portable medical devices. For this work, the ProtoCentral module that contains this integrated circuit was used (Fig. 1).

![Fig. 1. Protocentral ADS1292R Module.](image)

2) **ESP32-WROOM-32**: It is a powerful module containing a microcontroller with Wi-Fi and Bluetooth communication capabilities that are used in a wide variety of applications, ranging from low-power sensor networks to speech encoding. [15].

3) **XC6203**: A highly accurate, low-power, 3-terminal positive voltage regulator, providing up to 400 mA current with a significantly small dropout voltage [16]. In this design, the 3.3 V output version was used.

4) **Li-Po 522040**: A rechargeable lithium polymer battery with a capacity of 360 mAh (Fig. 2).
5) **RGB Led:** A LED with the ability to change color based on the 3 channels (red, blue and green) that will allow us to indicate the different phases of operation of the device.

### C. Circuit Schematic Design

For the power stage of the circuit, the XC6203 voltage regulator was used, which converts the LiPo battery voltage from 3.7 volts (Vin) to 3.3 volts (V33) (Fig. 3). The datasheet of the regulator also indicates that both the input and the output must have 1 uF ceramic coupling capacitors. In addition, the output must have a 10 uF electrolytic capacitor. In this case, a tantalum capacitor is being used.

![Circuit Power Stage with Voltage Regulator XC6203](image)

Once a voltage of 3.3 V is obtained, this will be the stable level for all other active components. The communication between the ESP32 and the ADS1292R module is through the SPI protocol that uses the following pins: MISO, MOSI, SCK, CS, VCC and GND. Additionally, they have control pins (DRDY, START and PWDRST). 3 GPIOs were used to control the colors displayed by the RGB LED (Fig. 4).

![Connection between ESP32 and ADS1292R Module](image)

Seeking to optimize the physical size of the device, a custom printed circuit board (PCB) was designed with the previously described circuits including a port to program the microcontroller with an FTDI module. On and off buttons were added as well (Fig. 5).

![Custom Printed Circuit Board (PCB)](image)

To give the device wearable characteristics that make it comfortable on the body, an enclosure was designed to be 3D-printed using PLA-type filament. The bracelet-shaped device can be worn on the arm with an elastic band with Velcro patches (Fig. 6).

![Enclosure to Protect the Circuit](image)

### D. Respiratory Rate Measurement Algorithm

The first step in the script is to initialize the data acquisition and communication modules when the value obtained from the electric potential difference of the electrodes (previously amplified by the ADS1292R) is obtained. This signal presented high levels of noise; therefore, it was essential to use a filter to stabilize it and prepare it to be processed. The value obtained is stored in a memory space and an average of the last 10 values is made with a separation of 10 ms. This amount of time between each reading was chosen because 100 ms is less than the duration that an
inspiration or expiration phase could have, so it does not affect the real-time reading of the sensor. This average value will allow the detection of increasing or decreasing values. The range of values indicates whether it is in the patient's inspiration or expiration phase (Fig. 7).

![Fig. 7. Inspiratory and Expiratory Phases of the Patient.](image)

The human respiratory cycle is defined as the time interval between the start of inspiration (Tins) and the end of expiration time (Texp). To calculate the duration of the breathing cycle (Tc), the inspiration and expiration phases are timed. The duration time of both phases are added to obtain the cycle time as follows:

\[ T_c = T_{ins} + T_{exp} \text{ (seconds)} \]

Once the Tc is calculated, in order to know how many breaths per minute (BpM) the patient performs, the conversion is calculated with the following formula:

\[ BpM = \frac{60}{Tc} \text{ (breaths/min)} \]

When the breaths per minute is obtained, the data is verified, as it has limit values that establish that it cannot be greater than 30 cycles/min and not less than 5 cycles/min. When the value obtained is not within that range, the algorithm redirects to the reading of the electrical potential obtained by the electrodes to start the whole process once again. If the value is valid, it is stored and sent via WiFi to the server. The flow of the algorithm can be seen in Fig. 8.

For each of the stages of the algorithm (Fig. 9), the RGB LED lights up a different color indicating the user if the reading is being captured correctly. The color legend is as follows.

E. Experimental Setup

To evaluate the performance of the device, multiple tests were carried out on real patients, comparing the value obtained by the device with values measured by a doctor using a stethoscope. For this purpose, the diaphragm of the device was placed on the chest wall, so that it does not rest on any structure. Then, the number of breaths in 60 seconds was quantified. For this pilot, five healthy patients were recruited, taking measurements in two different scenarios: total rest and after physical effort.

![Fig. 8. Flowchart of the Algorithm for the Calculation of Breaths per Minute.](image)

![Fig. 9. Color Legend According to Script Execution Stage.](image)

The device is placed on each patient's arm, secured with Velcro to reduce the risk of falls or impacts due to detachment (Fig. 10).

![Fig. 10. Device Placed on the Patient.](image)
Once the device was fixed, the electrodes were placed on the upper part of the patient's chest (Fig. 11). For the tests at rest, measurements were made for a total of two minutes, both by the doctor and the device. For the next test, the patient was instructed to do exercises such as planks or jogging for a total of five minutes with the device on, immediately after which the device was turned on and the doctor began with the quantification of breaths.

IV. RESULTS AND DISCUSSION

The results of the tests can be seen in Table I. When separately analyzing the data obtained by the resting test and the exercise test, the performance of the device presents an average error percentage of -5.36% and +1.97%, respectively. For small values, it shows a tendency to overestimate the number of breaths per minute. Meanwhile, for high respiratory rate, the measurement tends to be slightly below the real one. When considering both tests, it has an average error value of -1.70%, meaning that the accuracy of the device is approximately 98.3%.

A comparison was performed using the values obtained by the device and by the doctor from both contexts (resting and exercising) as shown in Fig. 12. A correlation coefficient of 0.96 was obtained.

Numerous initiatives have sought to measure the respiratory rate through electronic devices. Adapting sensors to masks could be one strategy, as was demonstrated by Huang et. al. [17]. By using a temperature sensor, the device presented an insignificant error according to its results. However, its precision was evaluated by contrasting its performance with an uncalibrated belt-shaped device that measures thoracic diameter variation.

A similar design is presented by Güder et. al. [18], who introduced a carbon-electrode based paper sensor that varies its conductivity along with the different respiratory phases. To validate its performance, an analysis of the breathing cycles per minute between a light and vigorous exercise session was conducted without selecting a gold standard. Moreover, the sensor electrodes were prone to breaking if the paper was folded, which complicated the process of putting on and taking off the mask.

Different projects have tried to measure respiration rate through chemical sensors that can be mounted on the skin [19] and flexible electronic skins [20], showing promising results. However, it presented an uncomfortable user experience, as the sensors should be placed on the space near the mouth and under the nose. Min et. al. [21] reported a device for respiratory rate measurement analogous to the proposed design. Despite calculating the lung’s volume variation, it used a textile-based capacitive respiration sensor, comparing its performance to a nasal thermocouple. The strap surrounding the entire torso demonstrated a precision comparable to the proposed device ($R^2 = 0.98$).

Finally, Pegan et. al. [22] used a wrinkled platinum strain sensor, placed on a part of the chest with a flexible PCB, obtaining a similarity of 95% when compared to a spirometer, which is reliable up to 1000 cycles. Among the advantages of this device is the ability to measure respiratory rate based on the volume of the rib cage, without wrapping the entire torso or causing discomfort near the mouth or nose. One of the disadvantages is the short electrode life cycle, needing to change the electrode each five measurements, and adding conductive gel to improve the quality of the signal.

### Table I. Comparison of Values Obtained by the Device and by Physician during the Respiratory Rate Test

<table>
<thead>
<tr>
<th>Test</th>
<th>Patient ID</th>
<th>Device</th>
<th>Physician</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rest</td>
<td>1</td>
<td>9.49</td>
<td>10</td>
<td>5.10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11.43</td>
<td>11.5</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>9.4</td>
<td>9</td>
<td>-4.44</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.7</td>
<td>8</td>
<td>-8.75</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>12.53</td>
<td>10.5</td>
<td>-19.33</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17.4</td>
<td>20</td>
<td>13.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>23.59</td>
<td>24</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>19.72</td>
<td>20.5</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>26.1</td>
<td>25</td>
<td>-4.40</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>21.9</td>
<td>21</td>
<td>-4.29</td>
</tr>
<tr>
<td>Exercise</td>
<td>1</td>
<td>12.5</td>
<td>10.5</td>
<td>-1.70</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.4</td>
<td>20</td>
<td>13.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>23.59</td>
<td>24</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.72</td>
<td>20.5</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>26.1</td>
<td>25</td>
<td>-4.40</td>
</tr>
</tbody>
</table>

![Fig. 12. Relationship between BpM Measured by the Device and by the Physician.](image-url)
Among the factors that can generate an error in the reading of the proposed device, if the person using it constantly moves or continues to speak, it can generate misreading. It is recommended that patients remain in a state of rest for at least three minutes.

V. CONCLUSION AND FUTURE WORK

In this work, an IoT device was developed and tested for remote and continuous monitoring of vital signs related to COVID-19, able to display respiratory rate measurements by calculating the electric potential difference from ECG electrodes located on the chest. The device was calibrated against a visual count performed by a trained healthcare professional in a patient while resting and exercising, demonstrating an accuracy of 96%.

As future work, this device will be tested on a wider population, and at extreme values, through randomized clinical trials with ICU patients and distinct respiratory conditions. It also needs to be calibrated by a metrology laboratory, following ISO standards for measurement management, before being tested in healthcare facilities. As COVID-19 becomes an endemic disease, this device will fill the need for monitoring from conditions like COPD or asthma.

The creation of an open database of respiratory rate values related to mild and severe COVID-19 patients would be of great impact for further research about this disease. Additionally, it will allow the development of machine learning models that anticipate the appearance of a chronic respiratory episode that may aggravate the patient’s condition.
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Abstract—Augmented reality technology has become a hot spot in many fields because of its unique real-time interaction and the ability to add virtual objects in 3D video space. To enable students better understand and master traditional mechanical courses and solve the limitations of the courseware teaching method, a teaching assistant system based on Vuforia platform is designed and developed by combining augmented reality technology with existing teaching methods. On the smartphone application side, the 3D model of parts can be displayed by scanning mechanical engineering drawings, which can rotate, zoom, and section view the model. It realizes 3D visualization and interactive operation of 2D drawings in textbooks and achieves the purpose of image, diversity and efficient teaching. The results show that this method can not only promote the cognition of spatial relations based on visualization, but also create a situational learning environment based on experience, which can effectively improve the learning effect of courses and enhance students' interest and enthusiasm in learning.
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I. INTRODUCTION

The rapid development of the new generation information technology has promoted the diversification of teaching resources. Improving teaching quality and learning efficiency is the basic requirement of modern education [1]. As an important factor to improve teaching quality and learning efficiency, teaching resources have attracted more and more attention [2-3]. The traditional teaching methods of the plane textbooks have obvious limitations. At present, some innovations have been made to the teaching media, such as using 2D codes and other methods to link to assistant resources on web pages. However, this form is generally not well accepted by students, and it is necessary to find a way to solve this problem that is more attuned to the needs and habits of today's students. The courses of mechanical specialty mainly study mechanical parts, mechanisms, mechanical transmission and other related contents, which have the characteristics of many knowledge points, many concepts and difficulty in understanding [4-5]. However, students seldom have the opportunity to contact related equipment and parts during their school years, which brings certain difficulties to students' learning. Even if students search through the Internet, the existing teaching resources do not have many 3D solid models related to textbooks, so students need to have a strong sense of space.

Augmented Reality (AR) register 3D information in a real environment [6-7]. It superimposes computer-generated virtual information into the real world so that virtual enhanced information and real scene information coexist, complement, and superimpose with each other, thus strengthening users' senses and cognition of reality [8]. With the development of mobile technology, the popularity of smart phones and tablet computers has provided a solid material foundation for the wide application of mobile AR technology in many fields, showing great potential in military, medical visualization, education, construction machinery, book design and so on [9-11]. Based on the teaching needs of mechanical discipline and the purpose of improving the current teaching methods, this paper designs a teaching assisted learning system based on mobile AR technology.

In order to explore the influence of mobile AR technology on mechanical teaching effect and to expand and supplement digital teaching means, in this study, an AR assisted teaching system is designed first, and a teaching experiment is designed around AR system, which is verified and analyzed from three aspects: software function, teaching effect and influence on teaching. The results of this study can be used as a reference for teaching researchers using augmented reality.

II. LITERATURE REVIEW

A. Augmented Reality

AR is developed from virtual reality [12]. It realizes the effective combination of the real world and computer-generated virtual objects. By superimposing the computer-generated virtual objects on the real scene in real time, users can feel the real and virtual scene information at the same time, so as to realize the combination of virtual and real. AR technology has been applied in many fields, such as aerospace, military, education, medical treatment, video games, manufacturing and so on.

AR technology has three main characteristics: it combines the real and the virtual, it interacts in real-time, and can be executed in three dimensions [13]. The core of AR technology is the rapid recognition and spatial positioning technology. At present, the mainstream AR recognition applications are
mainly Google's ARCore, Apple's ARKit and Qualcomm's Vuforia. The comparison of the three development engines is shown in Table I.

<table>
<thead>
<tr>
<th>Development engine</th>
<th>Functions</th>
<th>Operation platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCore</td>
<td>Motion tracking, environment understanding, light perception</td>
<td>Android</td>
</tr>
<tr>
<td>ARKit</td>
<td>Multiple face tracking, motion capture, and real-time augmented reality</td>
<td>IOS</td>
</tr>
<tr>
<td>Vuforia</td>
<td>Image recognition based on natural feature points, extended tracking, model target</td>
<td>IOS &amp; Android</td>
</tr>
</tbody>
</table>

Mobile AR is a branch of AR technology. Traditional AR systems mostly take wearable external devices as the carrier, which is difficult to carry and difficult to maintain. Due to the continuous development and update of mobile terminal devices, mobile terminals have powerful processors, high-definition cameras and convenient touch screen operation [14]. These functions provide a convenient platform for the development of AR systems for mobile devices. On the basis of inheriting the key technologies and core problems of traditional augmented display technology, mobile AR technology combines the portability and mobility of mobile devices, greatly promotes the development of mobile AR applications, and makes the application field broader and the interaction means more humanized.

B. Augmented Reality in Education

This interactive means based on the real world and enhanced by virtual data provides a new teaching method for educators, which has a strong guiding significance for the abstract content teaching. Through AR technology, learners can enter an environment that is highly simulated with reality and dynamically learn in vision and interaction.

At present, the application of AR technology in the field of education is gradually expanding. Colleges and educational institutions are committed to promoting the deep integration of information technology with higher education and vocational education. AR technology will bring a positive impact on teaching content, models and learning methods [15].

AR technology can create an intelligent learning environment to adapt the educational content to students' personalized learning. To improve students' practical skills, based on emphasizing the theoretical knowledge in textbooks, AR technology is used to show the relevant knowledge in an information-based 3D way. Literature [16] research shows that adopting AR technology assisted teaching can improve students' learning efficiency and information understanding ability. Literature [17] uses AR technology in creative design courses to improve the learning motivation and creativity of students. Literature [18] developed an AR mobile application for engineering students, and the statistical data indicate that the application positively affects learning. An interactive teaching system based on mobile AR technology is designed and implemented, the case study shows that stimulate students' spatial imagination and learning interest [19]. [20-23] show that AR helps students improve their skills and knowledge in physics, biology, mathematics, art and architectural topics. A large number of empirical studies show that augmented reality technology has great potential and application prospects in learning support and teaching.

C. Advantages of using Augmented Reality in Education

1) Rich interactive means to create mobile learning environment: AR emphasizes the combination of virtual and real, superimposing virtual objects on the real world, which is a supplement to the real world. It allows users to see the real world. For some abstract cognitive knowledge, AR can transform it into specific situations. Different knowledge can shape different situations, so that students can obtain learning knowledge more directly.

Traditional teaching methods are generally divided into two links: classroom teaching and after-school practice. When students encounter difficulties, they often have to understand and digest them by themselves which is also difficult to solve problems in time. Moreover, AR can realize mobile learning and break the restrictions of teaching conditions. Even if not in class, students can immerse themselves in the learning situation again through mobile AR technology. It solves the blind area of understanding caused by the unclear expression of some teachers [24]. Through electronic devices and books, students can learn anytime and anywhere, realizing seamless and continuous mobile learning.

2) Stimulate learning interest and reduce cognitive difficulty: In many university basic courses, there are some knowledge that is difficult to describe in words. For example, engineering drawing of mechanical major and some courses of other majors that require students to carry out spatial imagination. For some students whose space imagination is not strong enough, this undoubtedly hinders their learning. For some students with strong space imagination, even if they can imagine most of them, some details are still unimaginable, which will make students feel frustrated without timely answers. AR technology can directly and vividly express the abstract things in three-dimensional form. Through the combination of virtual and real, it is more conducive to students’ understanding and memory, improves students’ autonomy and reduces the requirements for learners’ cognitive transfer ability. This interactive way greatly improves students' learning participation, meets students' curiosity, and makes learning simple and natural.

3) Deepen immersive learning and strengthen knowledge cognition: In the classroom, teachers should reflect the application scene of knowledge as realistically as possible and be related to the social practice scene of human beings. Mobile AR technology organically combines virtual and real, which makes the cognitive scene closer to the effect carried out outdoors. Compared with traditional teaching resources, the biggest advantage of AR teaching is reflected in the constructed immersive learning environment [25-26]. The three-dimensional immersion teaching created by AR enhances learners’ sense of experience, enables students to learn more quickly, further deepen their cognition of knowledge and achieve in-depth learning.
In the existing literature, some researchers have noted the limitations of AR in the field of education. Traditional AR systems are mostly based on wearable external devices, which are difficult to carry and maintain. Without a well-designed student interface and guidance, AR technology can be too complex to use. The various devices that provide AR applications can cause other technical problems. In this paper, mobile AR is used as the technical support to develop the teaching assistance system for engineering drawing courses. Mobile devices such as mobile phones and tablet computers are used to design and develop the teaching assistance system. Teachers can quickly deploy AR content, which is simple, stable and has high platform support.

III. PROPOSED TEACHING ASSISTANT SYSTEM

A. Overall Design

The teaching assistant system based on mobile AR technology is mainly used to assist teaching. Its purpose is to strengthen students’ imagination of 3D graphics and improve students' thinking conversion ability between 3D space and 2D plane. The system consists of three modules: information input module, fusion display module and information interaction module, as shown in Fig. 1.

![Fig. 1. Overall Design of the Proposed System.](image)

The information input module collects the feature point information of engineering drawings in the real environment through the camera, then processes and matches them to obtain the virtual model information on the server side. The fusion display module tracks the real-world position of virtual model in real-time according to the matching and identified information from information input module, and performs superposition fusion display of real and virtual information. In the human-computer interaction module, the user interacts with the teaching assistant system through interface touch control and can perform operations such as rotation, zooming, section view of parts and explosion diagram display of assembly parts. At the same time, the user can view relevant parts introduction, network reference materials and other expanded information.

B. Development Environment

The system uses Unity3D as the development platform, builds 3D models through SolidWorks software, and uses AR technology to realize the interaction between touch instructions and the 3D model nested in the screen through Vuforia AR Toolkit. The software running system is Android. The specific development platform and tools are shown in Table II.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unity3D</td>
<td>Rendering Interaction and Software Development Platform</td>
</tr>
<tr>
<td>Android NDK</td>
<td>Data Communication between Android and Unity3D</td>
</tr>
<tr>
<td>Vuforia SDK</td>
<td>Software Development Toolkit</td>
</tr>
<tr>
<td>XAMMP</td>
<td>Database</td>
</tr>
<tr>
<td>SolidWorks</td>
<td>3D modeling</td>
</tr>
<tr>
<td>Deep Exploration 6.3</td>
<td>3D model format conversion</td>
</tr>
</tbody>
</table>

C. Development Process

The implementation of the system mainly includes three steps: Creating a database; Objective management; Resource integration and publishing. The system implementation flow is shown in Fig. 2.

![Fig. 2. System Implementation Flow.](image)

1) Create a database.
2) Objective management. Create a 3D model, add and upload identification point data, model data, references and other data to the objective manager.
3) Target enhancement processing. Improve the recognition effect through data enhancement.
4) Setup of the development platform. Importing Vuforia AR Toolkit, model package and special effects package into Unity3D, and setting a series of initial values such as camera direction and lighting system.
5) Unity3D mobile AR development. Write Unity3D camera identification code and C# script for model controlled interaction.
6) Generate mobile application. The Unity3D project is exported as an Android project. The secondary development of mobile APP is carried out in Android Studio include complete the UI design, cache management module and communication module.
D. Implementation of Key System Functions

1) Fusion display function: The 3D modeling software SolidWorks is used to model the display parts. Because of the different recognition formats of each software, the SolidWorks 3D model is converted into .fbx file through DeepExploration software and imported into Unity3D software. Register on Vuforia website, create a cloud database and manage markers. In this system, pictures are used as markers, and the recognized objects of image target are set as 3D models of parts. The image implementation mechanism of Vuforia is completed by detecting the matching of natural feature points on the image. The feature point data of the picture or the image in the target manager is collected and then stored in the database. When the application runs, the feature points of the image are detected in real-time and the feature points of the picture stored in the data center are matched. After identifying the corresponding results, adjust the model size, position and light illumination with the predefined configuration, and then display them on the screen. The recognition effect of the display function is shown in Fig. 3.

2) Rotate, zoom and section function: The zoom is realized by the localScale() function. Firstly, the initial positions oPos1 and oPos2 of the fingers are recorded. When at least one finger moves on the screen, the real-time positions tPos1 and tPos2 of the fingers are checked. Finally, the model is enlarged or reduced by comparing the distance between the starting and ending positions where the fingers stay. The effect of model scaling is shown in Fig. 4, where the aperture represents the finger movement path.

Since section display cannot be directly carried out in Unity3D, it is necessary to set "true/false button assembly" to convert the overall model to the section model by establishing another parallel and independent section 3D model. The effect achieved in section view is shown in Fig. 5.

IV. EXPERIMENTAL DESIGN

In order to verify the influence of the AR teaching assistant system on the teaching effect of mechanical drawing course, 154 undergraduates from Henan Institute of technology were selected as research participants. According to the large class teaching, 154 students were divided into experimental class and control class. The control class adopts the traditional teaching mode. First, the students are required to preview the knowledge before class. During the teaching process, the teachers teach the knowledge through books and PPT, and answer the questions raised by the students. Smart phones are not allowed to be used in the course of class. The experimental class adopts the AR teaching assistant system to carry out teaching activities. The specific steps are knowledge Preview - Teacher Explanation - Deep Learning - Question Answering - Opinion Feedback. First of all, students preview around the knowledge points arranged by teachers in advance. When encountering unimaginable models, they can deepen their understanding with the help of AR teaching assistant system. Teachers use teaching strategies that match technology and content to teach. Then, students enter the deep learning link.
Through the four links of cognition, construction, transfer and application, students can independently understand knowledge, and then solve problems, explain the problems that students haven't digested. Finally, students put forward the deficiencies in the teaching link, so as to promote better teaching improvement next time.

In order to better understand the effect of AR teaching assistant system in the process of mechanical drawing teaching, the teaching effect is analyzed by score analysis and questionnaire survey. At the end of the semester, the teaching effect is judged by analyzing the results of the two classes. Each student in the experimental class is required to fill in a questionnaire. From the two dimensions of learning cognition and product experience, the questionnaire sets up five aspects: exploratory learning, learning interest, User satisfaction, resources abundant degree and students' willingness to use. The questionnaire settings are shown in Table III.

<table>
<thead>
<tr>
<th>Category</th>
<th>Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning cognition</td>
<td>1. Using AR teaching assistant system in the classroom is more conducive to exploratory learning</td>
</tr>
<tr>
<td></td>
<td>2. Using AR teaching assistant system can improve the interest in learning engineering drawing</td>
</tr>
<tr>
<td>User experience</td>
<td>3. The function of AR teaching assistant system meets the teaching requirements</td>
</tr>
<tr>
<td></td>
<td>4. AR teaching assistant system is abundant in teaching resources</td>
</tr>
<tr>
<td></td>
<td>5. I am willing to use AR teaching assistant system to assist learning</td>
</tr>
</tbody>
</table>

V. EXPERIMENT AND RESULT ANALYSIS

A. Practical Application of AR Teaching Assistant System

Through AR technology, image recognition and stereo presentation methods, this system displays stereo effects through 3D modeling, directly converts the plan into 3D objects, and enhances the interactivity in the learning process.

Taking the mechanical drawing course as an example, the application scenario of this system is introduced. Students scan the engineering drawings by opening the App on the mobile phone, and the 3D model of the displayed part is fused on the screen, as shown in Fig. 6. After the mobile phone screen is loaded with the 3D model, even if the camera is moved to other positions, the 3D model can still stay and be displayed, as shown in Fig. 7. On the mobile phone screen, students can rotate, zoom, and section model through gestures. Through 3D display from various angles, students can be helped to analyze and understand the correlation between 2D engineering drawings and 3D entities model, thus improving the learning effect.

In the process of classroom theoretical teaching, by setting specific identification pictures, the virtual 3D model is superimposed on the real teaching scene, and various parts and mechanisms are presented in front of students. Let the students observe the movement process of the 3D structure or principle of the mechanism from a close and all-around angle to deepen their understanding of the textbook knowledge.

B. Teaching Effectiveness Analysis

The teaching effect of mechanical drawing course in the spring semester of 2020-2021 school year is shown in Table IV. There are 78 people in the control class and 76 people in the experimental class. The control class adopts the traditional paper teaching mode, while the experimental class adopts the AR assisted teaching system. Comparing the final examination results of the two classes, the average score of the experimental class is 84.24, and the pass rate is 100%, which is better than that of the control class. The Standard deviation of the experimental class is 9.17, which is less than 15.31 of the control class, indicating that the distribution of students' score is more concentrated. Through the statistical analysis of teaching effect, it can be concluded that after using AR assisted teaching, the results of students in the experimental class are better than those in the control class. Through the questionnaire survey, we know the students' recognition of AR assisted teaching, and most students are satisfied. Most of the gains of students focus on the enhancement of autonomous learning ability, the deepening of classroom participation, the solid mastery of knowledge, the improvement of problem-solving ability and so on. From students' feedback, it can be found that students have high recognition of AR assisted teaching mode.
TABLE IV. TEACHING EFFECT OF AR ASSISTED TEACHING

<table>
<thead>
<tr>
<th>Group</th>
<th>Fractional segment (Grade)</th>
<th>Average score</th>
<th>Pass rate</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[100-90]</td>
<td>(90-80)</td>
<td>(80-70)</td>
<td>(70-60)</td>
</tr>
<tr>
<td>Experimental Class (76 students)</td>
<td>27</td>
<td>35.5%</td>
<td>27</td>
<td>35.5%</td>
</tr>
<tr>
<td>Control Class (78 students)</td>
<td>5</td>
<td>6.4%</td>
<td>22</td>
<td>28.2%</td>
</tr>
</tbody>
</table>

TABLE V. DATA ANALYSIS OF CURRICULUM SATISFACTION QUESTIONNAIRE

<table>
<thead>
<tr>
<th>Questionnaire Evaluation</th>
<th>Very satisfied</th>
<th>Generally satisfied</th>
<th>Dissatisfied</th>
<th>Very dissatisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Using AR teaching assistant system in the classroom is more conducive to exploratory learning</td>
<td>42</td>
<td>21</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>2. Using AR teaching assistant system can improve the interest in learning engineering drawing</td>
<td>40</td>
<td>24</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>3. The function of AR teaching assistant system meets the teaching requirements</td>
<td>44</td>
<td>24</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>4. AR teaching assistant system is abundant in teaching resources</td>
<td>34</td>
<td>25</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>5. I am willing to use AR teaching assistant system to assist learning</td>
<td>46</td>
<td>22</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

After the examination, a questionnaire was distributed to the students in the experimental class. See Table III for questions 1-5 in the questionnaire. For the five questions in the questionnaire, students can choose four grades: very satisfied, generally satisfied, dissatisfied and very dissatisfied. A total of 76 questionnaires were distributed, and 76 were recovered, with a recovery rate of 100%. After inspection and verification, 76 valid questionnaires were found, with an effective rate of 100%. The statistical results of the questionnaire are shown in Table V. In terms of improving exploratory learning ability, 42 students expressed very satisfied and 21 students were generally satisfied, while only 8 and 5 students chose dissatisfied and very dissatisfied respectively. It shows that students agree that AR teaching assistant system can improve their exploratory learning ability. Similarly, it has been highly evaluated in improving learning interest, satisfaction with the system and usability. However, the richness of software models is slightly lower. Some students believe that the models and resources in courseware and after-school exercises need to be further improved. For more intuitive data analysis, convert the table into a chart, add the very satisfied and generally satisfied people to calculate the comprehensive satisfaction percentage, add the dissatisfied and very dissatisfied people to obtain the comprehensive dissatisfaction percentage, and draw the questionnaire statistical analysis results chart as shown in Fig. 8. It is obvious from Fig. 8 that the AR teaching assistant system has been recognized by most of the students in the experimental class.
In the process of questionnaire survey, the author also interviewed the teachers. The instructor said that most students had not been exposed to AR before the experiment, but thanks to the popularity of smart electronic devices such as smartphones, students' information literacy was relatively high, so the installation and use of teaching assistance system were relatively smooth. By using the assistant learning system, students can understand knowledge more easily, their interest and confidence in learning have been improved, the frequency and efficiency of classroom teaching interaction have become higher, and the teaching quality has been significantly improved compared with the traditional teaching mode.

C. Influence of AR on Engineering Drawing Teaching

Contemporary college students have many new characteristics. As a generation growing up in the digital environment, they can skillfully use electronic products and have a strong curiosity about new things. As a popular field in recent years, AR technology is introduced into teaching to create mobile learning environment and more opportunities for autonomous learning for students. It will also arouse students' interest, make students understand knowledge more easily and learn happily.

Integrating AR technology into some courses with higher learning difficulties will make students' learning easier and make the classroom more efficient. From another point of view, it will also reduce teachers' teaching pressure and make teachers easy to teach. The setting of every model and scene in augmented reality is carefully considered by teachers, which has certain demonstration, typicality and guidance. Students can study anytime and anywhere, reducing the disadvantages of being unable to concentrate on their study caused by external conditions. Compared with traditional learning methods, under the same time investment cost, students using AR technology assisted learning can immerse themselves in deep learning faster, so as to achieve better learning effect.

In the future, AR assisted instruction technology can be further extended to the process of experimental teaching. Due to the lack of experimental resources, colleges and universities have limited laboratory opening time, places and number of experiments which leads to the unsatisfactory effect of students' hands-on operation. Some mechanical equipment is expensive and dangerous, so it cannot be carried out in reality. Using AR technology can carry out some experiments that cannot be realized or dangerous in the real environment to solve this problem. AR technology is used to convert the required experimental equipment and instruments into digital models, import and create a virtual database, and realize virtual simulation experiment operation, which can provide students with a more flexible experimental environment and course arrangement while reducing consumables and maintenance costs. Moreover, through virtual operation, students can more accurately understand the experimental principle and content, and carry out design experiments to realize the differentiated cultivation of students, so as to implement the educational concept of "student-centered".

VI. CONCLUSION

AR technology can realize the superposition and supplement of virtual enhancement information and real scene information, which provides a new way for the current mechanical course teaching and development. In view of the strong practicality of mechanical courses, the traditional teaching method is too simple, and it is difficult for students to establish stereoscopic impression. A mechanical course teaching assistant system based on mobile AR technology is designed and developed. Through the integration of AR technology and traditional paper teaching materials, the 3D visualization and interactive operation of parts and mechanisms in teaching materials are realized to achieve the purpose of diversity and efficient course teaching.

According to the experimental results and questionnaire analysis, the proposed system has a beneficial impact on students' learning effect and learning motivation. The academic performance of the experimental class is significantly higher than that of the control class. Because the AR based teaching method is more likely to improve students' attention and interest, the questionnaire results show that students are more satisfied with the AR teaching method and expect to have a more functional and perfect software system. The above results show that introducing AR technology into mechanical course can make up for students' lack of practical exercise. Through the combination of AR technology and mechanical course teaching, students can better understand and master the principle of mechanical structure, manufacturing and assembly process, use and operation, and promote the cognition of spatial relationships based on visualization. This teaching method can stimulate students' learning enthusiasm and improve innovative ability and engineering consciousness.

Information technology has a revolutionary influence on the development of education, has become a new wave of educational reform, and provides new ideas for the further development of teaching and learning. This paper is a practical exploration of the application of AR in the field of education. The mobile learning mode based on AR technology has the advantages of interactivity, mobility and sharing that traditional learning does not have. The auxiliary mobile learning platform based on AR technology still has a lot of development space. In the next step, it can be studied and developed in multi-disciplinary and interactive functions.
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Abstract—The increased volume of data due to advancements in the internet and relevant technology makes text classification of text documents a popular demand. Providing better representations of the feature vector by setting appropriate term weight values using supervised term weighting schemes improves classification performance in classifying text documents. A state-of-the-art term weighting scheme MONO with variants TF-MONO and SRTF-MONO improves text classification considering the values of non-occurrences. However, the MONO strategy suffers setbacks in weighting terms with non-uniformity values in its term's interclass distinguishing power. In this study, extended max-occurrence with normalized non-occurrence (EMONO) with variants TF-EMONO and SRTF-EMONO are proposed where EMO value is determined as MO interclass extensions as improvements to address its problematic weighting behavior of MONO as it neglected the utilization of the occurrence of the classes with short-distance document frequency in non-uniformity values. The proposed schemes' classification performance is compared with the MONO variants on the Reuters-21578 dataset with the KNN classifier. Chi-square-max was used to conduct experiments in different feature sizes using micro-F1 and macro-F1. The results of the experiments explicitly showed that the proposed EMONO outperforms the variants of MONO strategy in all feature sizes with an EMO parameter value of 2 sets number of classes in MO extension. However, the SRTF-EMONO showed better performance with Micro-F1 scores of 94.85% and 95.19% for smallest to largest feature size, respectively. Moreover, this study also emphasized the significance of interclass document frequency values in improving text classification aside from non-occurrence values in term weighting schemes.
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I. INTRODUCTION

As the volume of data has dramatically increased in the digital environment due to rapid advances in the internet and developing technology, many researchers focus on the data organization, data retrieval, and data mining. One widely used technology mentioned above is text classification [1]. Text classification (TC) labels text documents with categories from predefined classes according to their content. Spam SMS and email filtering [2][3][4], author recognition [5][6], classification in clinical text and medical documents [7][8][9], sentiment analysis [10][11], and short text classification[12][13][14] are topics in research under the different subdomains of TC in literature.

In TC, modeling in the feature vector space used Bag-Of-Words (BOW) [14], which extracts unique words representing the text document in the collection. The machine learning algorithm assigns documents to predefined classes. The VSM numerical feature vector represents each document with significant weights thru Term Weighting Scheme (TWS). TWS plays a vital role as it directly affects the classifying performance and simplifies the classifier's jobs. Three factors comprise the TWS for TC: term frequency factor (TFF), collection frequency factor (CFF), and length normalization factor (LNF). The TFF refers to the ratio of the number a term occurs [15][16][17], while the CFF [1] refers to the ratio of the information of the specific term to each document in a text collection. The LNF is used to normalize text collection containing different document lengths. TWS is categorized into two: supervised (STWS) and unsupervised (UTWS) Term Weighting Scheme [18][19]. STWS includes the class information in the weighting process, while UTWS ignores class information in setting weights to terms. Currently, STWS is preferred to use as it outperforms previous weighting strategies [20]. Its latest state-of-the-art is the SRTF-MONO, a variant of the MONO strategy [21] that added value to the non-occurrence of a term in stressing weights.

However, the MONO strategy suffers setbacks in weighting terms with non-uniformity values in its class document frequency such as (1) a case of giving equal values to MONOLocal leads to equal MONOGlobal weights containing different max-occurrence and non-occurrence; (2) the occurrences of interclass distinguishing power of a term proven in literature [22] [23] to give good term weighting ability leading successful classifying performance is neglected as it focused more class’ document frequency for non-occurrence members.

The motivation of this study is to address the issue of MONO in its problematic weighting behavior to terms. In generating max-occurrence, the standard MONO formula neglects the utilization of the occurrence of the classes with short-distance document frequency in non-uniformity values.
These occurrences are the concentration of values representing the interclass distinguishing power essential in improving classification performance in STWS. The top classes with higher class occurrences could affect the belongingness of a document and should not be treated as non-occurrences. Thus, this study aims to enhance MONO by extending the max-occurrence group to cater to succeeding classes with higher document frequency values to set its real class distinguishing power of a term; and employing normalization to the non-occurrences to address the imbalanced distribution of the document frequency of classes.

The remaining parts of the paper are ordered as follows. The literature review that introduces several TWS and examines the state-of-the-art MONO strategy is presented in Section 2. The enhancement and required data, techniques, and evaluation are presented in Section 3. In Section 4, we present the results and discussion of the study. Finally, in Section 6, we conclude and recommend developing this study in text classification subdomains.

II. LITERATURE REVIEW

A. Schemes on Assigning Weights to Terms

First, Term Frequency – Inverse Document Frequency (TF-IDF), a TWS, topped the list in chronological order on research related to assigning weights to terms [24]. The IDF is one of the pioneering strategies in setting weights to terms adapted from the studies in the area of information retrieval used in text classification task proposed by Karen Spärck Jones, implied that the assigning of weights to terms should take place under the collection frequency factor (IDF) to utilize the terms effectively. This collection frequency factor is adapted to join with term frequency (TF). As an improvement in TWS for TC, Deisy et al. modified the IDF called MIDF and successfully outperformed Weighted IDF and TF-IDF [25]. The results revealed computation of MIDF is characteristically easier, and there was an improved TC performance compared with the other term weighting schemes. Sabbah et al. proposed several TWS as TF-IDF’s modification (mTFmIDF, mTF, TFmIDF, and mTFIDF) which are developed with improved results than standard TF, TF-IDF, and Entropy. They also substantiated the importance of employing ELM, NB, SVM, and KNN classifiers with popular text corpora. In another study, Debole and Sebastiani proposed several term weighting strategies, namely TF-GR, TF-IG, and TF-CHI, based on feature selection methods named Gain Ratio, Information Gain, and Chi-Square [26]. The study commenced the idea of adding the class information in weighting to terms in TC, which was later called supervised term weighting schemes (STWS). The strategy improved the classifying performance compared to the previously mentioned and traditional TWS.

A novel collection frequency factor under the STWS category, introduced by Lan et al., namely TF-RF based on relevance frequency [27]. TF-RF focused terms in its terms’ class distribution considering the positive and negative ratio. This new TWS showed an improved performance than Binary, TF, and TF-IDF (unsupervised TWS) and TF-IG, TF-CHI2, and TF-LogOR (supervised TWS). Another term weighting method derived from TF-RF, namely LogTFRFmax strategy proposed by Xuan and Le Quang for TC [28]. They showed that TF-RF’s classification accuracy could be increased by combining reduced TF values with RF. Liu et al. introduced a TWS intended for unbalanced text datasets, namely TF-PB [29]. TF-PB is derived using the term’s interclass and intraclass distribution. They showed that classification accuracy could be increased by utilizing information on a term’s inner-class distribution from unbalanced text datasets. Log-TFTRR introduced by Ko is derived from class distribution by using the negative and positive class probabilities of terms [30]. Log TF-TRR showed better performance than (TF-CHL, TF-RF) over the use collection of text data such as Korean UseNet, Reuters-21578, and 20-Newsgroups.

A study called Positive Impact Factor (PIF) introduced by Emmanuel et al. showed better TC performance concerning computing time and classification accuracy upon experiments on Classic3 text collection [31]. Altınçay and Erenel investigated previously proposed and most-used TWS for TC [32]. They discovered that the ratios and term occurrence probabilities are the reasons for relative performance differences in giving weights to terms. A new collection frequency factor introduced by Altınçay and Erenel in another study derived from the logarithm of term frequencies [33]. They showed that the lesser term frequency values bore better classification performance combined with their proposed term weighting scheme. They also indicated that the distribution of TF in the collection of the text suggests the usable form of the TF factor.

Another related study, a proposed method by Cai et al. in tagging systems wherein it modeled the resource along with the user’s profile, indicating the utilization of normalized form of term frequency [34]. Badawi and Altınçay introduced another study implemented for binary text classification using a termset weighting strategy [35]. They wanted to prove using the bag-of-words approach as an effective method. They showed that their process produces document vectors successful for TC. Later, they introduced new cardinality statistic-based TWS [36]. Two collection frequency factors integrated with Bag-of-Words (BOW) were used in this new term weighting strategy. They emphasized the success of text classification performances in setting weights to terms generated by the standard BOW approach can be increased with n-term setting its values to n = 2, 3, 4.

In another study, a term weighting scheme adapted from information of the term’s document was introduced by Ren and Sohrab. [37]. They showed that TF-IDF-ICSDF outperforms five previous TWS (TF-CC, TF-IDF, TF-PB, TF-OR, and TF-RF) on 20 Newsgroups, RCV1-v2, and Reuters-21578 with Centroid, SVM, and NB classifiers. Escalante et al. used genetic programming to improve TWS [38]. They stated that genetic programming aims to acquire which combination of units makes greater discriminative TWS. They showed that genetic programming generated superior classification results than latest and popular strategy on assigning weight to terms. A new collection frequency factor for TWS introduced by Chen et al. named Inverse Gravity Moment (IGM) adapted from a statistical model [22]. IGM has two variants, namely TF-IGM and SRTF-IGM. They
stated that the adequate distinguishing power is taken from the information of the interclass distribution of the documents. They showed that IGM performed better classification than the 5 TWS (RF, CHI2, Prob, ICSDF, IDF) using KNN and SVM classification algorithm on the popular text corpora (20-Newsgroups, TanCorp, and Reuters-21578). Dogan et al. improved the IGM by reorganizing the IGM formula to address similar values given to different term weights [23]. The improvement in the IGM provides better classification results than the standard IGM. Sabbah et al. implemented a hybridized term weighting strategy for terrorism activity detection in texts [39] by creating a set of features from the combination of small feature subsets taken from TF, IDF, TF-IDF, Entropy, and Glasgow TWS. They also indicated that the successful text classification could be improved by utilizing small sets of features representing the most significant terms inside the text.

With all the previous and successfully introduced supervised TWS, the concept is always the involvement of the available class information. In contrast, another collection frequency factor STWS presented by Dogan et al., called max-occurrence and non-occurrence (MONO) [21], added the value of non-occurrence or the absence of a term in the distribution of terms in the documents on each class upon stressing weights. MONO comes with two variants, TF and SRTF (the squared root of TF). SRTF-MONO variant outperforms the classification performance of the previous STW using the news dataset.

B. Assigning Weight to Terms using MONO Strategy

The standard MONO term weighting scheme [21] according to Dogan et al.

1) Assume that the document frequency df of a term $t_i$ or $d_{t_i}$ from the $j$ classes of a text collection is shown in (1). The $d_{t_i}$ collection is sorted in descending order. The head of the left has the highest value, and the tail in the right has the lowest as shown in (2).

2) The sorted $d_{t_i}$ is divided into two groups; one has the highest class $d_{t_i}$ values and the other for the rest of the classes. Groups are categorized into two the max-occurrence (MO) ratio group and the non-occurrence (NO) ratio group as shown in (3).

3) $MO_{t_i}$ value, corresponds the ratio between total document frequencies and the total number of documents available on the class with maximum occurring $t_i$. After calculating the $MO_{t_i}$ value, the $NO_{t_i}$ value is calculated as shown in (4). $NO_{t_i}$ value is calculated on classes excluded from $MO_{t_i}$ calculation. The value is computed from the ratio between the quantity of document frequencies and the total number of the documents of the class within the NO ratio group.

4) In order to obtain the $MONO_{Local}$ weights of a term the MO and NO is multiplied as shown in (5).

5) Finally, $MONO_{Global}$ weight of term $t_i$ is calculated as shown in (6). In the aforementioned equation in (6), $\alpha$ parameter is presented. The purpose of $\alpha$ is to set balance to weights to global values in the weighting stage where values ranges from 5.0 to 9.0 and 7.0 as its default.

6) The two TWS based upon $MONO_{Global}$ collection frequency factor are shown in (7). The $SRTF(t_i, d_k)$ is squared root of $TF$ values of the term $t_i$ in text document $d_k$.

$$d_{t_i} = \{d_{t_1, d_{t_2, d_{t_3, ... d_{t_{i-1}, d_{t_j}}}}}}$$  

$$\text{sorted } d_{t_i} = \{d_{t_3, d_{t_4, ... d_{t_j, d_{t_{i-1}}}}}}$$  

$$\frac{C_{t_i, \max}}{eq} \mid \frac{C_{t_3, d_{t_4, ... d_{t_j, d_{t_{i-1}}}}}}{eq} \equiv \left\{ \begin{array}{ll} \frac{MO}{eq} \mid \frac{NO}{eq} \end{array} \right\}$$  

$$MO_{t_i} = \frac{d_{t_i, \max}}{d_{total(t_i, \max)}}$$  

$$NO_{t_i} = \frac{d_{t_i}}{d_{total(t_i)}}$$  

$$MONO_{Local}(t_i) = \frac{d_{t_i, \max}}{d_{total(t_i, \max)}} \times \frac{d_{t_i}}{d_{total(t_i)}}$$  

$$MONO_{Global}(t_i) = \left[ 1 + \alpha \times MONO_{Local}(t_i) \right]$$  

$$TF - MONO = TF(t_i, d_k) \times [MONO_{Global}(t_i)]$$  

$$SRTF - MONO = SRTF(t_i, d_k) \times [MONO_{Global}(t_i)]$$  

C. Empirical Observations of Issues in MONO Local and Global Weights

This subsection illustrates empirical observations on weighting terms using standard MONO strategy.

Assume that there exist three terms $(t_k, t_5, t_6)$ where the frequencies of its documents in four classes are $\{100, 60, 0, 0\}$, $\{200, 40, 10, 10\}$, and $\{100, 55, 5, 0\}$ respectively. Then, assume that the entire documents of each class are uneven, which are 200, 300, 400, and 500, respectively. The standard $MONO_{Local}$ and $MONO_{Global}$ produced similar values in this scenario.

Supervised TWS considers intraclass and interclass distinguishing essential factors in specifying weights to terms [40]. Intraclass within a specific class, while interclass in multiple classes. MO represents intra-class and NO as the interclass. However, the existing interclass is not utilized because NO neglects actual interclass existence values and obtains non-existence. Class information improves classification [27], such as TF-CHI [26] [41] considers the term’s intraclass distribution. Moreover, the used of interclass [22][23] outperforms the previous TWS in classification performance. Terms $(t_4,t_6)$ using MONO ignore interclass occurrence as it selects one member of a MO group and the rest to NO group even to other classes containing higher class-document frequency. It failed to fully represent the distinguishing power of a term as it assigns equal scores, as shown in Table I in its weights.
TABLE I. RESULTS OF THE CASE SCENARIO

<table>
<thead>
<tr>
<th>Terms</th>
<th>Document Frequencies</th>
<th>No. of documents in every class</th>
<th>MO</th>
<th>NO</th>
<th>MONO Local</th>
<th>MONO Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₁</td>
<td>(100, 60, 0, 0)</td>
<td>(200, 300, 400, 500)</td>
<td>0.5</td>
<td>0.95</td>
<td>0.475</td>
<td>4.325</td>
</tr>
<tr>
<td>t₂</td>
<td>(100, 40, 10, 10)</td>
<td>(200, 300, 400, 500)</td>
<td>0.5</td>
<td>0.95</td>
<td>0.475</td>
<td>4.325</td>
</tr>
<tr>
<td>t₃</td>
<td>(100, 55, 5, 0)</td>
<td>(200, 300, 400, 500)</td>
<td>0.5</td>
<td>0.95</td>
<td>0.475</td>
<td>4.325</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

The enhancement of MONO strategy is categorized into two major processes. The extended max-occurrence and non-occurrence normalization is shown in Fig. 1.

MO computation selects only a single class with the highest document frequency values, previously shown in (3). In the modification, extended max-occurrence (EMO) is proposed to cater to interclass occurrence values essential for supervised term weighting schemes. EMO refers to the number of class members of the MO group comprising the ratio of the number of documents in a class where the term mostly occurs and its total number of documents in that class. In the j classes in (1), assume that \( EMO = 2 \) where 1 < \( EMO < d_{ij} \) then MO group covers \( d_{i1} \) and \( d_{i2} \) representing ratios as shown in (8), \( EMO_{t_i} \) calculates the new value of the weight of a term as shown in (9). In non-occurrence normalization, the original NO formula in (4) is modified. As the EMO is extended, NO members are reduced. With \( EMO = 2 \) then each NO member is individually calculated in percentage and normalized as shown in (10). The rest of the formulas for assigning weight to a term using the EMONO is shown in (11) for local weights and (12) for global weights on different variants.

\[
\text{sorted}_{df_{t_i}} = \left\{ \frac{MO}{d_{i3}, d_{i4}, \ldots, d_{ij}, d_{ij-1}} \right\} \quad (8)
\]

\[
EMO_{t_i} = \frac{MO_{t_i1} + MO_{t_i2}}{D_{total}^{MO_{t_i1}} + D_{total}^{MO_{t_i2}}} \quad (9)
\]

\[
\text{Normalized}_{NO_{t_i}} = \frac{NO_{t_i1} + NO_{t_i2}}{200} \quad (10)
\]

\[
EMONO_{Local}(t_i) = EMO_{t_i} \times \text{Normalized}_{NO_{t_i}}
\]

\[
EMONO_{Global}(t_i) = [1 + \alpha \times EMONO_{Local}(t_i)]
\]

\[
SRTF - \text{EMONO} = SRTF(t_i, d_k) \times [EMONO_{Global}(t_i)]
\]

Fig. 1. Framework of the Study.
A. Dataset

Reuters-21578 is the benchmark dataset utilized in this study. It is one of the most popular unbalanced datasets preferred for text classification. Training and testing of data are taken from the Reuters-ModApte split, which is its segmentation for the experiments’ training and testing. Due to removing the multi-labeled from the reading text in this dataset, the texts ‘wheat’ and ‘corn’ classes are emptied. There are a total of 7,215 documents with eight categories: earn (3735), acq (2124), money-fx (354), grain (45), crude (259), trade (332), interest (211), and ship (155).

B. Pre-Processing

In preparing the dataset, the following are the preprocessing methods [21] applied to the documents: conversion to lowerscases, removing stop-words, alphabetic tokenization, Porter Stemming [42], and eliminating of seldom occurring terms (retain words occur more than one time).

C. Feature Selection

A feature selection method is preferred to manifest the proposed improvements’ performance in a text classification dealing with high dimensionality. A standard statistical metric named chi-square max is used to obtain a selected number of features for this experiment. The total number for observations is 7,215 and the highest feature extracted is 9,237. The term weighting schemes are tested with top terms sorted in descending order and scored using the employed feature selection method [100, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, and 9237] terms scored and sorted.

D. Learning Algorithm

The well-known and most used classification algorithm K-Nearest Neighbor (KNN) is employed in this study to classify documents from the benchmark Reuters-21578 dataset. Aside from its simplicity, it is generally utilized for performing text classification in literature [43][44].

E. Performance Evaluation

The text classification performance of this study was evaluated using micro-F1 and macro-F1 scores. Precision and Recall in (13) used to derived F1 scores preferred to use for uneven distribution of documents in the classes of multiclass text classification as shown in (14).

\[
\text{Precision}_{ck} = \frac{TP_{ck}}{TP_{ck} + FP_{ck}}\quad \text{Recall}_{ck} = \frac{TP_{ck}}{TP_{ck} + FN_{ck}}\quad F1_{ck} = \frac{2 \times \text{Precision}_{ck} \times \text{Recall}_{ck}}{\text{Precision}_{ck} + \text{Recall}_{ck}}
\]

(13)

IV. Result and Discussion

The results of the performance of the MONO and the proposed modification were analyzed in this section, along with the use of the classification algorithm KNN on Reuters-21578 corpus with all alpha values set to 6.0. The boldface values correspond to the highest F1 values in each micro and macro score. Table II shows the new local, and global weights generated using the proposed EMONO on case scenario with problematic weights mentioned in Table II.

Table III shows the classification performance of the proposed EMONO combined with term frequency on 1,000 and 9237 feature sizes. As EMO value implies the number of classes in MO extension, in 1000 features, EMO values 2, 3, and 4 have 0.927815207 as the highest scores for micro-F1, and only in the EMO value of 2 has 0.880240879 as the highest value for macro-F1. The proposed EMONO combined with the squared root of TF’s EMO value of 2 has the highest obtained scores for micro-F1 and macro F1 with 0.948508181 and 0.893171284, respectively. In TF-EMONO 9237 features, the EMO value of 3 got the maximum micro-F1 score of 0.918671800 as the highest score, and the EMO value of 2 has 0.860379651 as the highest value for macro-F1. On the other hand, the classification performance of the proposed EMONO combined with the squared root of term frequency EMO value of 4 has the highest obtained scores of 0.957170356 and 0.909860837 micro-F1 to macro-F1, respectively.

The comparative results of the classification performance of the original MONO and proposed EMONO combined with TF and squared root of TF with 2 as the successful EMO value is shown in Table IV. The table shows that EMONO combined with both TF and SRTF have greater values than the original MONO strategy in micro-F1 and macro-F1. It is explicit that the proposed EMONO generally outperformed the original MONO strategy in all indicated feature sizes shown in the table.

Fig. 2 shows the classification performance of micro-F1 and macro-F1 in plot graph. The overall performance of the proposed EMONO is superior when combined with TF and squared root of TF explicitly shown in the plot graph.

### Table II. EMONO Weights on Issues in Local and Global Weights

<table>
<thead>
<tr>
<th>Terms</th>
<th>Document Frequencies</th>
<th>No. of documents in every class</th>
<th>Extended MO</th>
<th>Normalized NO</th>
<th>EMONO Local</th>
<th>EMONO Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_1</td>
<td>(100, 60, 0, 0)</td>
<td>(200, 300, 400, 500)</td>
<td>0.32</td>
<td>1</td>
<td>0.32</td>
<td>3.24</td>
</tr>
<tr>
<td>t_2</td>
<td>(100, 40, 10, 10)</td>
<td>(200, 300, 400, 500)</td>
<td>0.28</td>
<td>0.9775</td>
<td>0.2737</td>
<td>2.9159</td>
</tr>
<tr>
<td>t_3</td>
<td>(100, 55, 5, 0)</td>
<td>(200, 300, 400, 500)</td>
<td>0.31</td>
<td>0.99375</td>
<td>0.3080625</td>
<td>3.1564375</td>
</tr>
</tbody>
</table>
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TABLE III. MODIFIED MONO ON MINIMUM AND MAXIMUM FEATURE SIZES

<table>
<thead>
<tr>
<th>EMO</th>
<th>TF-EMONO 1,000 Features</th>
<th>SRTF-EMONO 1,000 Features</th>
<th>TF-EMONO 9,237 Features</th>
<th>SRTF-EMONO 9,237 Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>micro-F1</td>
<td>macro-F1</td>
<td>micro-F1</td>
<td>macro-F1</td>
</tr>
<tr>
<td>2</td>
<td>0.927815207</td>
<td>0.880240879</td>
<td>0.948508181</td>
<td>0.893171284</td>
</tr>
<tr>
<td>3</td>
<td>0.927815207</td>
<td>0.861238997</td>
<td>0.941289702</td>
<td>0.882265425</td>
</tr>
<tr>
<td>4</td>
<td>0.927815207</td>
<td>0.861238997</td>
<td>0.942252166</td>
<td>0.888250757</td>
</tr>
<tr>
<td>5</td>
<td>0.918190568</td>
<td>0.845061943</td>
<td>0.93647382</td>
<td>0.87349059</td>
</tr>
<tr>
<td>6</td>
<td>0.920596728</td>
<td>0.845835989</td>
<td>0.935154918</td>
<td>0.869062724</td>
</tr>
<tr>
<td>7</td>
<td>0.914821944</td>
<td>0.824183935</td>
<td>0.934552454</td>
<td>0.848188784</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARATIVE RESULTS OF MONO AND MODIFIED

<table>
<thead>
<tr>
<th>No. of Features</th>
<th>micro-F1</th>
<th>macro-F1</th>
<th>micro-F1</th>
<th>macro-F1</th>
<th>micro-F1</th>
<th>macro-F1</th>
<th>micro-F1</th>
<th>macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-MONO</td>
<td>TF-EMONO</td>
<td>SRTF-MONO</td>
<td>SRTF-EMONO</td>
<td>TF-MONO</td>
<td>TF-EMONO</td>
<td>SRTF-MONO</td>
<td>SRTF-EMONO</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.9095</td>
<td>0.9278</td>
<td>0.9365</td>
<td>0.9485</td>
<td>0.7952</td>
<td>0.8802</td>
<td>0.8749</td>
<td>0.8932</td>
</tr>
<tr>
<td>2000</td>
<td>0.9100</td>
<td>0.9211</td>
<td>0.9355</td>
<td>0.9398</td>
<td>0.7964</td>
<td>0.8650</td>
<td>0.8594</td>
<td>0.8696</td>
</tr>
<tr>
<td>3000</td>
<td>0.9076</td>
<td>0.9196</td>
<td>0.9346</td>
<td>0.9413</td>
<td>0.8038</td>
<td>0.8794</td>
<td>0.8702</td>
<td>0.8727</td>
</tr>
<tr>
<td>4000</td>
<td>0.9038</td>
<td>0.9153</td>
<td>0.9418</td>
<td>0.9442</td>
<td>0.7971</td>
<td>0.8703</td>
<td>0.8808</td>
<td>0.8856</td>
</tr>
<tr>
<td>5000</td>
<td>0.9033</td>
<td>0.9110</td>
<td>0.9403</td>
<td>0.9485</td>
<td>0.8031</td>
<td>0.8627</td>
<td>0.8808</td>
<td>0.8932</td>
</tr>
<tr>
<td>6000</td>
<td>0.8985</td>
<td>0.9086</td>
<td>0.9398</td>
<td>0.9514</td>
<td>0.8028</td>
<td>0.8624</td>
<td>0.8816</td>
<td>0.8985</td>
</tr>
<tr>
<td>7000</td>
<td>0.9023</td>
<td>0.9090</td>
<td>0.9437</td>
<td>0.9514</td>
<td>0.8104</td>
<td>0.8615</td>
<td>0.8891</td>
<td>0.9002</td>
</tr>
<tr>
<td>8000</td>
<td>0.9038</td>
<td>0.9100</td>
<td>0.9480</td>
<td>0.9519</td>
<td>0.8109</td>
<td>0.8619</td>
<td>0.8942</td>
<td>0.8966</td>
</tr>
<tr>
<td>9000</td>
<td>0.9076</td>
<td>0.9095</td>
<td>0.9471</td>
<td>0.9524</td>
<td>0.8121</td>
<td>0.8600</td>
<td>0.8934</td>
<td>0.8984</td>
</tr>
<tr>
<td>9237</td>
<td>0.9081</td>
<td>0.9105</td>
<td>0.9480</td>
<td>0.9519</td>
<td>0.8123</td>
<td>0.8604</td>
<td>0.8954</td>
<td>0.8982</td>
</tr>
</tbody>
</table>

Fig. 2. Micro-F1 Acquired from 4 TWS on Reuters-21578 Dataset using KNN (k=5) with EMO=2.

V. CONCLUSION AND RECOMMENDATION

In this study, behavior on how the original MONO strategy assigned a weight to terms was comprehensively analyzed. Two new variants of the EMONO, namely TF-EMONO and SRTF-EMONO, are proposed. The MONO modifications employed in the study are the EMO parameter’s utilization and the normalization of the non-occurrences. EMO parameter sets classes to cover in generating max-occurrence extension, and the normalization is utilized for class imbalance. The results of the experiments explicitly showed that the proposed improvement outperforms the variants of the original MONO strategy in all feature sizes with an EMO parameter value of 2 sets number of classes in MO extension. Even though there are feature sizes in which EMONO has a slight increase of micro-F1 and macro-F1, the increase is consistent and gradual in all features with a selected EMO value. However, the SRTF-EMONO showed better performance with Micro-F1 scores of 94.85% and 95.19% for smallest to largest feature size. It can be stated that the proposed EMONO term weighting scheme is superior in classification performance to the original MONO strategy. It is recommended that the proposed EMONO be implemented in text classification. It is also suggested to utilize it in other text classification subdomains.
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Abstract—The implication of the Covid-19 global pandemic is driving the transition of SMEs’ business towards digitalization. However, despite the use of the digital platform, many SMEs are unable to survive. Therefore, this study included a focus on Decision Support System (DSS)-based dashboard model as a new feature in assessing SMEs’ digitalization readiness. The twenty-four criteria appraisals are regarded in this sense as two views of business and Information Technology (IT) dimensions which include the Fuzzy-Analytical Hierarchy Process Method (F-AHP) for the weighting measurement and Objective Matrix (OMAX) for the performance mapping analysis, and both are embedded in the Business Intelligent (BI) dashboard development. In Riau Province, Indonesia, a total of 118 SMEs were interested in this study and fact thus revealed the general performance of SMEs as rated at an “Average” level of index value 4.95 with comprehensive parameters for index contribution viz., 3.79, 3.84, 7.75, 4.68, 4.32, and 5.43 for Business Activity (BA), Transaction (TC), Marketing (MC), Management (MG), Micro Environment (MI) and Macro Environment (MA) respectively. Furthermore, the dashboard prepares a tracking and analysis system with the graphical diagram extracted from each criteria hierarchy’s root cause to sub-criteria. The DSS dashboard’s information and knowledge have been developed into a promotional framework for stakeholders relevant to a digital business’s success and sustainability performance initiatives.
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I. INTRODUCTION

Indonesia and other developing countries provide a historical and significant scale investment of SMEs that influenced the country’s economy, both in numbers of companies, the gross value-added, and the absorption of employees. The transformation of the manufacturing industry in the digital age has led to the development of SMEs that are leading the way in integrating creative technology utilization and digital platforms for product marketing, business transactions, as well as a wide range of quality investment services from top to bottom business [1]. Furthermore, the leverage of the digital business model of performance in SMEs has been seen to have the effect of enhancing overall cross-industry equipment, lowering inventory, workers’ productivity, reducing logistical costs, boosting productivity, reducing production times, and rising sales, and cutting costs [2]. The Ministry of Co-operatives, Small and Medium-sized Enterprises, and the Ministry of Communication, Information Technology, and e-commerce actors launched a program entitled Eight million SMEs Go Online, aiming to foster this digital transformation by creating social and community awareness [3]. Here, several marketplaces and e-commerce sites in Indonesia, such as Lazada, Shopee, MatahariMall.com, BliBli.com, Bukalapak, Tokopedia, and Blanja.com, the founders of successful online companies, are comprised in this program. However, due to the lack of engagement and interest from SMEs and the suffering for the very principle of information exchange by active leaders, the program did not live up to expectations, and therefore, the digital revolution struggles to work.

Previous studies indicated that SMEs’ common obstacles and demand in the revolution stage include human resources and capitalization, competition, marketing strategy, innovation, government actions, preparedness for the state, market demand
potential, innovation and creativity, exports, companies’ resistance, and survival, knowledge of local business, women empowerment, internet and digitalization, currency conversion, manufacturing, trade, and infrastructure [4]. Despite the negative impacts on SMEs’ growth globally, especially in Indonesia, it still offers attractive prospects. Furthermore, the Covid-19 virus outbreak has devastated countries’ economies and has forced the digital revolution to accelerate fully. The number of SMEs influenced by this has attempted to make flexible and digitalize their market growth model to survive. However, digitalization’s success requires full reinforcement from external and internal parties due to the high risk of investment. Peillon and Dubruc (2019) have identified various stumbling blocks to SMEs’ digitalization, including technological hurdles to the accessible entrance of technology and artificial intelligence in promoting the quality and delivery of their business practices and services [5]. Besides this, technological capital and infrastructure adoption are difficult to enforce due to a lack of fund.

Furthermore, it affects essential changes in operational areas such as core business practices, commodities, procedures, organizational structures, managerial concepts, emerging capabilities and skills in management innovation, cultural shock, and analysis of company performance [5] and [6]. More importantly, customers revisiting and stored information becomes a huge burden to reach due to their protection and privacy breaches [7]. In a nutshell, this failure detection encourages further analysis of SMEs’ readiness towards the digital business’s success and sustenance.

Therefore, this study aims at analyzing SMEs’ readiness in the vicinity of digitalization by incorporating ideas and perspective from governments, investors, the marketplace, and SMEs industries through the opportunities for creating a model-driven DSS dashboard. The application of F-AHP and OMAX enriched the DSS dashboard analysis as an information tracking system to assess the degree and parameters of the performance index. Furthermore, this intelligent business tool struggles with the new situation in Indonesia with current challenges and digital transformation issues in the future. The increasing sense of complexity and confusion in decision-making encourages the need for a forecasting process to assist decision-making, planning, analysis, and evaluation. Since model-driven DSS comprises mathematical simulation, the parameters are manipulated and optimized by investigating product analysis’s sensitivity to assist in decision making [8]. This dashboard offers a wide range of digital readiness assessment options, thus providing a service as a new performance measurement tool.

II. LITERATURE REVIEW

Understanding this performance measurement dashboard provides the contribution into the ultimate digital solution as well as market plan, business model, and technology penetration. Many researchers viewed and developed e-readiness tools and approaches from different viewpoints, environments, experiences, people, and objectives [9], and unfortunately, the gap between the concept and performance of e-readiness is inevitable [10]. For example, Beacon [11] and Verdict [12] are unable to guide the organization into recovering and identifying the priority concerns for success, and currently, the General Practitioner Information System (GPIS) and New IT/IS Capability Evaluation (NICE) mechanism are missing out on the involvement of stakeholders rather than recruiting technology consultants for a thorough market review [13]. The Building Information Modeling (BIM) Maturity Matrix is a restrictive tool applicable only to its organizational context and hard to customize. Furthermore, Technology Readiness Levels as company maturity index tool deteriorates in meeting the demands of SMEs sector, and simultaneously, Lou et al. (2019) released an e-readiness construction (ERiC) framework as a promising sustainable instrument for assessing the extent of organizational precaution to shield and bring about a competitive digital economy. Like the previous one, the ERiC framework is explicitly deployed for the United Kingdom Construction Industry (Cf) and case studies [14].

Meanwhile, the deployment of performance measurement tool in environmental quality assessment management is undergoing a significant transformation with the model-driven DSS, including Charkha and Jaju (2020) with the establishment of an Analytical Hierarchical Process (AHP)-DSS for determining the performance of the supply chain in the textile industry [15]. Govindan et al. (2020) created a practical decision support system based on physicians’ knowledge and expertise complemented by a fuzzy inference system to control the supply chain demand [16].

Preliminary studies on SMEs such as Doltsinis et al. (2020) have been attempting to introduce additional information on the TOPSIS-DSS to repurpose manufacturing systems products [17]. A DSS-based fuzzy credit risk evaluation is recently carried out by Chang et al. (2020) using a logistic regression classifier [18]. Furthermore, the finding revealed no consideration of SME e-readiness with the growth of DSS above. There is a limitation in the DSS approaches that encourage a wide variety of crises to benefit from this paradigm’s flexible solutions. In addition, Pandey et al. (2020) reviewed a range of challenges in adopting the DSS tool, including the organizations unable to set appropriate metrics to measure market impact, insufficient information about SMEs context measurement, and lack of oversight accountability executive management [19].

Furthermore, it is crucial to create a comprehensive performance as well as an appropriate metrics system as a framework to support the next generation decision concerning critical organizational goals in the e-readiness of the SME industry. A DSS should have an in-depth research identity of the analytical attribute such as a business intelligence dashboard model to simplify the operational phase of DSS and human cognitive capacities by incorporating graphical user interfaces to attract management engagement. A dashboard feature leads to higher task performance, reduces situation awareness, and nourishing a potential out-of-the-loop problem. In a nutshell, its adoption in this study offers the management decision-makers interactive analytical knowledge and will indeed be able to actively recognize the vulnerabilities SMEs face towards effective and sustained digitalization. In addition, the involvement of multi stakeholders’ perspectives on digital DSS evaluation provides them with monitoring and
surveillance platforms to ensure SME e-readiness achievement and successful acquisition.

III. METHODOLOGY

This study is developed by describing diversity as an instrument that examines SMEs’ digital readiness through documentary research and interviews. Here, scholars asked four academicians from the reference sectors of economics and technology in both domains for their views on proposed digital preparation tools. Government officials and key actors represent the views of true collaborative partners in the creation of SME e-readiness including the Ministry of cooperatives and, SMEs, the Ministry of Communication and Information Technology in the central region of Java, Riau, investors from a telecommunication company, and central banks, marketplaces (Tokopedia and blanja.com), conventional and digital SMEs companies leading the process of ideas for establishing requirements. An unbiased online interview addresses concerns and issues related to digital adoption, Covid-19 results, SMEs’ e-readiness, and factors affecting digitalization as well. For this reason, the suggested digital readiness evaluation criteria are summarized in Table I.

Next, the toponography and technology practice against economic views has developed a conceptual framework that encompasses BA-IT Culture, Education, Financial Resources, and BA-IT Infrastructure for BA construction. TC is enrolled in TC-IT Culture, Education, Financial Resources, and TC-IT Infrastructure. MC-IT Culture, Education, Financial Resources, and MC-IT Infrastructure for MC. MG-IT Culture, Education, Financial Resources, and MG-IT Infrastructure for MG. MI-IT Culture, Education, Financial Resources, and MI-IT Infrastructure for MI. Finally, the ME is reviewed from ME-IT Culture, Education, Financial Resources, and ME-IT Infrastructure. This proposed framework grows into a foundation for designing the instruments. In this sense, two sorts of questionnaires are delivered to capture the respondents’ information and knowledge concerning SMEs’ evaluation. The first review is meant for decision-makers to assign the priority to each criterion and sub-criteria. The questionnaire fits the fuzzy AHP format of a one to nine scale, one just as equally important, three for moderately important, five for strongly important, seven for very strongly important, and nine for extremely important [25]. A panel discussion invited a community of decision-makers from four academies, five government officials, two managers of the central bank and marketplace, three investors, and three representatives from both digital and traditional SMEs to eliminate the language barriers and intervention in interpreting the questionnaires and thus, the weight of the criterion is defined.

Meanwhile, the second review has been conducted as a digital readiness assessment tool, and the questionnaire investigates the level of consensus amongst SME players on the nature of their SMEs’ criteria and sub-criteria. As key players in SMEs business, the respondents are constrained to owner, service, management, operation, marketing, and production team. In this regard, 24 questions with five Linkert-scale were submitted to 118 SMEs in Riau Province and limited to SMEs food companies. The companies were considered as one of Indonesia’s government focuses on creative business development, and they have a low significant impact on the spread of Covid-19 in Indonesia SMEs. Thus, it tends to increase the demand due to panic buying and social distance restrictions.

| Table I. SMEs E-Readiness Criteria |

<table>
<thead>
<tr>
<th>No.</th>
<th>Criteria</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Business activities (BA) - BA is highlighted by production, distribution, and consumer protection activities.</td>
<td>[2] [20]</td>
</tr>
<tr>
<td>2</td>
<td>Transaction (TC) is spelled out as market practices on automated data collection and distribution of innovative manufacturing systems and resources from the text, sounds, and visual images.</td>
<td>[21] [22]</td>
</tr>
<tr>
<td>3</td>
<td>Marketing (MC) is reflected as ideas, products, services, technology, and refining ideas to fulfill the market demand, to determine and satisfy the needs and target market aspirations.</td>
<td>[23] [24]</td>
</tr>
<tr>
<td>4</td>
<td>Management (MG) is the motivation of SMEs to plan, govern, organize, control, maintain, and sustain the business.</td>
<td>[18]</td>
</tr>
<tr>
<td>5</td>
<td>Micro Environment (MI) is defined as internal factors that directly or do not affect the digital readiness of an SME, such as the stakeholder perceptions, marketing systems, productivity, management, operational functions, technology adoption, the market demands, policy/strategy/vision, pricing, and licensing.</td>
<td>[18] [2]</td>
</tr>
<tr>
<td>6</td>
<td>Macro Environment (ME) is characterized as external influencing factors of SMEs, viz. demographic, economic, technology, environmental, political, government support, cultural, and a broader competitor landscape.</td>
<td>[11] [12]</td>
</tr>
</tbody>
</table>

| Table II. Technological Perceives | |

<table>
<thead>
<tr>
<th>No.</th>
<th>Criteria</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IT-Culture is defined as social culture, awareness, knowledge, creativity, attitude, and behavior to emotionally adapt to digitalization, satisfaction, trust, and confidence.</td>
<td>[11][14][8]</td>
</tr>
<tr>
<td>2</td>
<td>IT-Education is specified as the readiness to cultivate hard and soft skills for digital technology adoption, knowledge sharing capability, creativity, and innovation.</td>
<td>[11][14][8]</td>
</tr>
<tr>
<td>3</td>
<td>IT-Financial Resources is set up as SMEs’ financial asset readiness in terms of loans or capital assistance, grants, and resources supported programs through training, seminars, and exhibitions.</td>
<td>[5]</td>
</tr>
<tr>
<td>4</td>
<td>IT-Infrastructure is characterized as SMEs’ readiness concerning the IT infrastructure, hardware, and software to bolster digitalization, time access, and its utilization.</td>
<td>[6]</td>
</tr>
</tbody>
</table>
Furthermore, Covid-19 offers SME food companies a chance to expand through digital transformation and adoption to lower social business interaction. The DSS dashboard system is then applied as a business intelligent model-driven DSS to automate this study’s mechanism, starting with acquiring expert knowledge and team research and ending with a comprehensive review of the e-readiness assessment in survey two. Adopting a hybrid F-AHP and OMAX approach enhanced this DSS dashboard’s capability as an intelligent decision-making tool for SMEs’ e-readiness testing. The application is developed using Hypertext Preprocessor (PHP) and PHPMyAdmin for programming languages and MySQL databases. Blackbox and User Acceptance Testing (UAT) are designed to monitor end-users performance and compliance alongside application development.

A. F-AHP

One of the tests performed on the model-driven DSS is multi-criteria decision making (MCDM), and it has used careful analysis of decision-making processes such as AHP, Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), Weighted Product (WP), Simple Additive Weighting (SAW), Multi-objective optimization based on ratio analysis (MOORA). Among the above approaches, AHP is one of the most widely encountered performance tests of model-driven DSS as a single or hybrid AHP. It is a robust and practical scientific procedure that minimizes terrible decision-making [26].

Furthermore, it optimally advances the amount and contribution of what-if scenarios and their granularity to the consistency of proposed alternatives [27]. In other words, it provides a powerful cascading multi-criteria decision-making tool for aggregate and objective purposes. Tariq et al. (2020) studied its capability to render the classification of unbiased and confidential parameters and aggregate the specified versatility by relative calculation [28], while Okfalisa et al. (2018) and Okfalisa et al. (2021) successfully gave its application approach to encourage and track the organization’s output through the set priority values for Key Performance Indicators (KPIs) [29 and 30]. AHP attempts the preferences more than one of the amazing series selected from one to nine range for scaling based on the perceptions made by the decision-makers [31].

Nonetheless, decision-making practices and rational thinking are hard to pinpoint into a constraint scale and produce victory over language problems in translating the decisions. Furthermore, the persistent matrices for criteria don’t launch completely, and information disaster occurs when good and bad scores compensate [32]. In addition, the number of criteria and alternatives used in the measurement also affects the AHP’s difficulties.

In a nutshell, the F-AHP emerges as a revolutionary approach in facing the disadvantages of AHP by emphasizing the decision-making uncertainty, the fuzziness of human reasoning style, and linguistics terms issues [33]. Furthermore, it’s triangular fuzzy is sufficient in altering the algebraic language of decision-makers to the level of significance of criteria [34 and 20]. It is chosen as an intuitive model since this study captures the respondents’ knowledge through natural language, to deploy the weighting criteria and alternatives for digital readiness assessment. It also offers a reasonably stable mechanism to reduce the problems defined by the weighting factors. Its integration with OMAX develops into a new task and progress in this study to increase the revelation of F-AHP for digital readiness analysis. Subsequent studies have tried to link MADM, such as AHP, with OMAX [29 and 21]. However, it is not currently able to discover F-AHP convergence for OMAX. This assimilation of fuzzy logic and OMAX appears as a new contingency in performance measurement analysis.

The employment of Dashboard DSS-based F-AHP in this study follows the formula below [30].

- It follows the AHP modeling method to determine the comparison matrix and calculate the consistent values (CR ≤ 0.1) of the criteria and sub-criteria parameters.
- It then converts the AHP comparison matrix’s value into the F-AHP value with the Triangular Fuzzy Number (TFN) scale. TFN is a trapezoidal fuzzy number that is widespread in F-AHP studies. It provides a linear mathematical formula to measure the criteria and alternatives with fuzzy triangular numbers that are denoted in simple parameters.
- To calculate Fuzzy Synthesis’s value (Si) where M is defined as TFN number, for the numbers of criteria, i and j as row and column of the matrix, and p as the value of variables defined in l, m, and u values.

\[ Si = -1 \sum_{j=1}^{m} M_{gj}^j \times \sum_{i=1}^{n} \sum_{j=1}^{m} M_{ij}^j \]  

- To determine the vector value (V), M2 = (l2, m2, u2) ≥ M1 = (l1, m1, u1) are defined as a vector value.

\[ V(M_2 \geq M_1) = \min [\pi M_1(x)] \min [\pi M_2(y)] \]  

- To calculate De-fuzzification Ordinary Value (d').

For k = 1, 2, n; k ≠ 1, we obtain the vector weight value:

\[ W' = (d'(A1), d'(A2), ... , d'(An)) T \]  

- To multiple the normalization value of fuzzy vector weights (W) by the following formula.

\[ Sd(A_n) = \frac{d'}{\sum_{n=1}^{d'(A_n)}} \]  

\[ W = (d (A1), d (A2), ... , d (An)) T \]  

- Where W is a non-fuzzy number.
- It is ending with the calculation of the final weight of recommendation.

B. OMAX (Scoring)

OMAX is a device scoring tool based on the default KPI outcomes by keeping the matrix in a single measure, and it
allows the data interpretation to be relatively simple, easy to understand, flexible, and supports the units’ normalization from different measurement specifications. A test system with OMAX balances each indicator’s value scale and, as a result, each parameter’s similar objective level is accomplished and compared to determine its position [21]. The previous studies observed on OMAX, including Paduloh and Hardi (2020) that measured the company productivity based on the automotive paint industry’s KPIs [22] and, Margareta et al. (2020) integrated OMAX and AHP to measure the Green Warehouse KPIs [23]. The above studies have clarified how OMAX and AHP allow optimum achievement of performance assessment. Therefore, this study aimed to explore future OMAX values through its conjunction with the latest F-AHP levy to assess SMEs’ digital readiness.

Here, OMAX as the operating system works by the proportion of each KPIs or criteria based on the total of the intermediate value divided into three levels viz highest, middle, and lowest level complemented by the traffic light system method as depicted in Fig. 1.

Part A in Fig. 1 describes the parameters influencing the efficiency and performance of the KPI, while Part B quantifies the degree of performance from the highest (10) to the lowest (0) by considering class and interval interpolation values.

$$\Delta X_{L-H} = \frac{Y_H - Y_L}{X_H - X_L}$$ (7)

The interval between high and low levels is the numbers at high levels, YL as numbers at low levels, XH as variables for the highest levels, and XL as variables for the lowest levels. Part C exemplifies the value analysis of KPIs that is outlined by the following formula.

$$value = level \times weight$$ (8)

Meanwhile, the index variable shows the initialization of criteria as the ultimate measures of efficiency. The OMAX traffic light system remarks the KPIs were levelling with three colors: green, yellow, and red. The green rates the scale level ranged from 6 to 10, where a good category is rated from 6 to 7, the very good type is enumerated by 8, and the excellent class is racked up from 9 to 10. The yellow color warned the measurement condition far from reaching the goal and scored from 2 to 5. It prescribes the level values 2 to 3 as bad category and the values 4 to 5 as the average order. The red color indicates the below-targeted achievement, thus requiring immediate improvement, and in this case, the OMAX curves are 0 to 1, with 0 indicating the rating class and 1 the terrible section. This traffic light system approach has been successfully solved in many labelling cases. Furthermore, it is found that the traffic light system is consistent, reduces confusion, and wastes time in determining the performance of KPIs, and as a result, it boosts the labelling criteria’s efficiency in digital readiness assessment.

IV. RESULT

A. KPIs Weighting Analysis – F-AHP

F-AHP resolves a questionnaire and appraises the significant weight values of SMEs’ digital readiness parameters following Equation (1) to (6), and Table II is obtained in this sense. Initially, the AHP computing of comparison matrices and consistent values has led to the reasonableness and consistency of SMEs’ entire digital readiness assessment parameters with the values 0.10, 0.08, 1.24, and 6.51 for CI, CR, Ratio Index (RI), and “λ maks” respectively. Hence, the parameter weighting values rank the criteria in Transaction (TC) of 0.29, Marketing (MC) and Micro Environment (MI) of 0.22, Management (MG) of 0.15, Macro Environment (MA) of 0.07, and Business Activity (BA) of 0.05, respectively. Next, the fuzzy synthesis values resulting from the operation performed on TFN are defined by Table II. Furthermore, from equations (4) to (6), Table II has elucidated the removal of fuzziness from the values of the ordinary and fuzzy vector weights (w). Thus, it attributes the summary of the priority weight value of the indicator and sub-indicators with the transaction (TC) as the most significant indicator (0.30) followed by Marketing (MC) and Micro Environment (MI) to a vector value of 0.24, Management (MG) of 0.15, Macro Environment (MA) of 0.07, and Business Activity (BA) of 0.05, respectively. Furthermore, the weighted analysis reveals that TC-Education contributes to the weight values at 0.54, as the main sub-indicators of the transaction (TC), TC-Financial Resource, TC-Technical Infrastructure, and TC-Culture determines the vector values of 0.33, 0.13, and 0.08, respectively. Therefore, the priority indicators and sub-indicators for the SMEs digitization assessment model are established between SMEs and their stakeholders. This model as a performance measurement instrument is recommended as an aid for further analysis.
### TABLE II. THE RECAPITULATION OF F-AHP PRIORITY FOR SMES DIGITAL READINESS VARIABLES AND SUB-VARIABLES

<table>
<thead>
<tr>
<th>Variable</th>
<th>W</th>
<th>Sub Variable</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>M</td>
<td>U</td>
</tr>
<tr>
<td>Business Activity (BA)</td>
<td>0.02</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BA-Culture</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BA-Education</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BA-Financial Resources</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BA-Technical Infrastructure</td>
<td>0.14</td>
</tr>
<tr>
<td>Transaction (TC)</td>
<td>0.30</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-Culture</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-Education</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-Financial Resources</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-Technical Infrastructure</td>
<td>0.13</td>
</tr>
<tr>
<td>Marketing (MC)</td>
<td>0.24</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MC-Culture</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MC-Education</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MC-Financial Resources</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MC-Technical Infrastructure</td>
<td>0.26</td>
</tr>
<tr>
<td>Management (MG)</td>
<td>0.20</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MG-Culture</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MG-Education</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MG-Financial Resources</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MG-Technical Infrastructure</td>
<td>0.31</td>
</tr>
<tr>
<td>Micro Environment (MI)</td>
<td>0.24</td>
<td>0.19</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-Culture</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-Education</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-Financial Resources</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-Technical Infrastructure</td>
<td>0.36</td>
</tr>
<tr>
<td>Macro Environment (MA)</td>
<td>0.03</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA-Culture</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA-Education</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA-Financial Resources</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA-Technical Infrastructure</td>
<td>0.13</td>
</tr>
</tbody>
</table>

### B. OMAX-Labeling Analysis

The OMAX labelling emphasized the second survey analysis that delivered 118 questionnaires for food industrial SMEs in Riau Province. It rated SMEs' degree of performance hinged on the F-AHP estimation weight values and following the Equations (7) and (8). As a result, Table III revealed the recapitulation of SMEs' readiness at Riau Province. Furthermore, the survey found that the highest criteria value for SMEs' digital readiness in Riau is Marketing (MC) with “Good” (7.75) and an “Average” for the entire MC sub-criteria. It then was followed by Macro Environment (MA) for index level of “Average” (5.34), Management (MG) for the index degree of “Average” (4.68), Micro Environment (MI) with index “Average” (4.32), Transaction (TC) with the category of “Bad” (3.84), and Business Activity (BA) with the class of “Bad” (3.78), respectively. Besides, Table III further describes the calculation performance analysis for each sub-criterion.

Fig. 2 and Table IV display the comprehensive evaluation of SMEs' digital readiness in the Riau province. In Fig. 2, out of the 118 SMEs in Riau Province, their performance was 42.37%, 36.44%, 11.86%, 5.08%, and 4.24% at the “Average” level, “Bad” degree, “Good,” “Very Good,” and at “Excellent” group respectively. The thorough levelling index of 118 SMEs for BA, TC, MC, MG, MI, and MA parameters is illustrated in Table IV. The root cause analysis is then addressed according to each sub-criterion indication. Thus, the stakeholders are advised in taking curative action.

![Fig. 2. The Percentage of SMEs Digital Readiness at Riau Province.](image-url)
TABLE III. THE RECAPITULATION OF OMAX FOR SMES DIGITAL READINESS IN RIAU PROVINCE

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sub-Variable</th>
<th>Achievement</th>
<th>OMAX Level</th>
<th>Performance Value</th>
<th>OMAX Category</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA</td>
<td>BA-Culture</td>
<td>58.47</td>
<td>3</td>
<td>0.18</td>
<td>Bad</td>
<td>3.78 (Bad)</td>
</tr>
<tr>
<td></td>
<td>BA-Education</td>
<td>60.17</td>
<td>3</td>
<td>1.29</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BA-Financial Resources</td>
<td>55.30</td>
<td>3</td>
<td>1.29</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BA-Technical Infrastructure</td>
<td>62.50</td>
<td>3</td>
<td>1.02</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>TC-Culture</td>
<td>62.5</td>
<td>3</td>
<td>0.24</td>
<td>Bad</td>
<td>3.84 (Bad)</td>
</tr>
<tr>
<td></td>
<td>TC-Education</td>
<td>58.90</td>
<td>3</td>
<td>1.62</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TC-Financial Resources</td>
<td>58.26</td>
<td>3</td>
<td>0.99</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TC-Technical Infrastructure</td>
<td>61.02</td>
<td>3</td>
<td>0.99</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td>MC</td>
<td>MC-Culture</td>
<td>69.70</td>
<td>5</td>
<td>2.15</td>
<td>Average</td>
<td>7.75 (Good)</td>
</tr>
<tr>
<td></td>
<td>MC-Education</td>
<td>65.47</td>
<td>4</td>
<td>1.88</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MC-Financial Resources</td>
<td>65.04</td>
<td>4</td>
<td>1.88</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MC-Technical Infrastructure</td>
<td>65.25</td>
<td>4</td>
<td>1.84</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>MG</td>
<td>MG-Culture</td>
<td>66.74</td>
<td>4</td>
<td>1.32</td>
<td>Average</td>
<td>4.68 (Average)</td>
</tr>
<tr>
<td></td>
<td>MG-Education</td>
<td>62.92</td>
<td>3</td>
<td>0.99</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MG-Financial Resources</td>
<td>60.81</td>
<td>3</td>
<td>1.38</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MG-Technical Infrastructure</td>
<td>61.86</td>
<td>3</td>
<td>0.99</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td>MI</td>
<td>MI-Culture</td>
<td>58.48</td>
<td>3</td>
<td>1.17</td>
<td>Bad</td>
<td>4.32 (Average)</td>
</tr>
<tr>
<td></td>
<td>MI-Education</td>
<td>65.04</td>
<td>4</td>
<td>1.44</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MI-Financial Resources</td>
<td>58.48</td>
<td>3</td>
<td>0.27</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MI-Technical Infrastructure</td>
<td>64.62</td>
<td>4</td>
<td>1.44</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>MA</td>
<td>MA-Culture</td>
<td>66.95</td>
<td>4</td>
<td>1.32</td>
<td>Average</td>
<td>5.34 (Average)</td>
</tr>
<tr>
<td></td>
<td>MA-Education</td>
<td>65.25</td>
<td>4</td>
<td>1.8</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MA-Financial Resources</td>
<td>58.26</td>
<td>3</td>
<td>1.11</td>
<td>Bad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MA-Technical Infrastructure</td>
<td>62.92</td>
<td>3</td>
<td>1.11</td>
<td>Bad</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV. THE ASSESSMENT INDEX OF SMES DIGITAL READINESS AT RIAU PROVINCE

<table>
<thead>
<tr>
<th>SMEs No.</th>
<th>Index</th>
<th>Category</th>
<th>SMEs No.</th>
<th>Index</th>
<th>Category</th>
<th>SMEs No.</th>
<th>Index</th>
<th>Category</th>
<th>SMEs No.</th>
<th>Index</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>SME1</td>
<td>2.36</td>
<td>Bad</td>
<td>SME10</td>
<td>3.14</td>
<td>Bad</td>
<td>SME19</td>
<td>3.81</td>
<td>Bad</td>
<td>SME28</td>
<td>3.64</td>
<td>Bad</td>
</tr>
<tr>
<td>SME2</td>
<td>6.94</td>
<td>Good</td>
<td>SME11</td>
<td>6.66</td>
<td>Good</td>
<td>SME20</td>
<td>2.63</td>
<td>Bad</td>
<td>SME29</td>
<td>4.6</td>
<td>Average</td>
</tr>
<tr>
<td>SME3</td>
<td>3.64</td>
<td>Bad</td>
<td>SME12</td>
<td>4.46</td>
<td>Average</td>
<td>SME21</td>
<td>5.28</td>
<td>Average</td>
<td>SME30</td>
<td>8.82</td>
<td>Very Good</td>
</tr>
<tr>
<td>SME4</td>
<td>5</td>
<td>Average</td>
<td>SME13</td>
<td>2.59</td>
<td>bad</td>
<td>SME22</td>
<td>7.34</td>
<td>Good</td>
<td>SME31</td>
<td>4.87</td>
<td>Average</td>
</tr>
<tr>
<td>SME5</td>
<td>6.56</td>
<td>Good</td>
<td>SME14</td>
<td>2.87</td>
<td>bad</td>
<td>SME23</td>
<td>8.1</td>
<td>Very Good</td>
<td>SME32</td>
<td>3.35</td>
<td>Bad</td>
</tr>
<tr>
<td>SME6</td>
<td>6.14</td>
<td>Good</td>
<td>SME15</td>
<td>5.92</td>
<td>Average</td>
<td>SME24</td>
<td>3.46</td>
<td>Bad</td>
<td>……</td>
<td>……</td>
<td>……</td>
</tr>
<tr>
<td>SME7</td>
<td>4.69</td>
<td>Average</td>
<td>SME16</td>
<td>4.92</td>
<td>Average</td>
<td>SME25</td>
<td>4.43</td>
<td>Average</td>
<td>SME116</td>
<td>4.28</td>
<td>Average</td>
</tr>
<tr>
<td>SME8</td>
<td>4.5</td>
<td>Average</td>
<td>SME17</td>
<td>9.82</td>
<td>Excellent</td>
<td>SME26</td>
<td>4.44</td>
<td>Average</td>
<td>SME117</td>
<td>4.28</td>
<td>Average</td>
</tr>
<tr>
<td>SME9</td>
<td>3.25</td>
<td>Bad</td>
<td>SME18</td>
<td>3.14</td>
<td>Bad</td>
<td>SME27</td>
<td>5</td>
<td>Average</td>
<td>SME118</td>
<td>5.26</td>
<td>Average</td>
</tr>
</tbody>
</table>

C. Dashboard System Development

Fig. 3 shows the SMEs Readiness Assessment Dashboard application architecture and design setup. It is designed according to the approach and components of the DSS framework and also eligible for two key players, which include; users derived from decision-makers comprising researchers, government engagement, the central bank, marketplaces managers, investors, and also participants designated for the end-users from 118 SMEs in the province of Riau. This application is designed to provide stakeholders with an integrated and interactive platform to rack up the weight on F-AHP and make predictions for SME digital readiness predictions. Here, two questionnaire mechanisms are built through this application. It provides an exact word, video, and text formatted to eliminate gaps when performing the job. The system interfaces are equipped with the information and knowledge activities, so focusing on the outcome of analyzes and tracking of the SMEs readiness assessment as well as
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scoring issues. Finally, the assessment analytical report is performed by the system as intelligent recommendations in tackling the problems identification for the stakeholders and SMEs actors as well. Fig. 4 explains the general SMEs analysis report as outcome report generate that exhibiting the performance achievement of indicators and constructs in terms of BA, TC, MC, MG, MA, and MI. Besides, the index performance percentage is also displayed as resume index of the whole SMEs in Riau Province. The graphical performance of indicators and constructs informs the SMEs achievement and provide the recommendation on how to bring about the optimal fulfillment. Fig. 5 is public OMAX calculation page in disclosing the SMEs mapping performance calculation within 10 leveling indexes into overall performance calculation. Fig. 6 resolves the performance calculation index for one SME case study namely Kebab Frozen. This page describes the graphic performance for indicators and constructs, OMAX calculation, and overall performance analysis whether this SME in good, bad, or average leveling index. Lastly, Fig. 7 expounds the mapping performance of SMEs in Riau Province based on the google map location. The rules’ foundation is based on the result of DSS analysis and displayed as user interface results.

Fig. 3. System Architecture for Dashboard SMEs Readiness Assessment.

Fig. 4. General SMEs Scoring.

Fig. 5. General SMEs OMAX Calculation.

Fig. 6. SMEs OMAX Calculation for Case Study: Kebab Frozen.

Fig. 7. SMEs Mapping Performance at Riau Province.

Furthermore, A Blackbox software evaluation was successfully conducted, and 128 functions were correctly completed to test the reliability and functionality of the dashboard, including the three parts of the AHP-questionnaires, the three aspects of Assessment-questionnaires, and the three of the SME General Analysis Task, one of SMEs surveying...
and mapping functions, and 118 tasks of SMEs analysis. In addition, a UAT survey is carried out by a five Linkert Scale questionnaire. In terms of user adoption of applications and functions, user-friendly applications, system interfaces, and utilization, 22 stakeholders and 118 SME participants were required to participate.

The survey showed that 85% of the respondents had no issues with the dashboard, and the application was designed to be user-friendly. The interface provided was very attractive, and 88% of respondents reported that the dashboard was constructive and will provide better clarity and understanding when reviewing formatted content, graphs, and tables. Concerning the dashboard utility, 90% of respondents have suggested that this application boost SMEs’ efficiency for digital businesses’ success. Furthermore, the dashboard examines SMEs’ potential growth in Riau Province by defining policies, strategies, and supporting measures to improve digital business achievement.

V. DISCUSSION

In this study, F-AHP weighting has been successfully identifying the outstanding factors in assessing the digital readiness of SMEs. F-AHP in DSS approach cascades the assessment of multi-criteria decision making in digital readiness constructs into detailed sub-indicators weighting and model development. For instance, this model provides transaction (TC) as the index of the top-weighted value down warding into sub-criteria TC-Education and TC-Financial Resource as the main criteria that would directly influence the general performance index of SMEs. In a nutshell, SMEs must take a comprehensive approach to the weighted priority of criteria and sub-criteria to enhance a sophisticated digital readiness index achievement. This assessment advises stakeholders to enforce these systems to support digitally-driven transaction settings by ultimately achieving the highest criteria and sub-criteria, such as TC-Financial Resources, Education, Culture, and TC-Technical Infrastructure. Furthermore, the issuance of regulations, policies, and understood the transaction-driven procedure, security, quality, and protections develop into the government’s consideration and accountability of customers and SMEs practitioners. In addition, the adoption of technologies requires that entrepreneurs and innovative SMEs transaction flow encourage the forecasting of the future of networking, collaboration partnerships, shared services, expansion programs approaching digitalization, as well as funding requests from others both internally and externally, thus allowing digital commerce to thrive [12]. Besides, the digital transaction’s success requires the involvement of leaders and empowerment by external stakeholders and employees in promoting the environment and technology in business production, management, marketing, technical infrastructure, skills, and resources [6]. The above initiative is considered growing into the greatest danger in SMEs’ digitalization. Moeuf et al. (2018) substantiated that those managers and external experts play a unique role in the success and failure of a digitalized SME project [24].

Meanwhile, beholding on the OMAX calculation analysis index whereby 42.37% of SMEs in “Average” and 36.44% in “Bad” status indicates that SMEs in the Province of Riau need to make a great deal of digital sustainability commitment. Herein, the OMAX scoring and leveling index has been flourishingly accurate in mapping the SME’s performance and achievement. The integration of F-AHP and OMAX equip a deep and cascading performance analysis by considering the customized perceptions of stakeholders [35]. The Riau province condition reflects the generalization of SMEs’ performance on Sumatra Island due to the possible growth of SMEs on this island. Furthermore, its geographical position is adjacent to the entrance and business transactions with several Southeast Asian countries such as Malaysia, Singapore, and Thailand, providing a considerable bonus opportunity in this area for accelerating the digital businesses, finance and investors, partnerships, and networking.

Corresponding to the dashboard system development and interface are interactively designed to provide decision-makers with a helpful overview and easy to interpret using gauges, graphs, traffic light strategies, and map analysis. According to Nadj et al. (2020), the dashboard’s reciprocal analytical features strengthen the DSS operational process [36]. Herein, the model-driven DSS component has been software implemented in a hybrid analysis stage using F-AHP and OMAX approaches, and the integration of these in decision-making allows for better and optimized benefit analysis. Furthermore, OMAX and fuzzy blending bring new and meaningful success measurement values [11]. Meanwhile, data management alongside organizational knowledge is processed in the knowledge repository according to the SME’s digital preparation model’s parameters and sub-parameters. Hence, the knowledge recommendation analysis furnishes a new and innovative problem-solving way to aid SMEs in increasing and conducting the curative actions towards their successful preparedness for the sustainability of the digital business era.

VI. CONCLUSION

The era of the new-normal has accelerated the implementation of digitization around the world. To sustain the nation’s economy, Indonesia has made various breakthroughs to achieve digital success in all facets of life, especially for the SMEs industry, which plays an essential role in its economy. Despite SMEs having the slightest effect from the Covid-19 spread, they still need to adopt various solutions and digital acceleration to survive. The high risk of digital transformation and adoption leads the stakeholders to take action as well as digital preparation evaluation by considering the views perceived of both supply chain activities and technology. This study has successfully developed a DSS dashboard that measured SMEs’ readiness towards digital business from 6 main variables and 24 sub-variables sets as criteria of SMEs’ e-readiness model. The model-driven DSS application has effectively analyzed the requirements and employs the F-AHP to generate priority weight, and the views of stakeholders from government, academicians, investors, marketplaces, banking, and SME participants are considered weighted judgment in the dashboard calculation.

Furthermore, the OMAX analysis has empirically mapped 118 SMEs in Riau province with a levelling index and root cause analysis. The study reveals that SMEs’ overall performance in Riau is measured by an average index,
requiring more government and stakeholders’ attention for corrective actions. It shows that the overall achievements of SMEs in Riau are below the average index, which requires further consideration by the governments and stakeholders’ corrective action. In terms of accessibility and utility, this dashboard application was tested and confirmed to advise decision-makers in addressing the current issues based on their review findings and the feedback presented.
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Abstract—IoT architectures play critical roles in guiding IoT system construction and enhancing IoT integration. However, there is still no standardized IoT architecture that meets the varying requirements of different IoT deployments. Although this has been a focus within the research community, no specific attention has been paid to optimizing an IoT architecture toward seamless IoT integration in educational environments. Moreover, different advanced system aspects have not been considered for designing an optimized IoT architecture. These include the need for complete security and privacy support, a highly responsive system, dynamic interactivity, and wide-range IoT connectivity. Such considerations are important considering the complexity and multidimensionality of integrating IoT in educational environments. In this paper, we introduced a novel IoT architecture with the main objective of facilitating the effective integration of IoT into university systems. It also aims at optimizing the IoT-integrated system with advanced aspects to enhance system security, responsiveness, and IoT connectivity. The proposed architecture provides a modular and scalable design of six architectural layers in addition to a vertical layer that provides security support across the architecture. Only the most relevant and critical layers are added to the architecture to maintain a practical trade-off between effective modularity and less complexity. Compared with other IoT architectures, the proposed one ensures high reliability, data management, full security support, responsiveness, and wide coverage while maintaining acceptable complexity.
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I. INTRODUCTION

Advancements in Information and Communication Technology (ICT) have recently enabled the effective transformation of conventional educational systems to a more efficient and sustainable level. The high dependency on technology and digital services allows substantial investment of recent technologies in enhancing traditional educational methods. The ICT revolution leads traditional learning to be moved to new paradigms such as e-learning and distance learning. This creates opportunities for further improvements regarding the educational activities and processes. Such technological advancements in the education domain can be even more optimized with the best leverage of recent technologies. One of these is the Internet of Things (IoT) technology which is projected to change several facets of the educational environment [1].

IoT provides a technological revolution that enables effective interaction between people, processes, data, and things. It facilitates the effective provisioning of smart services in different domains including healthcare [2], industry [3], and agriculture [4]. In addition, learning is one of the most perceptible human actions affected by IoT, turning the educational process into a revolutionary system in the near future. IoT enables educational environments to be significantly extended by combining physical and digital objects. IoT finds its way into education to provide advanced support in enhancing many aspects. These include streamlining educational processes, making the most use of data, and improving sustainability. IoT can serve as a catalyst for improving the current knowledge-transfer model to be more interactive and collaborative. The teaching-learning process would be actively engaging with the efficient use of IoT in education systems [5].

However, integrating IoT in educational environments is still a challenging process. Careful consideration of the complexity and multidimensionality of such environments is important before going any further through this process. At the fundamental level, architectural planning is the key to optimizing IoT integration in educational environments. The importance of developing IoT architecture lies in its critical role in guiding system construction and facilitating IoT integration. Such a challenging IoT integration can be fundamentally simplified by developing an efficient IoT architecture. Despite the wide adoption of IoT technology in different domains, there is still no standardized IoT architecture that meets the varying requirements of different IoT deployments [6]. Several design approaches have been introduced for the development of an effective IoT architecture. They vary in granularity and the number of architectural layers in addition to considering different system aspects.

However, fundamentally addressing the efficiency and complexity of integrating IoT into the specific environments of educational institutions has not been considered yet. The focus has been only on addressing the main IoT system aspects, particularly data collection, transmission, processing, and application. No particular attention has been devoted to the specific characteristics of educational environments when integrated with IoT. These include the need for complete security and privacy support, highly responsive system, dynamic interactivity, and wide-range IoT-specific connectivity. Still there is a compelling need for effective design of an IoT architecture to facilitate IoT integration and accelerate IoT adoption in these dynamic environments. This paper aims at addressing such a need by establishing an IoT...
architecture while taking into account advanced technological considerations. These include edge computing, IoT accessibility, cloud computing, and full security integration.

The following section, Section II, of this paper presents the related work. In Section III, an overview of the integration of IoT in education environments is provided. Section IV introduces the proposed IoT architecture. Then, a simple use case demonstrating the implementation of the proposed architecture is presented in Section V. A broad discussion is then provided in Section VI. Section VII concludes this research paper and presents the plan for future work.

II. RELATED WORK

There has been a lack of consensus concerning IoT architectural design. Several IoT architectures have been proposed in the literature with different characteristics and properties. A well-known architecture that serves as a reference IoT architectural model is the three-layer architecture [7-9]. It provides a basic architectural design of the IoT functionality with three logical layers, namely the perception, network, and processing layers. A further improvement was made to this basic design to include the application layer at the top level [10-11]. This enables managing IoT services and applications in a more effective way for the end-users.

With the rapid development of IoT, such basic architectures become insufficient to realize the full functionality of IoT systems in an effective manner. They would not be able to efficiently fulfill the different requirements of emerging IoT applications. They can only be feasible at the initial stage of IoT system development. Therefore, other architectures were proposed with additional layers. One is the five-layers architecture which was introduced in [9] to not only realize the structure of IoT from a technical point of view but also a business and operational perspective. It incorporates a business layer at the top of the architecture to effectively enable the management of IoT applications based on certain business models and strategies. The other one is the six-layer architecture proposed in [12]. It includes additional layers between the perception and network layers for IoT data monitoring, preparation, storage, and security.

In addition, there have been different proposals focusing on the establishment of specific IoT architectures considering certain common aspects. These include SDN-based implementation [13] security-specific design [14], QoS provisioning [15], and service-oriented perspective [16]. Others focused on certain IoT communication technology such as the architectures proposed in [17] for provisioning 5G-enabled IoT systems. Customized architectures considering specific IoT applications have also been proposed in the literature. These include smart agriculture control [18], tourism management [19], smart metering [20], e-health [21], building automation [22], and water resource management [23]. However, no particular attention has been yet paid to addressing the effective development of an optimized IoT architecture for educational environments.

It can also be seen that these design approaches provide no adequate support for different important aspects. These include the need for security across the different levels of the IoT systems. It is insufficient to address security at a specific layer of the architecture. Security support is critical at the different levels of data acquisition, access, communication, processing, and management. Another important consideration is the incorporation of advanced technologies that would make the deployed IoT system more sustainable. One of these technologies is edge computing which allows the system to be more responsive with very low latency. This is important considering that educational environments are more dynamic and interactive. Another dimension in this context is the need for an effective way to incorporate IoT-based connectivity into these environments. Remote educational areas can be provided with IoT-customized networking support to implement the different IoT applications and services. Therefore, IoT-based network access control is a critical consideration for the effective design of the IoT architecture.

III. IoT INTEGRATION IN UNIVERSITY SYSTEMS

For understanding the challenges of integrating IoT into educational environments, we focus in this research work on the specific and demanding case of a university system. It is critical to look into such a complex process at the fundamental level and begin with investigating IoT integration at the infrastructural scale. This would be the initial stage toward the full realization of IoT-based university educational systems. This section presents and discusses the impact of introducing IoT into conventional university systems.

Fig. 1 shows an overview of a typical global university system that incorporates a complex setup of different networking segments, topological entities, interconnections, and computing resources. It has a core infrastructure that interconnects multiple LANs using wired and wireless connectivity. It also has a separate setup for supporting VPN communication with the core system. Internet access is also maintained using a private ISP link. The system also includes a data center having a farm of IT servers for managing different services. These include private servers for web, database, mail, file, and proxy management. Moreover, a set of network entities is used to interconnect the different parts of the system. Different types of switches and routers are deployed in a hierarchical structure. These are core and distributed switches in addition to Internet and local routers implemented at the different levels of the system.

Fig. 1. A Schematic Overview of a Typical Conventional University System.
When the system is integrated with IoT, several IoT-enabling entities need to be introduced to the system. These entities are required to implement the new IoT-related functionalities of the integrated system. For example, IoT sensors and objects are required for enabling IoT data collection and acquisition. Another important functionality is connectivity management and network access control of the IoT devices. This requires special multi-function devices such as IoT gateways with multiple networking capabilities. Furthermore, IoT data in IoT-integrated systems is huge in volume and diversity thus high storage capacities and powerful processing capabilities are highly required. Expanding the current data center with additional IoT servers becomes mandatory. Otherwise, the system needs to be expanded with advanced intelligent computing technologies for effective data management.

It is clear that addressing seamless IoT integration in such systems incurs different challenges. These include the management of heterogeneous IoT devices deployed over vast and maybe remote areas. There is also a need for robust IoT access control considering a variety of IoT communication technologies of distinct properties. Moreover, IoT data management is critical at the different levels of the system. A considerable challenge in this context is addressing big data processing and analytics with a scalable, cost-effective, and flexible solution. Approaching such a challenge using advanced technologies such as cloud computing is the key to efficient and robust IoT data computation and management. Complementing this with the initial processing of the IoT data at the access level would improve resource utilization and performance. However, a trade-off should be maintained between this strategy and the limited capabilities of typical IoT devices at this level of the system. On top of all that, security support is another critical challenging aspect that needs to be fully addressed. Basic security support is insufficient as IoT data need to be secured throughout the different levels of the IoT-integrated system.

IV. PROPOSED IOT ARCHITECTURE

The current IoT architectures provide no support for critical advanced aspects as explained in Section II. The importance of these aspects can be seen when considering the complexity and dynamics of the education environments as discussed in the previous section. Taking into account these considerations, a novel IoT architecture is proposed in this section. The following subsections introduce the proposed architecture, present its main components, and discuss potential smart applications.

A. Architecture

The proposed IoT architecture is designed as a multi-layer architecture with the main objective of facilitating the seamless integration of IoT into educational environments. It also aims at optimizing the integrated IoT system with advanced aspects such as complete security support, responsive edge processing, and customized IoT connectivity. The proposed architecture provides a modular, scalable, and simple design that can effectively meet the high volume of IoT data and application demands in the targeted environments.

The proposed IoT architecture consists of six hierarchical layers and one vertical layer. A bidirectional connection flow is established between adjacent hierarchical layers. These are the IoT-object, access, edge-computing, infrastructure, cloud, and application layers that will be discussed in the following subsection. The focus here is on bridging the gap between IoT and legacy systems in educational environments. It encompasses most of the functionality that is implemented in the legacy systems into the infrastructure layer whereas the other layers facilitate the integration of the distinctive IoT functionalities. The architecture also has a vertical layer for providing complete security support across the different hierarchical layers of the architecture. This layer has a horizontal connection to each other layer to allow securing the system in a comprehensive manner. Fig. 2 shows an architectural representation of the proposed IoT architecture.

The number of layers is selected to ensure effective granularity, modularity, and scalability. That is, each separate and distinctive functionality of the integrated system is embedded in a different layer. This would make IoT integration more simplified and standardized while considering all the essential components of the system. In addition, only the most relevant and critical layers are added to the architecture to maintain a practical trade-off between effective modularity and less complexity. The following part of this subsection describes and discusses each layer of the proposed IoT architecture.

1) IoT-object layer: The bottom layer of the architecture is a physical layer that incorporates all the different IoT objects. These include IoT sensors and actuators in addition to IoT-enabled physical objects. This layer manages IoT data collection and acquisition in addition to controlling requests destined for IoT devices. Furthermore, different aspects including deployment strategy, devices heterogeneity, resource management, and device identification are considered at this level.

2) Access layer: Management of the connectivity of IoT devices with the system is addressed in the access layer. This functionality can be realized using different IoT-based wireless communication technologies. These would include Bluetooth Low Energy (BLE), NB-IoT, 6LowPAN, ZigBee,
LoRaWAN, and Sigfox technologies in addition to WiFi and cellular connectivity. This layer controls network access of the IoT devices through different entities such as gateways, aggregators, and access points. It ensures that IoT data collected at the bottom layer is received and delivered to the upper layers for further handling and processing.

3) Edge-computing layer: Data transmitted from local IoT subnets through the access layer all the way to further layers can be pre-processed meanwhile. This would enable acting on IoT data at early stages in almost a decentralized manner. Such functionality is realized using the edge-computing layer by initially processing data at different edge nodes such as gateways and local servers. IoT data can be filtered, aggregated, deformed, compressed, and validated for optimized data provisioning and management. Early mining and analysis of the IoT data can also be performed at this layer.

4) Infrastructure layer: The core computing and communication of the system is handled at the infrastructure layer. It is the heart of the proposed architecture interconnecting the different parts of the system. The design of this layer enables encompassing and abstracting the core functionality of the university legacy system. This is a key design aspect for facilitating effective integration of the different IoT functionalities into the system.

5) Cloud layer: Data management and analysis are realized in this layer with full reliance on cloud technology. IoT data storage and processing are offloaded from the computing infrastructure to the cloud system. The main functionality performed at this layer is effectively managing storage capacities and processing capabilities for IoT data. This requires proper access control to cloud servers and resources. Another consideration in this layer is enabling intelligent IoT data analytics to provide added-value IoT services.

6) Application layer: the application layer defines many application-related aspects such as how to utilize the processed data, manage user access to the system, and request IoT services from the underlying layer. Processed IoT data is used at the application layer to produce application-specific services. These can be implemented for different IoT educational applications such as the smart classroom and smart library applications. It is the top layer of the proposed architecture facilitating direct interaction with IoT application users. Therefore, it is responsible for controlling user access to IoT applications and enhancing user experience.

7) Security layer: Security management is realized by a vertical layer that is logically interfaced with each level of the architecture. The design of this layer allows incorporating the different security mechanisms into the hierarchy of IoT-integrated systems. These mechanisms include data encryption, user authentication, access authorization, threats isolation, attack detection, and trust control.

B. Main Components

To realize the proposed architecture, a set of new IoT elements need to be effectively incorporated into the integrated IoT system. This is presented in Fig. 3 which demonstrates how the legacy university system shown in Fig. 2 can be integrated with IoT. The incorporation of these elements is important to efficiently build up the backbone of the IoT-enhanced university system. Every new element is added to support the functionality of a specific layer. The main elements are presented and discussed in this subsection as follows.

1) IoT devices: IoT objects are physical entities embedded with sensors, firmware, processing units, and electronics to enable sensing, sending, and receiving data. IoT devices constitute the main source of data in IoT systems. The most common IoT devices are sensors, actuators, microcontrollers, smart wearables, and wireless cameras. These can be easily provisioned by the proposed architecture at a different scale. The management of these devices is realized at the IoT-object layer to facilitate software/firmware updates, device capability provisioning, and remote diagnostics.

2) IoT connectivity: IoT connectivity can be realized using a number of different IoT-oriented connectivity options with distinctive features. They vary in coverage range and power consumption while sharing some properties such as low data transmission rate. These can be classified into short and long-range communication protocols. For example, ZigBee and Bluetooth have short communication ranges whereas LoRaWAN and NB-IoT provide support for long-range communications. The proposed architecture is flexible enough to incorporate different communication protocols and support any potential connectivity requirements. It also supports different communication models such as the point-to-point and point-to-multipoint models. This would enable machine-to-machine communications which allow devices to establish connections among themselves without human intervention.

Fig. 3. A Schematic Overview of an IoT-Integrated University System.
3) IoT gateway: Gateways in IoT systems are essential devices to perform different functions. These include IoT data forwarding, protocol conversion, IoT node management, and security support. Gateways are typically deployed at the edge of the IoT network interconnecting IoT nodes to the infrastructure. The network stack of most of the typical IoT devices has no support for IP-based Internet connectivity which can be provided using a gateway. Gateways also provide an additional abstraction to address the heterogeneity and interoperability of IoT devices. In addition, new generation IoT gateways can also provide local caching and pre-processing of IoT data. In the proposed architecture, gateways are essential elements that operate at the access layer to provide all the aforementioned functions. Computing resources of the gateway devices can also be utilized for edge processing at the edge-computing layer of the architecture.

4) IoT edge servers: Edge computing can be realized in IoT systems by deploying edge servers in close proximity to the IoT end nodes. These servers then provide the required computing and storage resources to pre-process IoT data before being transmitted to the cloud. This would help in improving system reliability and availability. Edge servers operate at the edge-computing layer of the proposed architecture with the ability to support a distributed computing model. That is, edge servers deployed across the system can collaborate to provide real-time IoT data pre-processing in a scalable and distributed manner. This is important to improve system responsiveness as the speed and the volume of IoT data is increasing. However, edge servers are usually of limited computing and storage capabilities, unlike the largescale and powerful cloud servers. Therefore, it is critical to have a data management and processing framework to offload computation-intensive data processing to cloud servers.

5) IoT cloud: Cloud computing provides computing resources such as processors, storage, software, and networks as a service. It enables cost-effective data management, on-demand self-service, powerful data computing, and scalability. The proposed architecture enables the development of a cloud-based IoT system to enhance system flexibility and reliability. Relying on the cloud would make IoT integration easier and more effective. It enables unlimited, cost-effective, and on-demand data storage management without any infrastructure limitations and network restrictions. Given that IoT data is typically large and unpredictable, offloading IoT data processing and analytics to the cloud is a feasible strategy to alleviate considerable burdens on the infrastructure.

6) IoT data: IoT data is collected and acquired in different forms and from different IoT objects. These can be status, actionable, location, and automation data in structured and unstructured formats. IoT data is characterized by having a high volume, large-scale streaming, diversity, high dimension, time and space coloration, and high-noise environments. In the proposed architecture, IoT data is handled throughout the different levels of the system. It is collected at the IoT-object layer and then get forwarded at the access layer to the core infrastructure of the system. During that, the data is pre-processed for initial filtration, aggregation, deformation, compression, and validation. Full management and processing of the IoT data are performed at the cloud layer which produces processed application-specific data. Mechanisms and algorithms for data format converting, machine learning, data mining, and reasoning can be performed on IoT data. The basic support that needs to be provisioned for IoT data is storage capacity and processing capabilities.

7) IoT services and interfaces: Once having the IoT-integrated system is established, different IoT services can be provided considering different applications. These services can be developed for different smart activities such as environment monitoring, surveillance, control and automation, face recognition, and productivity support. In addition, IoT users are provided with the required services and interfaces to interact effectively with the system in the context of different IoT applications. All these functionalities are managed at the application layer of the proposed architecture.

C. Potential Smart Applications in Educational Environments

The proposed IoT architecture enables meeting the requirements of different potential smart applications in educational environments. These can include the smart classroom, smart lab, smart library, and smart parking applications. This would facilitate the development of an effective IoT ecosystem that can enhance the teaching-learning process, enrich the educational experience, and improve administrative activities to further limits. This subsection discusses the aforementioned smart applications which can be easily and effectively deployed using the proposed architecture.

All these smart applications require extending the current infrastructure of the university system with additional IoT entities. The proposed architecture supports the effective management of all these entities at the different layers of the architecture. In the smart classroom and lab setups, entities such as environmental and activity sensors, control actuators, and IoT-enabled objects are incorporated. The smart library application would mainly rely on RFID technology to tag and manage library resources. For the smart parking application, Infrared and Ultrasound sensors are used to monitor parking lots. Smart cameras can also be deployed in these applications for smart recognition and AI-based services. For all the different applications, IoT device management is realized at the IoT-object layer.

These IoT devices are mostly main-powered, particularly in the cases of indoor smart applications. Therefore, the connectivity of such devices can be simply maintained using Ethernet and WiFi connections. This would ensure a high data rate and more reliable connections without adhering much to any IoT-oriented concerns regarding energy efficiency. It also makes network access control easier as no additional gateways are required. The proposed architecture also enables implementing IoT devices with other indoor connectivity options such as ZigBee and 6LoWPAN if needed. These would be implemented in remote areas where poor or no WiFi coverage exists. In this case, appropriate gateways need to be
installed for interconnectivity management with the IP infrastructure. In the case of outdoor smart parking, it is challenging to have accessible Ethernet and WiFi connectivity. Therefore, long-range wireless communication protocols such as LoRaWAN and NB-IoT would be of significant use in these cases. The deployment of a smart parking setup using these protocols requires the provisioning of smart gateways that provides IP interconnectivity. The proposed architecture supports interoperability among all these different communication standards at the access layer.

Massive IoT data streams would be continuously generated in such interactive and dynamic applications. For large-scale deployments in educational environments, the demanding applications of smart classroom and lab would incur a high volume of IoT data. Accordingly, it can highly benefit from edge processing to provide real-time services. Multiple local edge servers can be installed at local LANs to pre-process IoT data streams. Distributed edge processing can also be realized by managing the operations of the widely deployed edge servers using a virtual controller. Such functionality can be practically implemented at the edge-computing layer of the proposed architecture. In the case of the smart parking application, LoRaWAN gateways enabled with the edge computing capability are a feasible solution. It would provide sufficient IoT data handling given the average flow of data in such a predictive application. It is important to note that the proposed architecture supports having both local edge servers and edge-enabled gateways to improve edge computing in the system.

For all the different applications, integrating the IoT ecosystem requires no considerable modifications and updates to the core infrastructure of the legacy university system. The smart classroom application, for example, may only require additional wireless access points to be installed and connected to a local LAN network. Even in the smart parking situation, any installed gateway is interfaced with the core infrastructure through a LAN access router and managed at the access layer of the architecture. In all the different cases, the core infrastructure would only experience an increase in the data rate and may require provisioning more bandwidth for QoS assurance. It though needs no further resource provisioning for data processing and management as the cloud layer is responsible for such functionality.

V. USE CASE

The example presented in Fig. 4 shows an overview of the architectural structure and implementation components of a smart parking application in an educational environment. It demonstrates how the core computing infrastructure is seamlessly integrated with the IoT resources and functionality. The proposed architecture enables a seamless deployment strategy. It starts by connecting the core domain to the access and edge computing domains on one side while being interfaced with the cloud domain on the other side.

Only gateways with average computing resources are installed for each parking block to manage network access of smart parking sensors. LoRaWAN is the feasible connectivity option in this case considering that no easy access to local LANs would be available in outdoor areas. LoRaWAN-enabled sensors and gateways are deployed as needed to have full coverage. On the other hand, smart gateways can be used to provide sufficient resources for pre-processing IoT data traffic streams. That is, streamed data in this case is typically received at average volume from the smart parking sensors. Only very basic sensor data indicating basic information such as the occupancy state of a parking lot is streamed in a textual format. Data can be filtered and aggregated while being timestamped at the edge-computing layer before being forwarded further to the cloud. However, car plate recognition can also be implemented to receive images from smart cameras at the entrance of a parking zone. For such a demanding AI-based service, intensive processing is performed at the cloud servers. At the top layer, smart parking services are provided using interactive user interfaces which are connected to back-end cloud servers.

Cross-layer implementation of full security support is achieved using different security mechanisms. These include but are not limited to authentication, authorization, encryption, and trust management. However, the system is scalable enough to implement additional security solutions at the different levels of the architecture. It is evident that the proposed architecture succeeds in guiding system construction and enhancing the adoption of the smart parking application. Seamless and flexible integration of the introduced IoT resources and functionality was achieved effectively in a plug-and-play fashion.

![Fig. 4. Overview of a Simple use Case of a Typical Smart Parking Deployment.](https://example.com/fig4.png)
VI. DISCUSSION

It can be seen that one of the distinctive properties of the proposed architecture is the split of the networking functionality into two different layers: the access and infrastructure layers. Given the key role of networking support in any IoT-based system, this strategy is important to simplify the integration of IoT communications into the core networking infrastructure of conventional systems. IoT comes with different network access models that are managed at a separate level of the system. Isolating access control would enable effective connectivity among IoT devices and seamless transmission of IoT data over to the core network system.

In addition, the proposed architecture realizes the importance of edge computing for optimizing the responsiveness of the IoT-based system. By placing data pre-processing closer to the physical layer, it ensures that unacceptable latency is considerably alleviated irrespective of the expected high volume and dynamics of IoT data. Having IoT data handled closer to IoT end devices in the system would also improve data management and quality. Real-time processing becomes easy to implement for providing a variety of time-sensitive IoT services. Moreover, such a strategy helps in realizing more advanced support regarding different networking aspects such as user mobility and context-aware smart services.

Another important feature of the proposed architecture is encapsulating most of the functionality of the conventional systems into the infrastructure layer. This also includes all the networking entities and computing resources that constitute the core of these systems. Such a design approach would abstract the core functionality of the existing systems from the IoT integration process and avoid getting into the system complexity. This would be further enhanced with the reliance on cloud computing to realize effective IoT data management and processing. Accordingly, the proposed architecture emphasizes the importance of incorporating the cloud layer to achieve better reliability and less complexity. Furthermore, having a security layer that is interconnected to the whole system ensures the ability to provide complete security support. This design principle of the proposed architecture enables providing the different security services required at each layer.

Table I provides a comparison of the proposed IoT architecture against a set of different architectures. The inherent properties of the proposed architecture can meet different requirements that are critical to university systems. Compared with the other architectures, it provides a salable and modular design that allows elastic expansion of resources and entities to meet different IoT application requirements. It can also grow hierarchically into a different model incorporating other technologies. For example, the architecture can be adapted to accommodate the Blockchain technology in an additional sub-layer or instead of the cloud layer to realize a more decentralized data storage and processing. Encapsulating and abstracting the core computing and communication of the IoT-transformed system into the infrastructure layer makes the architecture more flexible for adaptation.

<table>
<thead>
<tr>
<th>TABLE I. IOT ARCHITECTURES COMPARISON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>[7]</td>
</tr>
<tr>
<td>[9]</td>
</tr>
<tr>
<td>[10]</td>
</tr>
<tr>
<td>[12]</td>
</tr>
<tr>
<td>The Proposed Architecture</td>
</tr>
</tbody>
</table>

Compared with other basic architectures, the complexity of the proposed architecture is maintained at an acceptable level given the provisioned set of functionalities. Every layer of the architecture provides essential support to facilitate IoT integration and enhance the IoT system. Having a vertical layer for full security provision would add to its complexity but at the benefit of providing significant support of security at each level of the architecture.

VII. CONCLUSION

Seamless integration of IoT in legacy university systems is still a considerable challenge. The proposed architecture in this paper efficiently addresses such a challenge to facilitate IoT integration and accelerate IoT adoption. It comes with a modular and scalable design allowing the effective abstraction of the legacy infrastructure of the university system. It is based on a seven-layer model that incorporates advanced technological considerations including combined edge-cloud computing in addition to effective IoT accessibility. In addition, the architecture is optimized toward complete security support using a vertical layer covering the whole system. It also provides responsive edge processing to support real-time communication with low system latency. The architecture also supports customized IoT connectivity and simplifies the deployment of heterogeneous IoT communication technologies. In comparison with other IoT architectures, the proposed one ensures high reliability, data management, security support, responsiveness, and wide coverage while maintaining acceptable complexity. The focus of the future work will be on studying how the proposed architecture can be extended to other specific IoT use cases. Another aspect that will be investigated is incorporating other technological advances such as Blockchain technology.
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Abstract—Load balancing distributes incoming network traffic across multiple controllers that improve the availability of the internet for users. The load balancing is responsible to maintain the internet availability to users in 24 hours by 7 days a week. However, the internet become unavailable since the load balancer is inflexibility, costly, and non-programmable for settings adjustment especially in managing the network traffic congestion. An increasing user using mobile devices and cloud facilities, the current load balancer has limitations and demands for the deployment of a Software-Defined Network (SDN). SDN decouples network control, applications, network services, and forwarding roles; hence makes the network more flexible, affordable, and programmable. Furthermore, it has been found that SDN load balancing performs intelligent action, efficient and maintains better QoS (Quality of Service) performance. This study proposes the application of SDN-based Load Balancing since it provides pre-defined servers in the server-farm that receive the arrived Internet Protocol (IP) data packet from various clients in the same number of loads and process orders for each server. Experiments have been conducted using Mininet™ and based on several scenarios (Scenario A, Scenario B, and Scenario C) of network topologies. Parameters used to evaluate the load balancing in SDN are throughput, delay, and jitter. Findings indicated that scenario A gives a high throughput, scenario B and C produce a low jitter values and scenario C produces the lowest delay. The impact of SDN brings a multi-path adaptive direction in finding the best route for a better network performance.
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I. INTRODUCTION

The network started in the late 1990s with electronic messaging (e-mail), followed by file transfer protocol (FTP) and more network services are used such as access multimedia files (audio or video) or content distribution in TCP/IP architecture [1]. An increasing usage of video streaming of the network user has shown in recent trends. There will be 5.3 billion total users by 2023 [2]. Moreover, the enormous growth of users is due to the use of applications in cloud services, such as Internet of Things (IoT) and Data Science. These applications and network services demand a huge volume of IP traffic transmissions in a high-speed data communication infrastructure.

In the legacy network, load balancing segregates inbound network packets that coming into the network and outbound the packets across the network through multiple controllers. In a simple definition, load balancing is to ensure availability of network services and applications to users for every 24 hours in 7 days. As an analogy, load balancing performed as a traffic policemen standing in the middle of junctions and giving directions for vehicles to take turns to maneuver to avoid traffic jams or accidents.

Moreover, load balancing is responsible to balance an enormous volume of IP traffic across two or more Wide Area Network (WAN) that links without using complex routing protocols such as Border Group Protocol (BGP). The application of the balancing service produces an equilibrium network session over multiple connections in order to spread out the amount of bandwidth used by each Local Area Network (LAN) users, for example, browsing websites and accessing email.

Video streaming and gigantic data transmission from various users to another, demand another mechanism to be integrated with the load balancing in solving problems of delay, packet loss and high bandwidth utilization. Therefore, the objective of this study is to analyze the new mechanism in the load balancing and evaluate the network performance (jitter, delay and throughput) based on scenarios (A, B and C).

The following Section II describes the literature review of load balancing. Section III explains on materials and method used to perform the experiment environment of SDN using scenarios to represent the network topology. Section IV explains about results and findings of the study. Section V is the discussion that presents the challenges of doing the research. Section VI summaries the SDN load balancing and network performance evaluation based on scenarios.
Nevertheless, a major issue in the load balancing is the difficulty in managing large network using only a single server [5]. A single server in the topology design produces a bottleneck [6] condition as soon as all data packets queueing at the interface in the same time to get to the destination.

In fact, the load balancing is made of hardware-based-networks controller and requires system maintenance in managing huge IP traffic. On one hand, the manufacturer has hard coded the programmable controls that is easier to install and settings at the load balancer device. On the other hand, the load balancer performs a complicated route [7]–[9], difficult maintenance process, and is time-consuming.

Another issue related to the load balancing is the existing TCP/IP construction framework was not planned to fulfill the need of the large scale of video content distribution [10] and a high number of Internet users. To change the TCP/IP architecture involve enormous amount of expenditure. For a quick solution, a cost-effective approach to overcome the problem of TCP/IP stack is implemented using the software-defined networking (SDN) [5] since it creates another visualization layer for content processing and content distribution.

Load balancing networks are non-programmable [11] since the network administrator unable to perform new settings and the configuration is set by default that is session based load balancing. Fig. 1 shows the load balancing that uses the hardware-based-controller at the control plane for each data plane.

![Load Balancing in Network Architecture](image)

The configuration and setup are fixed and programmed according to functionalities and services to be provided. The control plane is situated at the data plane that increases the cost of implementation and installation of the networking infrastructure. The load balancing uses several techniques such as round robin, the least connection approach and software-defined networking load balancing.

The round robin approach is capable to forward total traffic packet by responding to DNS requests with a list of IP addresses from the nodes through poor connections and low bandwidth links. Round robin algorithm uses heterogeneous servers [12] with different link of quality, measure the load condition, and variation of security restrictions based on several scenarios of network environment. For example, a set of identical servers is allocated to provide the same services such as centralized management and control; scalable, reliable and monitoring performance. Although each server has its own IP address, it is set up to utilize the same domain name. The DNS server keeps track of all IP addresses linked with Internet domain names. When a request for an Internet domain name and its related IP address is received, the entire addresses are delivered and return in a rotating order. This architecture considers only the distribution of the incoming traffic without considering the server's side [13]. Nonetheless, round robin algorithm predicts that every server has the same capability and resource specifications such as CPU and RAM, to handle equivalent loads.

The least connection approach brings the recent server load into account. The invitation is sent to the server that has served with the lowest number of connections. Each server is assigned to a unique number. If the number of alive connections on two servers is the same, the higher weighted server gets a new request. Every server in a pool is assigned an agent, which announced to the load balancer on its latest load. This real-time data is used to determine the server that should be used to best handle requests [14], which avoid overloading a server through numbers of server connections. However, in measuring the present acquaintances, the server capacity cannot be examined.

A SDN load balancing approach produces an efficient and has a higher speed [15] of network performance. SDN load balancing occupies an important position to solve over-load traffic problem in the network. In fact, the SDN itself is an evolving field in the networking systems and is highly in demand [2]. Google, Facebook, Yahoo, and Microsoft are adopting SDN through open standards development. A SDN produces a flexible, scalable, cost-effective and adaptive features that is ideal for high-bandwidth and complex application in the content distribution. The incorporation of a few low-level features of the network application instead of hardware implementation helps the network administrators to be more effective in managing multiple servers and complex networks.

In addition, SDN allows data to be obtained based on content rather than relying on the hostname and IP address of the device. This is because video or multimedia content is allocated in the cloud platform provider and less concern on the host identification or IP address of the cloud server location. With the combination element from SDN helps load balancing to be able to access data at anywhere and anytime.

SDN is deployed in various networks [16] such as organization and campus networks, data centers and Internet Exchange Points. Moreover, SDN architecture integrates the network control and forwarding function that allow a dynamic and programmable configuration in a cloud-based network monitoring for the new generation of network management. To improve the network performance, SDN offers a simulation platform for a better performance compared to the legacy network management.
The SDN load balancing is more lightweight [17] in terms of CPU utilization and time intervals. SDN load balancing provides features of stability, reliability and scalability [18] during data transmitting and receiving from one server to another. The advantage of SDN load balancing reduces the congestion but increase the speed in data transmission.

In SDN, load balancing performs as an “aware-routing” protocol, which is an essential element that aids availability and scalability, resulting in the shortest possible application response time. Millions of individuals are linked to the internet, resulting in increased web traffic, network congestion, and packet losses, thus, the use of load balancing strategies improves network efficiency. Moreover, the SDN load balancing brings benefits in terms of:

A. Enhance end-to-end Network Quality-of-service (QoS)
SDN load balancing enhances the overall networking system's efficiency and QoS [19],[20]. In terms of latency, reaction time, and network performance, QoS provides a better user experience.

B. Optimize Resource Utilization
Resource usage is critical, and it must be optimized for maximum efficiency. Bandwidth, processor, connection, and memory utilization [21] are all network resources that must be exploited.

C. Decrease Transmission Latency
The term "transmission latency" [22] states time taken for a switch to send information. Latency is affected by numerous aspects of switch performance, including congestion and data packet size. The switch load state is represented by congestion in the link, and SDN accumulates the data packets transferred within a transmission rate and session. Latency is a network performance characteristic that must be less than 100ms in order to maintain a good data delivery.

D. Minimize Response Time
Response time means time intermission of a server demands and transmit information are achieved [23]. Thus, the load balancing algorithm uses a distributed SDN network to minimize the response time.

E. Avoiding Bottlenecks
Network congestion creates bottleneck at the load balancer [24]. To avoid bottleneck, the SDN load balancing is configured to avoid the switch or controller to get overloaded. Configuration options that are optimized reduce resource use while increasing efficiency, scalability, and response time. The network performance is more effective, there is failover prevention and reduce bottlenecks.

F. Maximize the throughput
The SDN load balancing maximize throughput [25] during data transmission. A high throughput is vital for a good network performance since how much data could be delivered within a conversation, which traffic packets are distributed evenly to many nodes and in various types of platforms. The size of traffic packets is delivered in the same kilobytes over a period of time and from one node to another.
the destination node in the same arrangement as they were sent. The inconsistency of delay values during data transmission determines the quality of network services provided to Internet users. An outcome of the jitter is a higher a jitter value, a higher change of the delay and packet loss happened in the network. Based on Equation 3. Jitter is calculated:

$$\text{Jitter, } \sigma_c = \lim_{n \to \infty} \sqrt{\frac{1}{N} \sum_{n=1}^{N} (\Delta T_m)^2}$$

(3)

Thus, in this paper, the implementation of SDN load balancing with multiple servers is proposed for load balancing since it helps to prevent the bottleneck problem and reduces the data packet congestion in the network.

III. MATERIALS AND METHOD

The method of network configuration in this study is implemented according to simulation-based-experiments using Mininet software [26] in a simple LAN [27] environment. Multiple servers are configured since a single server creates congestion in the network.

The performance measurement and monitoring response are analyzed through different scenarios of load balancing using network controller software tool. There are 3 scenarios implemented, which are scenario A, scenario B, and scenario C. Every scenario consists of SDN Controller, switches, and numbers of clients’ connection, which is important for the evaluation. The servers act as a server pool connected to the SDN switch controller and as a data packet reaches at the SDN switch controller, the next selected server appears in the list of all servers on the network system. As a result, every server in the database handles orders with the same number of loads.

A. Scenario A

In this scenario, the topology is based on a simple design, which consists of four clients and two servers. The controller was created using an OpenFlow controller. Fig. 3 illustrates the topology consists of a switch controller, two servers and four hosts.

The load is utilizing all of the CPU assets on both web servers. Assume the load on those servers gets to be overwhelming and the Internet location execution diminishes drastically, fair basically includes a third server to the cluster giving extra assets. The arrange activity would at that point be disseminated over three servers as restricted to two.

B. Scenario B

The second scenario consists of four clients, and there are four server pools connected to the switch controller, which is the OpenFlow controller. Each host is located at a dedicated server, which helps to increase the outputs performance. The network performance is measured and monitored based on the delay, throughput and jitter values. Expected outcome of this experiment is to produce a lower delay, better throughput and lower jitter. Fig. 4 illustrates the scenario B experiment setup.

C. Scenario C

The third topology is scenario C consists of one switch controller connected to the four server pools, which support eight clients. The design is similar to the previous two topologies, but there is an additional number of clients. The load balancers lag in these design topologies where the response time and latency increase the load balancers. The SDN controller and the servers remain the same as in Scenario B, and the number of hosts is doubled into 8 hosts. Fig. 5 illustrates Network C.

For all scenarios, the OpenFlow controller is configured using the IP address of 10.0.1.1 and connected to the switch through servers with IP addresses of 10.0.0.1 and 10.0.0.2. The port number of 6633 is used for listening the network packet. The data is captured and tabulated as shown in Table I, Table II and Table III at Section IV.
IV. RESULTS AND FINDINGS

The network performance is analyzed according to metrics, namely throughput, delay and jitter for every scenario. Comparison is done using simulation and outcomes are evaluated in scenarios based on the number of clients and servers. The result shows that the SDN load balancing is measured in traffic packet of Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) traffic.

A. Throughput

SDN load balancing used a pox controller load balancing connected to number of hosts. Table I illustrates the result of throughput based on scenarios obtained from the experiment conducted.

<table>
<thead>
<tr>
<th>Number of Request</th>
<th>Scenario</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td>41,826</td>
<td>2016</td>
<td>1253</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>16,349</td>
<td>1324</td>
<td>4302</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>17,578</td>
<td>2255</td>
<td>5649</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>33,072</td>
<td>1901</td>
<td>4339</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>52,576</td>
<td>2235</td>
<td>6355</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>55,906</td>
<td>4857</td>
<td>4544</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>72,538</td>
<td>3991</td>
<td>4348</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>66,886</td>
<td>4768</td>
<td>5580</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td>69,595</td>
<td>2990</td>
<td>6082</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>76,580</td>
<td>3839</td>
<td>5591</td>
</tr>
</tbody>
</table>

Based on the number of traffic packet requested and transmitted by the server, Scenario A shows larger amount of throughput as the number of traffic request increased. Meanwhile, the Scenario B and Scenario C illustrates an almost same range of values of throughput. Fig. 6 illustrates the throughput values in a form of graph for Scenario A, Scenario B and Scenario C for a better visualization and comparison.

Scenario A has given the highest throughput among other scenarios. Even though Scenario A only has two servers but with the SDN based switch controller helps the data transmission to be in effectively and efficiently delivered. Scenario B and Scenario C demonstrate a low throughput value. This is because data packets lost during transmission will cause poor or slow network performance, while poor performance indicates problems such as packet loss. Using performance to measure network speed is beneficial for troubleshooting because it can root out the exact cause of network slowdowns and alert administrators to packet loss-related issues.

B. Delay

The purpose of the SDN load balancing method is to reduce network lag and improve link load balancing by optimizing route calculation and multipath scheduling. Table II provides the delay values for Scenario A, Scenario B, and Scenario C.

Based on Table II, Scenario B indicates a highest delay even though a dedicated server has been provided for each node. Another finding shows that Scenario C shows a higher delay than Scenario A but changed after the number of requests increased at value of 20. After a peak at number of requests of 30, Scenario A keeps showing a constant delay. Fig. 7 presents the delay in a form of representative graph.

Based on results from Table II, Scenario C shows a continuous delay in time taken to transmit the packet. Scenario B shows imbalance condition of delay as the network is monitored to be slow in performance even though a dedicated server is provided to each node, which the concept of single server is not applicable using SDN controller. As a result,
Scenario C performs a slow in speed of data transmission in the network performance, Scenario B consists of the highest delay due to type of data packets travels depending on the application that the user used. Scenario A shows unstable condition at the beginning but then the delay is increasing as the number of packets are requested by clients.

<table>
<thead>
<tr>
<th>Number of Request</th>
<th>Scenario</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>A</td>
<td>10,160</td>
<td>21,383</td>
<td>31,273</td>
</tr>
<tr>
<td>20</td>
<td>B</td>
<td>12,738</td>
<td>57,435</td>
<td>18,223</td>
</tr>
<tr>
<td>30</td>
<td>C</td>
<td>71,322</td>
<td>51,088</td>
<td>20,816</td>
</tr>
<tr>
<td>40</td>
<td>A</td>
<td>49,251</td>
<td>83,701</td>
<td>35,595</td>
</tr>
<tr>
<td>50</td>
<td>B</td>
<td>41,975</td>
<td>88,362</td>
<td>30,841</td>
</tr>
<tr>
<td>60</td>
<td>C</td>
<td>44,300</td>
<td>47,294</td>
<td>52,105</td>
</tr>
<tr>
<td>70</td>
<td>A</td>
<td>41,278</td>
<td>69,933</td>
<td>58,059</td>
</tr>
<tr>
<td>80</td>
<td>B</td>
<td>51,581</td>
<td>69,052</td>
<td>57,458</td>
</tr>
<tr>
<td>90</td>
<td>C</td>
<td>56,749</td>
<td>125,331</td>
<td>58,777</td>
</tr>
<tr>
<td>100</td>
<td>A</td>
<td>60,214</td>
<td>104,335</td>
<td>72,069</td>
</tr>
</tbody>
</table>

Table II. Delay for Every Second

C. Jitter

Using SDN load balancing, jitter is measured to find the variation of delay in arriving packets to destinations. The variation of jitter represents the pattern or behavior when there is a route changed or congestion.

Table III shows the value of jitter obtained from the Scenario A, Scenario B and Scenario C. Based on the jitter values, Scenario B and Scenario C produce almost the same pattern of jitter since both scenarios using four servers with different number of clients. Finding shows that the jitter produces the similar variation of delay of the server that is designed with or without a dedicated server to a particular client.

<table>
<thead>
<tr>
<th>Number of Request</th>
<th>Scenario</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>A</td>
<td>1.127</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>20</td>
<td>B</td>
<td>2.237</td>
<td>0.986</td>
<td>1.006</td>
</tr>
<tr>
<td>30</td>
<td>C</td>
<td>0.001</td>
<td>1.008</td>
<td>1.008</td>
</tr>
<tr>
<td>40</td>
<td>A</td>
<td>0.007</td>
<td>1.013</td>
<td>1.002</td>
</tr>
<tr>
<td>50</td>
<td>B</td>
<td>5.481</td>
<td>1.001</td>
<td>1.016</td>
</tr>
<tr>
<td>60</td>
<td>C</td>
<td>6.852</td>
<td>1.021</td>
<td>1.001</td>
</tr>
<tr>
<td>70</td>
<td>A</td>
<td>0.032</td>
<td>1.004</td>
<td>1.034</td>
</tr>
<tr>
<td>80</td>
<td>B</td>
<td>4.440</td>
<td>1.019</td>
<td>1.009</td>
</tr>
<tr>
<td>90</td>
<td>C</td>
<td>2.307</td>
<td>1.011</td>
<td>1.017</td>
</tr>
<tr>
<td>100</td>
<td>A</td>
<td>1.006</td>
<td>1.007</td>
<td>1.029</td>
</tr>
</tbody>
</table>

Table III. Jitter for Every Second

Fig. 8 shows Scenario A has given an inconsistency condition compared to Scenario B and Scenario C. Scenario A demonstrates that the topology A built a large data packet queue that causes a huge delay and bursts of jitter. Finding found that Scenario A has a higher jitter than Scenario B and Scenario C because it processes the packet request more to transmit to the destination. Thus, it disrupts in the idle condition of transmitting data packets. The jitter is represented in a variance in time delay in milliseconds for data packets over a network.

Scenario B and Scenario C gives a reliable and scalable network performance. The jitter condition is noticeable as the graph pattern shows an almost constant variation form. For example, a user using Cisco WebEx or Microsoft Teams for online meeting has been several times disconnected. Not only that, user cannot hear the voice of another user or the voice quality has been distorted. Therefore, the longer the data packet arrives, the greater the negative impact of jitter on video and audio quality.
The outcome of this study showed that the application of SDN controller in load balancing brings a better scheduling mechanism, regardless of the number of clients requesting the packet to reach the destination. In addition, the number of servers deployed does not directly affect the overall network performance, especially in the case of network congestion and delays. Metrics are used to measure the SDN controller based load balancing in the network are throughput, delay and jitter.

According to the findings of this study, a SDN load balancer requires evidence regarding on the network's throughput. A start node delivers traffic to an end node to measure traffic on the path, and each packet is time-stamped. The packets are routed across the network's switches without bias decision, and the receiver determines the entire end-to-end delay of a packet based on the time-stamp provided. Similarly, to path measurement, each SDN switch stamps each packet with a time-stamp, which the receiver uses to calculate the transmission delay for each link in the path.

Another significant finding is that the excessive delay is caused by the SDN switch's relatively poor CPU throughput. A delay of 30 milliseconds or more, on the other hand, produce network distortion. The jitter must be less than 30 milliseconds for the video transmission to perform properly. Higher receiving jitter slows the network performance; produce a packet loss and audio quality concerns. The SDN controller behaves as expected, for instance, the response time tends to reduce as we add additional servers. When we compare a server farm with two servers to one with three servers, the response time is cut in half, but the result remains nearly constant as the number of servers increases.

VI. CONCLUSION

Load balancing is crucial for ensuring the availability of network to users. Nonetheless, a high demand of Internet services from users creates an adoption of load balancing. The state-of-the-art indicates that SDN load balancing is highly recommended due to features such as lightweight, stability, reliability and scalability. SDN load balancing increases user interaction by enabling the administrator to monitor the condition of the servers, check the status of the balancer through log files, and set to disable mode for the balancing features at the specific faulty servers.

The SDN controller has been analyzed in the load balancing method for network performance evaluation, which is based on three simulated scenarios. Scenarios A, B, and C each used a number of servers and multiple clients connected to the servers to produce a different outcome, which is based on the delay, jitter and throughput. The network administrator is able to modify the SDN controller settings in a less expensive and more user-friendly way for a better network performance.

Further investigation on algorithms based on the field of artificial intelligence are needed to reduce the complexity of implementing SDN load balancing in enabling autonomous scheduling and intelligent routing functions.
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I. INTRODUCTION

With the vast expansion towards the web and Internet applications along with the growth of mobile phones leads to the growth of enormous textual information [1]. This drastic explosion of data generation not only produces mess over document clustering and summarization. This complexity is not only encountered by the humans’ but also by the machines which lag in processing the massive data generated from various sources like (applications, technologies, and organizations) [2]. The evaluations towards the huge amount of data are generally non-structural and quite a challenging task. The drastic eruption of documents over the web necessitates the path for document clustering and summarization process [3]. It attempts to give a shorter version of documents by maintaining the necessary information. The extensive insight of data makes the researchers to take appropriate decision by document clustering [4]. Thus, document clustering turns to be an essential approach in the growing world.

The document clustering or summarization helps in attaining a wider insight towards the data and offer decision making process [5]. For example, various social media applications like Facebook, Twitter and so on are used for personal causes for political and marketing purposes [6]. Recently, most of the political campaigns are made over these social media sources all over the world to reach the supporters in various regions. Therefore, the process of extracting the textual data is essential for successful political and marketing strategies [7]. Various real-time applications of document clustering are not constraint with these political and marketing strategies. For example, it is also employed for compressing the content for searching the outcomes over search engines along with the keyword for direct subscription towards the application [8]. Moreover, a proficient document clustering process over social media resources can preserve the user’s trust relies on navigation among various contents [9].

The document summarization process includes huge challenge and the preliminary attempt is performed in 1950’s when it uses features like phrase and word frequency to extracting essential sentences [10]. It is also considered as a huge demand in the field of research owing to its applicability. The finest way of summarization has to preserve the preliminary factors while assisting the users to have better insight towards the enormous volume of data in a faster manner [11]. The preliminary idea behind document clustering is to gather the more essential information in a clustered or with a compressed manner for certain tasks/users [12]. The clustering is also depicted as the gathering of data instances or the shortest document version which is gathered from the machine to attain most essential information is specific manner without human interventions. Moreover, the foremost definition is provided by [13], as ‘text is gathered from one or more documents that provides essential information based on the source content and provides the shorter version of it’.

Based on this definition, there are three different factors that have to be concentrated: 1) clustering can be done with one or more documents; 2) clustering should preserve the essential parts of original content and 3) clustering have to gather the
There is various classification of document clustering process. Moreover, the process of document summarization is partitioned as: abstractive or extractive manner. The former model is to understand the textual content of the document profoundly and expresses the text in shorter manner. Subsequently, the target is to extract the document content to choose the most essential information [14]. It is extremely harder for the machine to generate the clustering of multiple documents which is smoother and understandable by the humans. In common practise, extractive approaches are generally used. From the various categories of document clustering process, recently, learning approaches are used for various documents clustering process [15]. The extractive process can be either supervised or unsupervised. In the former model, the problem is based on binary classification where the classes are defined with the summary; similarly, in the latter model, the ultimate target is to attain representative sentences. This research proposes a novel Productive Feature Selection and Document Clustering (PFS-DocC) model which is beneficial to handle the supervised and unsupervised challenges in an interpretable way. The anticipated model possesses the following characteristics:

1) Here, the challenges identified in clustering are considered as a single-objective problem. The clustering process attempts to identify the underlying data structure and provides the information for further classification purpose. Therefore, it enhances the performance of clustering algorithm.

2) The features are extracted with dynamical process via selective manner for all clusters. The clustering process should include the weight of the document by label discrimination to cluster the document.

3) The sentences are chosen in a way that it produces the clustering process in a non-redundant and coherent manner. The complex documents are placed at the top while remaining sentences are selected to gather the essential information with the redundancies.

The proposed Productive Feature Selection and Document Clustering (PFS-DocC) model obviates the requirement of feature engineering in a document clustering. Even though, the most crucial phase over learning process in feature selection and extraction, various work concentrates in sentence clustering process. In recent time, various attempts to make to predict the optimal feature set for clustering process. This process considers the feature relevance as binary issues, that is, whether the features are attained from feature patterns. The overview of the Productive Feature Selection and Document Clustering (PFS-DocC) model is shown in Section 3. The samples of the document are chosen based on the feature vectors. The final outcomes need to similar group of samples with the features of similar group. The weighted features show similar features with clustering. In document clustering process, these clusters specify whether the document is efficient. The preliminary contributions of this clustering process are given below:

1) This work introduces the theoretical model based on productive manner. Here, a novel concept is the process of document clustering. This model facilitates the process of clustering the documents which helps in choosing the document. More specifically, the process of designing the clustering model is to measure the document sentences by labelling ‘0’ and ‘1’, respectively.

2) The proposed Productive Feature Selection and Document Clustering (PFS-DocC) model have the ability to measure the significance of the features by class discrimination which is clustered with various dataset over the reported dataset.

3) Here, evaluation is done with online available dataset to compute the clustering process in an efficient manner. It validates that the clustering process is less redundant and possess more information in a competitive manner.

4) Also, based on the comparison with prevailing approaches, Productive Feature Selection and Document Clustering (PFS-DocC) model gives added advantages which are less interpretable. It clearly states that the process tracks the cluster of document which is essential to explain the decision performed by the end-users.

II. RELATED WORK

Document clustering is considered as an unsupervised approach for semantic clustering with the similar documents. The embedded documents are determined as a vector space and predict the neighbours over the space along with the clustering model based on word extraction which is extensively utilized. There are various investigations that enhance the performance with cluster initialization and automatic parameterization. Moreover, these approaches consider that all the provided documents are autonomous and do not determine the relationship strength among them. The document clustering model helps to get rid of various limitations that determine the relationship along with the document significance which is extensively investigated.

Network-based document clustering [16] is determined based on the interconnection among the documents and carry out document clustering based on network characteristics. It is depicted as the graphs that comprises of vertices related to the edges. Based on this analysis, generally it is considered as the vertices pair related with the edges to project semantic relationships. Then the assumption is based on the link strength and authority over the provided documents measured and the documents are clustered based on provided parameters [17]. This document clustering model performs hyper-linked web document classification based on academic papers and society, and citations. These approaches are utilized to demonstrate the semantic relevance among the news [18]. Therefore, it employs various kinds of meta-data and applied to various document ranges. This model is utilized to link a document that relies on content. It inter-connects various shared words with preliminary text documents. Therefore, documents are clustered relies on dependent association among the prevailing network; even in case of meta-data with absolute completeness.
The process is formally defined to carry out network-based document clustering. Kusner et al., [19] depicts network based document clustering formally with probabilistic generative model and utilized to cluster the documents. Therefore, the modelling of probabilistic generative model is anticipated and not applicable for multi-label clustering where the document is provided for multiple clusters. Moreover, the model is not suitable for various domains which encounter highly complex documents like certain documents and mobile applications which are allocated to multiple clusters [20]. Based on various analyses, network based document clustering offers multi-labelling process. Here, neighbourhood graph-based weighted matrix is used to evaluate the relationship strength among the documents with clustering process, concept factorization, and matrix factorization [21].

Moreover, diverse ranking models like search rank over search engines, paper classification and hubness value process which are utilized to compute the link strengths and document significance between the documents [22]. Hubness values are extensively utilized for evaluating the document significance. For instance, HITS and PageRank approaches are used for analysing the flow of web pages to search the documents and allocate higher value authorization to possess enormous number of inter-links [23]. Thus, these approaches are adopted over various documents and assigns higher authority values with huge amount of inter-links. Moreover, these approaches are considered to be the favourable older documents and assigns low authority values for all the newer documents. Thus, meaning-based search engine is adopted to handle these issues and projects the meaning-based information with document significance and un-important factors [24]. Thus, it enhances the processing speed.

Thus, search engine based significant ranking documents are based on semantic relevance and concentrates on internal meaning information [25]. The limitations over these methods are extremely prone for abusing which specifies internal inclusion of essential irrelevant words in context to actual documents. Based on various approaches, the proposed model makes use of document significance with indices that are autonomous independently with the document content like number of downloads over the mobile apps [26]. The given model preliminarily reduces the abuse by handling these issues over the network-based document significance examination.

The embedding documents are considered as the conversion of documents which includes word set with latent vectors [27]. It is utilized to evaluate the distance among the provided documents and consequently clusters the similar documents during document clustering model [28]. This model is extensively utilized for embedding document techniques which is composed of inverse document frequency and term frequency, topic modelling approaches termed as Latent Dirichlet allocation [29]. Various investigators consider document clustering by adopting topic modelling document embedment with k-means algorithm. The functionality of topic modelling is enhanced using the measure of documents with network modelling. This enhanced model uses document clustering.

Additionally, various researches are underway with word/document embedment with neural network approaches. The representative NN model is composed of word2vec which identifies the similar words form the input words. Similarly, Doc2vec predicts the word that offers the input document. In recent times, Doc2Vec, LDA, and TF-IDF are adopted to include the documentation [29]. The performance of document-clustering process is improved with the adoption of semi-supervised approaches that include the construction of initial-clusters which relies on words and enhances the similarity among the documents over the provided clusters via learning process. Word2Vec-based documents are used to predict, classify, and visualize social network neighbourhood [30]. Subsequently, embedding algorithm is alike of word2vec with certain exception and identifies the neighbourhood indeed of context words. In this research, a novel Productive Feature Selection and Document Clustering (PFS-DocC) model is proposed to reflect the document significance based on feature selection and document clustering. This model provides better performance based on consistent document information, document meta-data, and information clustered with input document. It is explained in the section given below.

III. METHODOLOGY

This research model includes three different processes: pre-processing, feature selection, and summarization. The evaluation is done with MATLAB environment using DUC 2004 dataset. The comparison is done with various metrics like accuracy, precision, F1-score, recall, ROUGE 1 and ROUGE 2 score. Also, the evaluation is done with DUC 2003 and DUC 2004 benchmark dataset. An extensive analysis is done with a proposed Productive Feature Selection and Document Clustering (PFS-DocC) model. Fig. 1 depicts the block diagram of proposed PFS-DocC model.

Fig. 1. Block Diagram of Productive Feature Selection and Document Clustering (PFS-DocC) Model.
A. Dataset

The DUC 2004 uses paper documents, newswire from TDT and TREC collections. The data is used for training, summarization exploration from the produced by machine translation. The task involves summarization by question and represents various tasks. The official ROUGE measures of DUC 2004 were 1-gram, 2-gram, 3-gram, and 4-gram and longest sub-string scores. The manual summarization is used for running ROUGE was provided to available participants. Thus, the truncated summaries longer than the targeted length before evaluation and generates summarizer less than target length. The maximal target length was depicted based on bytes (punctuation, whitespace, and alphanumeric) included. The maximal target length for short summaries was 75 bytes. The shorter summaries are 665 bytes.

B. Pre-processing

The data (document) pre-processing is composed of linguistics, tokenization which provides a mathematical mode. It transforms the document content into sequence of terms which avoids punctuation and carries out removal of stop word (‘a’, ‘an’, ‘in’, ‘etc.’) are removed. There are enormous numbers of stop words.

C. Productive Clustering

The target of adopting productive clustering is used as a process of information retrieval. The user needs to scan the provided descriptors for relevancy measure and demonstrate that the clusters are relevant by manual processing of various document instances. The iterative process uses multiple stages of productive clustering to assist user for predicting the appropriate documents. The initial clustering is provided with description or clusters to the users who selects cluster of own interest. The text instances over the chosen clusters are merged and clustered. This process is continued with appropriate set of documents. The automatic description of quality is crucial for facilitating users to predict which clusters the relevant text.

The productive clustering is performed by initially clustering and predicts the set of features related with cluster. It facilitates appropriate clustering algorithm (see Algorithm 2) to be adopted. The chosen features provide best information to the users based on the users’ content (cluster). The preliminary process is to demonstrate the clusters with likely words over the cluster. But, the features are not optimal for establishing discrimination among various clusters. The scoring criterion includes information gain (mutual information).

D. Feature Selection

For the provided clusters, the prediction of instances from the input clusters handle the conventional classification problem and selection of appropriate feature subset is more essential. The selection of smaller subset with maximal feature prediction is a complex task. In smaller feature subset, step-wise similarity measure is carried out to enhance the classification performance. The model should fit with the features which cannot scale the features that are encountered with the textual data. The proposed model should trace number amount of features. The feature selection process has to ensure the process by positive correlation with target class, that is, feature occurrence rate of provided class which is higher than average rate.

Algorithm 1: Evaluating sentence score for similarity measure

```
Input: Array of sentences
Output: Similarity scores
1. Average weighted matrix [n][n];
2. Scores [n];
3. for i → 1 to n do;
4. for j → 1 to n do;
5. predict = identity − similarity (s[i], s[j]);
6. Average similarity matrix [i][j] = average value (id);
7. end
8. end
9. score = id (average similarity matrix);
10. return scores;
```

The productive clustering model is composed of two preliminary tasks: identifying the original occurrence of features based on cluster allocation and identifying the instances of certain cluster with smaller feature dimensionality set that functions as the cluster descriptions. This task offers an objective to automatically choose from clustering with various numbers of clusters. The cluster is related with various feature distributions with lesser frequency instances over the clusters. When the instances are allocated with similar cluster have same feature distribution where the cluster allocation is productive of feature occurrence. The successive task is the prediction of clustering membership with dependency over the selected clusters. The total information attained by clustering increases with clusters; however the complexity of finding the cluster membership increases with the fine-grained clusters. Also, the added numbers of clusters are more inherent and provide better trade-off among the number of features and prediction performance. The traceability process needs to be performed with number of available clusters and features for multi-document clustering process. The feature selection model is evaluated and chosen for candidate set.

In cluster creation process, the set of probable clusters are generated that varies from the total number of clusters which arises from various clustering process or various data specification. For all clusters, the model is trained to find the feature occurrence from allocated clusters. The association among the clusters are more productive. The feature subsets are chosen based on the selection mechanism. Specifically, feature subsets are predicted with positive constraints by changing regularization process. Every stage is allocated with standard modelling like clustering and model selection.

The productive framework is provided by allocating clusters that gives flat clustering. The clustering process is effectually executed with sparse data when the similarity among the data is utilized and changes the number of clusters to generate set of clustering process \( \Phi = \{ \Phi_1, ..., \Phi_K \} \). Here, various clustering process are chosen from the feature vectors that are attained from cluster assignments. The probability of the feature set occurrence is provided with cluster assignment \( y = [y^{(1)}, ..., y^{(C)}] \) which is expressed as in Eq. (1):
prob \( (X = 1|y) = \frac{1}{1+e^{-x_0}} \) \hspace{1cm} (1)

The above equation is expressed with binary features where \(X_0\) is bias compactness with coefficient of parameter vector \(u' = [x_0, x]\) and constant features are added with cluster allocation. The cluster is a supervised learning problem which includes both feature selection and training process. The cluster \(c \in \{1, ..., C\}\) with feature subset prediction is expressed as in Eq. (2):

\[
\arg\min E[\text{Loss}(x^{(c)}, y^{(c)}) + \alpha \Omega (w^{(c)})] \hspace{1cm} (2)
\]

Here, \(w^{(c)}\) is weighted co-efficient for providing the feature ranking with original cluster vectors. The feature constraints are related with the clusters positively. The feature subset reduces the computational cost of the provided model. For the provided cluster, the probability instances are allocated with the cluster as conditional random variables. It is expressed as in Eq. (3):

\[
\text{prob}(Y = 1|x) = f_{w'}(x) \hspace{1cm} (3)
\]

It is provided as the bias compactness with the integration of co-efficient and constant which is included at the feature vectors. The minimization problem with appropriate solution in expressed as in Eq. (4):

\[
\arg\min \nabla_{w'} - \ln L(w') + \frac{\gamma}{2} ||w'||^2 \hspace{1cm} (4)
\]

Generally, the features are related with various non-zero coefficients. The equivalent constraints provide solution when the coefficients are zero. It is shown in Eq. (5):

\[
\arg\min \nabla_{w'} - \ln L(w') + \gamma ||w'|| \hspace{1cm} (5)
\]

Here, \(\gamma\) influences the number of features with non-zero co-efficient where the larger value of \(\gamma\) which yields better solution with non-zero co-efficient. These non-zero co-efficient are provided with chosen features. The suitable feature subsets are determined by sweeping the \(\gamma\) values. The feature subset and the weighted co-efficient are used to choose appropriate feature subset. Consider a feature subset \(S_1, ..., S_j\) for certain cluster and optimal feature subset is chosen with Eq. (6):

\[
j = \arg \min \nabla_{w'} = \frac{\log_L(w_j)}{||S_j||} \ln \sqrt{n} \hspace{1cm} (6)
\]

Here, \(S_j\) is set of features that do not include feature subset. The coefficients are generated from the provided subset. The bias value sometimes influences the chosen subsets. The numbers of interpretable features are stable over the sample size variations. In practical condition, the feature subsets are restricted based on the size. The user needs to deal with enormous features to demonstrate the clustering process. Sometimes, the limit may reduce the productive performance; also it reduces the computational complexity with number of feature subsets during evaluation process. The analysis is done with publicly available dataset. The anticipated model is based on set of predictive features. The numbers of features are restricted with positive correlation among the clusters and classes. The positive constraints are provided based on classification performance.

For the computation of cluster predictions, here \(f1\)-score is used for individual clusters or classes where the summarization is resulted with the average of computed \(f1\)-score. The data instances are allocated with multiple clusters and not allocated with various available clusters. The instance possesses equivalent weight among distributed among the assigned values. The un-allocated instances are determined based on the valid group of added clusters. The mutual information is extracted from the discrete variables partitioning. The computation is done with automatic selection of total clusters whether the numbers of clusters correlate the maximal information content. The major drawback associated with existing approaches is the evaluation of multi-modal distributions of all features with higher computational complexity \(O(N^2)\). The redundancy elimination is done with candidate features by setting the divergence among the multi-modal distributions. The scalability is done with the features of higher score over the targeted clusters.

**Algorithm 2: Document clustering**

**Input:** Array of sentences

**Output:** sentence score

1. Similarity matrix \([n][n]\);
2. Array scores \([n]\);
3. for \(i \rightarrow 1 \ to \ n\) do;
4. for \(j \rightarrow 1 \ to \ n\) do;
5. \(\text{DocC} [i][j] = \text{measure similarity} (S[i], S[j])\);
6. end
7. end
8. \(\text{DocC} = \text{Similarity matrix}\);
9. \(\text{Hyper-linked similarity matrix}\);
10. for \(i \rightarrow 1 \ to \ n\) do;
11. score \([i]\) = average summarization;
12. end
13. return scores;

This work concentrates in computing the appropriate selection of number of clusters with the Productive Feature Selection and Document Clustering (PFS-DocC) model. This model enhances and maximizes the information attained by the clustering algorithm. The experimentation is done to compute the information among the original clusters and the chosen clusters are varied based on proportional cluster number. The productive document clustering facilitates both the number of features and clusters which is utilized to determine the cluster. The user needs to select appropriate range data clusters with computational feasibility. The user needs to enhance the range of more optimal clustering process. The anticipated model is utilized to any data with weighted features. The productive \(r\) with productive features and cluster assignment is prediction with feature subset. The outcomes are attained based on the every cluster with minimal amount of feature subset which is essential to identify the instances that belongs to certain clusters. The productive clustering model is used to predict the cluster membership of given document. The relevance of the proposed PFS-DocC model is efficient to give higher amount of information with reduced data redundancy. The section below discusses the numerical outcomes attained with the analysis of proposed PFS-DocC model.
IV. NUMERICAL RESULTS AND DISCUSSION

The performance of the proposed Productive Feature Selection and Document Clustering (PFS-DocC) model based on clustering, information extraction, and non-redundancy and overall processing is evaluated. Some metrics like accuracy (%), recall (%), F1-score (%), and precision (%) are measured. For this evaluation, online available DUC 2004 dataset is a generic model for document clustering. It includes 50 clusters of new documents. These clusters include the summaries of various human references which are considered by the researchers for extracting the outcomes. It is essential to set the length of document clusters. The clusters over DUC 2004 organize 665 bytes where the pre-processing step is extremely needed for accuracy evaluation. Here, some essential pre-processing steps are performed with text documents. Generally, the documents are processed to predict the document source information from textual components. The initial process needs to eliminate the information tags such as <TEXT>, <DOC>, and so on for processing the documents.

The experimentation performance is measured with evaluation toolkit known as ROUGE which is a recall based evaluation metrics. It computes the efficiency of document clustering for evaluating the summaries generated by the humans. The ROUGE score evaluates the number of successive terms. After the completion of pre-processing steps, the similarity measures among the sentences are evaluated using the proposed Productive Feature Selection and Document Clustering (PFS-DocC) model. The probability occurrences of the words from the input clusters are used to identify the productive words. The clusters are summarized with the clusters over the dataset. The outcome of the discriminant analysis is measured with metrics like True Negative (TN), True Positive (TP), False Positive (FP), and False Negative (FN) are known as correct predictions with negative samples, correct prediction with positive instances, incorrect prediction with positive samples, and incorrect predictions with negative instances, respectively. It is expressed as in Eq. (7) - Eq. (10):

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \tag{7}
\]

\[
F1\text{-score} = 2 \cdot \frac{\text{Precision} \times \text{Recall}}{(\text{Precision} + \text{Recall})} \tag{8}
\]

\[
\text{Recall} = \frac{TP}{TP+FP} \tag{9}
\]

\[
\text{Precision} = \frac{TP}{TP+FP} \tag{10}
\]

The simulation is carried out in MATLAB environment. Here, six different methods along with the Productive Feature Selection and Document Clustering (PFS-DocC) model are compared. The six methods are FLSA (ProbIDF), FLSA (Normal), FLSA (IDF), FLSA (Entropy), LDA, and LSA respectively. Similarly, metrics like Accuracy (%), F1-score (%), Recall (%), and precision (%) is evaluated. The accuracy of proposed Productive Feature Selection and Document Clustering (PFS-DocC) model is 98.9% which is 1.9%, 7.9%, 3.9%, 1.9%, and 38.9% higher than the prevailing methods. The F1-score of PFS-DocC is 99% which is 29.7%, 27.6%, 1.3%, 3.5%, 7.8%, and 1.3%, respectively. The recall of PFS-DocC is 99% which is 27%, 26%, 4%, 6%, 10%, and 4% higher than the other models. Similarly, precision of PFS-DocC is 99% which is 33%, 30%, 4%, 6%, 10%, and 4% higher than other models. All these process includes 50 topics. It is shown in Table I. Fig. 2 depicts the performance metrics evaluation. Fig. 3 depicts the F1-score computation.

![Fig. 2. Performance Metrics Evaluation.](image1)

![Fig. 3. F1-Score Computation for 50 Topics.](image2)

Table II depicts comparison of ROUGE 1 score and ROUGE 2 score with the evaluation toolkit. The comparison is done for ExDoS, Banditsum, HSSAS, summaRunner, NN-SE, LEAD-3, and PFS-DocC respectively. Rouge 1 score is 45 which is 3%, 4%, 3%, 6%, 10%, and 6% higher than other models. Rouge 2 score of PFS-DocC is 2%, 1.9%, 3%, 4%, 7%, and 4.7%, respectively. Finally, Rouge L score of PFS-DocC is 39 which are 4%, 7%, 4%, 2%, 1.5%, and 1% higher than other models (see Fig. 4). Table III shows the amount of information extracted, non-redundant, overall percentage achieved. PFS-DocC based information extraction is 30%; however for other approaches it is 27%, 23.5%, 20.5%,
17.6%, 13.5%, and 13% respectively (see Fig. 5). The avoidance of non-redundant data from PFS-DocC is 25% where the other data is 22.5%, 22.6%, 16.5%, 19.5%, 21%, and 23% respectively (see Fig. 6). The overall performance of PFS-DocC w.r.t information extraction and non-redundancy avoidance is 27%; whereas for other models it is 25%, 18.5%, 21.6%, 16.8%, 20.8%, and 22%, respectively.

### TABLE II. ROUGE Score Evaluation

<table>
<thead>
<tr>
<th>Methods</th>
<th>Rouge 1 score</th>
<th>Rouge 2 score</th>
<th>Rouge L score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExDoS</td>
<td>42</td>
<td>18.5</td>
<td>35</td>
</tr>
<tr>
<td>Banditsum</td>
<td>41</td>
<td>18.6</td>
<td>32</td>
</tr>
<tr>
<td>HSSAS</td>
<td>42</td>
<td>17.5</td>
<td>35</td>
</tr>
<tr>
<td>SummaRunner</td>
<td>39</td>
<td>16.5</td>
<td>37</td>
</tr>
<tr>
<td>NN-SE</td>
<td>35</td>
<td>13.5</td>
<td>37.5</td>
</tr>
<tr>
<td>LEAD-3</td>
<td>39</td>
<td>15.8</td>
<td>38</td>
</tr>
<tr>
<td>PFS-DocC</td>
<td>45</td>
<td>20.5</td>
<td>39</td>
</tr>
</tbody>
</table>

### TABLE III. Information Extraction and Non-Redundancy Percentage

<table>
<thead>
<tr>
<th>Methods</th>
<th>Information extraction</th>
<th>Non-redundancy</th>
<th>overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExDoS</td>
<td>27%</td>
<td>22.5%</td>
<td>25%</td>
</tr>
<tr>
<td>Banditsum</td>
<td>23.5%</td>
<td>22.6%</td>
<td>18.5%</td>
</tr>
<tr>
<td>HSSAS</td>
<td>20.5%</td>
<td>16.5%</td>
<td>21.6%</td>
</tr>
<tr>
<td>SummaRunner</td>
<td>17.6%</td>
<td>19.5%</td>
<td>16.8%</td>
</tr>
<tr>
<td>NN-SE</td>
<td>13.5%</td>
<td>21%</td>
<td>20.8%</td>
</tr>
<tr>
<td>LEAD-3</td>
<td>13%</td>
<td>23%</td>
<td>22%</td>
</tr>
<tr>
<td>PFS-DocC</td>
<td>30%</td>
<td>25%</td>
<td>27%</td>
</tr>
</tbody>
</table>

Table IV depicts the comparison of PFS-DocC without feature extraction is done with benchmark datasets, like DUC2002-ROUGE 1, DUC2002-ROUGE 2, Main-ROUGE 1, Main-ROUGE 2, DUC2004-ROUGE1, and DUC2004-ROUGE 2. The values of PFS-DocC (without feature extraction) are 53, 26.7, 42.5, 19, 55, and 57 respectively. Similarly, the values of PFS-DocC are 46, 22.5, 39.7, 15, 50, and 53 respectively (see Fig. 7 and Fig. 8).
The similarity score is examined based on the sentence that is extracted from the central score. Initially, the document clusters are converted to connected sentence using various similarity scores. Based on the experimentation, the proposed PFS-DocC model enhances the summarization process attained from document clustering. After the extraction process, the sentences are provided with high score and include the summary length. It is essential to improve the extracted sentences which do not possess any redundant information. Therefore, to diminish the redundancy over any sentences with the similarity measure of extracted summary the proposed PFS-DocC is used.

V. CONCLUSION

This research concentrates on proposing a novel Productive Feature Selection and Document Clustering (PFS-DocC) model with three essential steps that includes background knowledge, pre-processing, feature selection, and summarization (clustered document). It is to enhance the performance of the proposed PFS-DocC model. Here, DUC 2004 online available dataset is used for evaluation. The input from the dataset is given for pre-processing and further process is carried out. The similarity and the correlation among the clustered document are examined and summarized to extract the essential features for provided document. Therefore, the proposed PFS-DocC model enhances the performance of the clustering algorithm. The simulation is done with MATLAB environment.

The performance of the PFS DocC model is evaluated with the adoption of DUC 2004 benchmark dataset. The performance is measured using the ROUGE score toolkit. Various metrics like accuracy, F1-score, recall, and precision are measured for PFS-DocC model with 98.5% accuracy and 99% F1-score, recall, and precision. The outcome of the proposed PFS-DocC model is higher when compared to other approaches like FLSA (ProbIDF), Prob (Normal), FLSA (IDF), FLSA (Entropy), LDA, and LSA respectively. Similarly, the comparison is done with two benchmark dataset known as DUC 2003 and DUC 2004 for evaluating the performance of PFS + DocC with and without feature selection process. Also, the information extracted and the non-redundant data evaluation is also done for the PFS + DocC model. The performance show better trade-off in contrast to prevailing approaches. However, there is a constraint, as the proposed PFS + DocC model does not provided for classification. It will be concentrated in future along with the optimization process.
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Abstract—This paper proposes an approach that leverages real-time Image Classification to improve elevator safety. Elevators are a necessity for most multi-story buildings. As a result, they play a crucial role in the lives of millions of people around the world. Despite this, there has been limited advancement in the technology used for elevator door operators. In the current system, elevators use multiple infrared transmitter/receiver pair of sensors to detect obstructions between the doors. This does not effectively detect smaller objects such as pets, small children, pet leashes etc. between the elevator doors which has led to thousands of tragic fatalities. This paper proposes an approach to tackle this challenge by leveraging Binary Image Classification to determine whether there is an obstruction between the elevator doors. This study includes the construction of a novel dataset of over 10,000 images and a comprehensive evaluation and comparison of several Machine Learning models for the proposed system. The results have produced novel findings that can be used to significantly improve safety and reliability of elevator door operators by preventing tragic fatalities every year.
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I. INTRODUCTION

In today’s world, there are millions of multi-story buildings across the globe. Not only do elevators improve the convenience of vertical transportation, but they also play a vital role in providing accessibility for people with disabilities. It is clear that elevators have become a necessity in our daily life. It is estimated that the door operator works approximately 1.75 million times in 10 years [1].

In the early 2000s elevators were fitted with a retractable door edge such that if the elevator door came in contact with a person or obstruction while closing, the doors would stop closing. Modern elevator door operators use non-contact detection device which includes a photoelectric detection device, ultrasound monitoring device, red light curtain detector, electro-magnetic induction detector, and other inputs to detect obstructions between the doors [2]. However, many cases have shown that such technology has limitations when detecting small obstructions such as leashes, pets or children [3]. Because of this inefficiency, there are thousands of fatalities every year. Despite the widespread use of this elevator technology and the serious consequences of its inefficiencies, there has been limited research on the technology used for elevator door controllers. Although there has been growing interest in developing Smart Buildings and Smart Cities, elevator door control remains an underexplored research area. There is a large scope to use modern techniques from computer vision and artificial intelligence to improve the existing elevator door control technology in a cost-effective manner. Widespread implementation of such improved systems has the potential to save lives and prevent injuries. This paper seeks to tackle the aforementioned challenge of improving the reliability and efficiency of elevator door operators.

Machine learning and image classification techniques – to the best of our knowledge – have not yet been used to address the challenge of improving the safety and reliability of elevator door operators.

The contribution of this paper is to:

- Propose a system that leverages machine learning and image classification techniques to overcome the shortcomings of existing elevator door control operators.
- Construct a novel dataset of over 10,000 images which serve as input to the proposed system. The images are captured by simulating the 8 positions along the top and sides of the elevator car door. Brightness augmentation is performed to improve the robustness of the system in different daylight conditions.
- Evaluate and compare the speed and efficacy of several machine learning models, namely Linear SVC, k-NN, Decision Tree, Random Forest, and CNN.
- Identify the most suitable classifiers for the proposed system based on the results of this study.
- Assess the feasibility of the proposed system based on the results of this study.

This paper proposes an approach to address the problem of elevator door operator obstruction detection to improve safety of the passengers entering and exiting the elevator in real-time.

The following section describes related research works followed by a description of the materials and methods. This includes details regarding the dataset construction, proposed system, models considered and evaluation metrics. Then the results of the study are presented. This is followed by the conclusion and future scope of the paper.
II. RELATED WORK

In “Discussion on Improving Safety in Elevator Management”, [4] Feng ShuanChang et al. discuss the need to improve elevator technology given its direct relation to people’s lives. The authors also elaborate on the complexity of the elevator user unit and the lack of ownership for elevator maintenance among stakeholders which often leads to neglect of elevator safety.

Magota et al. [5] improve the opening-and-closing speed control of the elevator doors using ILQ design method with frequency shaping. The authors focused on developing a smoother and quicker elevator door control system rather than addressing the challenge of efficient obstruction detection.

Zeng et al. [6] propose the use of the atmega32 control chip and ov7620 image acquisition chip to tackle this challenge. The authors adopt an image processing-based approach by implementing Semi-Neighborhood Averaging Algorithm and Background Difference Method on the image pixels to identify the moving obstruction.

Various systems have been proposed in existing literature to predict the failure of elevators based on knowledge graphs [7] and neural networks [8]. Yanbin Guo et al. [9] propose a system to monitor the elevator for the most common faults based on multi-sensor fusion. This system includes a web client to view the live reports of the system and a camera to monitor the passengers inside the elevator car.

Amruthnath and Gupta [10] research the use of unsupervised machine learning algorithms, such as hierarchical clustering, k-means and fuzzy c-means, for predictive maintenance of elevators.

In “Machine Learning Modelling for Failure Detection of Elevator Doors by Three-Dimensional Video Monitoring” [11] Chih-Yu Hsu et al. propose a method for detection of elevator failure by using three-dimensional video monitoring. This method involves extracting the signal from the dynamic distances between elevator doors and modelling by trapezoidal curves. The failure detection is done by identifying these dynamical signal curves of the elevator doors using trained classifiers.

Wan et al. [12] study the use of least square support vector machine for diagnosing elevator various malfunctions using vibration signals from the elevator functions. The authors optimize the parameters of LS-SVM using K-fold cross validation.

Mishra and Huhtala [13] propose an algorithm to extract highly information features from the elevator data which is used to improve fault detection. This algorithm uses profile extraction and deep autoencoder feature extraction on the dataset.

The use of big data for fault warning of the elevator system has also been explored [14] [15]. Ming Zihan et al. [16] propose an alternate method for monitoring the elevator system by leveraging IoT.

Olalere and Dewa [17] employ a remote condition monitoring (RCM) approach for proactive maintenance of elevators. This approach uses vibration and machine-room temperature data acquired through IoT devices. Systems to protect passengers from the accidental movement of the elevator car have also been proposed in previous research [18] [19].

With the prevalence of big data, data mining technology and artificial intelligence have shown great promise in detecting the failure and evaluating the risk of elevators [20]. Wang et al. [21] study the use of Hadoop to design the data mining and analysis platform. The authors also use Hadoop to improve and parallelize the K-means and Apriori algorithms to mine the massive amounts of data from the elevator monitoring database.

A majority of existing research investigates the use of modern technology to improve maintenance of the elevator by remotely monitoring the overall elevator system for signs of faulty behavior or damage. However, related works do not address the shortcomings of existing elevator technology in effectively detecting obstructions between the doors.

In this paper, we tackle the aforementioned shortcomings by proposing a novel approach that leverages binary image classification to efficiently detect obstructions between the elevator doors. An image dataset of over 10,000 images was constructed to simulate the working of the proposed system. Several image classifiers were built, evaluated and compared on both the augmented and original image datasets.

III. MATERIALS AND METHODS

A. Dataset

The dataset was collected by simulating the 8 camera positions, as shown in Fig. 1, using a functional elevator in a multi-story building. This consisted of two cameras positioned at the top view of the elevator and 3 cameras at equidistant positions along each elevator car door. Each camera recorded videos of the various obstructions passing through the elevator car doors. Every fifth frame was extracted from the videos to compile the image dataset. The code to perform this frame extraction is displayed in Fig. 2. Each image was manually labelled as either ‘Obstruction’ or ‘No Obstruction’.

Brightness augmentation was performed on the images to simulate various lighting conditions. Thereby, improving the robustness of the obstruction detection at different hours during the day. Each image was augmented using 12 different brightness factors ranging from 0.5 to 1.6 as shown in Fig. 3. The code used to perform augmentation is displayed in Fig. 4. Grayscale augmentation was also explored however it had minimal effect on the performance of the binary image classification models. The images were divided into two datasets, namely side view images and top view images. A sample of the side view and top view images are shown in Fig. 5 and 6 respectively. The images captured have a size of 1,280 x 720 pixels as well as a horizontal and vertical resolution of 96 dpi. Each dataset is fairly balanced, as shown in Table I. The total size of both datasets together is 10,836 images.
B. Proposed System

The elevator car carries riders between the floors of a multi-story building by moving up and down in the elevator shaft. Most elevators are automatic and do not have any personnel present to operate the elevator. Elevators have two doors, one fixed to the frame, mounted on the wall and one attached to the elevator car. When the elevator reaches the destination floor and parks, both of these doors open synchronously.

```python
vidcap = cv2.VideoCapture('Video.mp4')
success, image = vidcap.read()
count = 0
while success:
    if count%5==0:
        cv2.imwrite("Data Collection\Video\frame_%d.jpg" % count, image)
    success, image = vidcap.read()
    print('Read a new frame: ', success)
count += 1

All_files=os.listdir(InDir_path)
for curr_fileName in All_files:
    full_in_file_name = InDir_path+'\'+curr_fileName
    curr_length = len(curr_fileName)
    part_1=curr_fileName[0:(curr_length-4)]
    part_2=curr_fileName[(curr_length-4):99]
    try:
        im=Image.open(full_in_file_name)
        enhancer = ImageEnhance.Brightness(im)
        factorList=[0.5,0.6,0.7,0.8,0.9,1,1.1,1.2,1.3,1.4,1.5,1.6]
        counter=0
        for factor in factorList:
            im_output = enhancer.enhance(factor)
            full_out_file_name = OutDir_path+'\'+part_1+'_'+str(counter)+part_2
            im_output.save(full_out_file_name,"JPEG")
            counter=counter+1
    except IOError:
        print("cannot process file",full_out_file_name)
```

Fig. 1. Positioning of the Cameras and LEDs in the Proposed System.

Fig. 2. Code Extracting Every Fifth Frame from a Video.

Fig. 3. Twelve levels of Brightness Augmentation used on the Dataset.

Fig. 4. Code to Perform Brightness Augmentation.
The proposed obstruction detection system will use 8 digital cameras as input devices. This includes three cameras mounted along each side of the elevator car door and two cameras mounted at the top of the elevator frame. Using multiple cameras located at various positions provides different views/perspectives of the obstruction passing through the elevator doors. This improves the effectiveness of the proposed system for detecting small or narrow objects which is a significant advantage over existing elevator door control technologies.

These cameras will capture images periodically every few milliseconds. These images are processed by the hardware and software system mounted in the elevator cars. Each image is passed to a pre-trained image classifier. The pre-trained model will perform binary image classification to determine whether there is an obstruction between the elevator doors. The proposed system will have two separate models for top view classification and side view classification respectively. By leveraging binary image classification using machine learning and deep learning, the proposed system will be able to detect obstructions with high accuracies in real-time.

If an obstruction is detected, then the signaling mechanism is triggered and a signal will be sent to the door controller to stop and reverse. Each camera has an LED light fastened next to it. If an obstruction is detected one of the images captured, the light next to the corresponding camera will turn on to notify the passengers about where the obstruction is detected. This also helps simplify the maintenance of the proposed system. If there is no obstruction detected, then the closing process will continue. The system continues to monitor for any obstructions until the gap between the elevator doors is too small to capture a digital picture. The methodology of the proposed system is illustrated in Fig. 7.

The proposed obstruction detection system will use 8 digital cameras as input devices. This includes three cameras mounted along each side of the elevator car door and two cameras mounted at the top of the elevator frame. Using multiple cameras located at various positions provides different views/perspectives of the obstruction passing through the elevator doors. This improves the effectiveness of the proposed system for detecting small or narrow objects which is a significant advantage over existing elevator door control technologies.

These cameras will capture images periodically every few milliseconds. These images are processed by the hardware and software system mounted in the elevator cars. Each image is passed to a pre-trained image classifier. The pre-trained model will perform binary image classification to determine whether there is an obstruction between the elevator doors. The proposed system will have two separate models for top view classification and side view classification respectively. By leveraging binary image classification using machine learning and deep learning, the proposed system will be able to detect obstructions with high accuracies in real-time.

If an obstruction is detected, then the signaling mechanism is triggered and a signal will be sent to the door controller to stop and reverse. Each camera has an LED light fastened next to it. If an obstruction is detected one of the images captured, the light next to the corresponding camera will turn on to notify the passengers about where the obstruction is detected. This also helps simplify the maintenance of the proposed system. If there is no obstruction detected, then the closing process will continue. The system continues to monitor for any obstructions until the gap between the elevator doors is too small to capture a digital picture. The methodology of the proposed system is illustrated in Fig. 7.
C. Models

Several machine learning and deep learning models were built and evaluated to determine the most suitable model for the proposed system. These classifiers were chosen based on their ease of use, solid performance, and popularity in related works which leverage binary image classification for real-world applications.

1) Linear SVC: Linear Support Vector Classifier (SVC) is a supervised machine learning algorithm. It can be used for both regression and classification challenges. In this paper, Linear SVC is used for image classification. The data points are plotted in the n-dimensional space and the algorithm identifies the best fit hyperplane which divides the data into categories.

2) k-NN: The k-Nearest Neighbours (k-NN) classifier has proven to be an effective classification model on numerous occasions. This model uses the labelled training data to predict the output. The predicted value is determined as the majority in the ‘k’ nearest neighbours. For the k-NN classifiers in this paper, k=3.

3) Decision Tree: Decision Tree (DT) is an algorithm which has a flowchart-like tree structure. The leaves of the tree represent the target or outcome variables. In this case, the leaves can take the value ‘Obstruction’ or ‘No Obstruction’. The decision tree classifiers implemented in this paper have a depth of 3.

4) Random forest: Random forest is a combination of multiple tree classifiers where each tree is based on independently sampled random vector values. Since it consists of multiple trees, it is called a forest. While this algorithm requires more computational power and time than decision trees, it helps improve the accuracy and reduce overfitting.

5) CNN: Convolutional neural network (CNN) is a type of deep learning algorithm which establishes learnable biases and weights to various aspects in an input image in order to differentiate one from another. The CNNs implemented in this paper have the classic architecture as a Sequential model with Convolution layers, Pooling layers and ReLU layers.

D. Evaluation

The speed and correctness of the predictions made by the classifier are crucial to determine which models would be suitable for the proposed system. The computation time of each model for test data prediction was calculated in seconds. Various metrics, namely accuracy, precision, recall and F1 score, were used to evaluate and compare the performance of the models.

In this paper, the binary classification task is defined such that each image is classified as either ‘No obstruction’ or ‘Obstruction’. The True Positive (TP) attribute of the confusion matrix is defined as the number of images which contain an obstruction and were classified as ‘Obstruction’ by the model. Similarly True Negative (TN) is the number of images which contain no obstructions and were classified as ‘No obstruction’, False Positive (FP) is the number of images which contain no obstructions but were incorrectly classified as ‘Obstruction’ and False Negative (FN) is the number of images which contain obstructions but were incorrectly classified as ‘No obstruction’.

These confusion matrix metrics were used to calculate accuracy, precision, recall and F1 score. Accuracy is the number of correctly classified images over the total number of images. Accuracy is calculated using all four of the aforementioned components of a confusion matrix (1).

\[
\text{Accuracy} = \frac{TN+TP}{TN+FP+TP+FN} \tag{1}
\]

Precision is the ratio of true positives to all positives. It gives greater importance to false positives. A precision value closer to 1 indicates that the model is performing well. Precision is calculated using the True Positive and False Positive attributes (2).

\[
\text{Precision} = \frac{TP}{TP+FP} \tag{2}
\]

Recall is a very important evaluation metric for the proposed system because it assigns more weightage to false negatives. A false negative in the proposed system means that the obstruction is present but it is not detected by the model. As a result, the doors will close normally and the person may be injured. Thus, it is crucial to minimize the number of false negatives. Recall is calculated using the True Positive and False Negative attributes (3).

\[
\text{Recall} = \frac{TP}{TP+FN} \tag{3}
\]

F1 score is defined as the weighted average of precision and recall (4). If the F1 score is closer to 1, it indicates that the classifier has performed well.

\[
\text{F1 score} = 2 * \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

The models were built and evaluated separately for top view image classification and side view image classification.

IV. RESULT AND DISCUSSION

The models and algorithms elaborated in the previous section were implemented and compared. Table II provides a detailed summary of the performances of each model for top view image classification. It can be seen that the k-NN model performed the best out of all the classifiers with an F1 score of 0.994 and accuracy of 99.8%. This was followed closely by the CNN model which had an accuracy of 98.9%. Among the models implemented on the original image dataset, both the Linear SVC and Random Forest models performed remarkably well with the same accuracy of 98.6%. All of models performed well with respect to the considered evaluation metrics.

Table III provides a detailed summary of the performances of each model for side view image classification. It can be seen that the k-NN and CNN models performed the best with accuracies of 99.8% and 99.3% respectively. Among the models implemented on the original dataset, k-NN performed the best with an accuracy of 95.4%.
The speed of each classifier was evaluated and compared in seconds as shown in Fig. 8 to 11. The speed is the computation time for classifying the test data. This is an important metric for the proposed system since the classifier must be able to identify whether or not an obstruction is present in the captured image in real-time. The computation times of the models were measured for top view classification and side view classification separately. Top view classification refers to classifying the images captured by the two cameras positioned at the top of the elevator. Side view classification refers to classifying the images captured by the 6 cameras positioned along the sides of the elevator car door. The speed of each model was also measured separately for the original dataset and augmented dataset. It can be seen that the Decision Tree model consistently performed with the lowest computation time followed by the Random Forest model. However, there is a trade-off between speed and correctness of predictions as the Decision Tree classifier had the poorest accuracy among the models considered.

In this study, a novel system design which leverages state-of-the-art machine learning techniques to detect obstructions between elevator car doors is proposed. Furthermore, an end-to-end analysis of its feasibility is presented which includes construction of a dataset of over 10,000 images, implementation of several modern binary image classifiers, and a thorough evaluation of model performances. This work advances the literature on improving elevator safety. The proposed system is designed to address the shortcomings of current elevator technology [2] by facilitating more effective detection of small and narrow obstructions through real-time image input. The use of machine learning techniques for elevator door control is – to the best of our knowledge – new. In contrast, a majority of existing works on improving elevator safety focus on detecting [9] [13] [14] [15] [20] and predicting [7] [8] elevator failure. Certain studies [6] focus on detecting only moving obstructions between elevator car doors whereas, the proposed system facilitates the detection of both moving and stationary obstructions.

![Fig. 8. Comparison of Computation Times for Top View Classification of Test Data (Original Dataset).](image-url)
V. CONCLUSION AND FUTURE WORK

Despite the widespread interest in the development of Smart Cities and Smart Buildings, very little advancement has been made in the technology used for elevator door operators. This paper proposes a novel elevator obstruction detection system that leverages modern technology such as binary image classification models, to improve the safety of elevators by effectively detecting smaller or narrower obstructions. This paper presents findings based on the evaluation and comparison of different binary image classification techniques for the purpose of obstruction detection. The considered models include Linear SVC, k-NN, Decision Tree, Random Forest, and CNN. A dataset was created through simulation of the proposed system using a functional elevator in a multi-story building. Brightness augmentation was used to improve the robustness of the models in different lighting conditions. The results of this paper show that it is feasible to develop the necessary models to perform image classification for the proposed system with high accuracies in real-time. All of the models performed well with respect to the considered evaluation metrics. The k-NN and CNN models had the highest accuracies for both datasets. However, the k-NN model had one of the highest computation times, indicating that the CNN model may be more suitable for the proposed system. While the Decision Tree model had the lowest computation time, this model also resulted in the lowest accuracy when compared with the performances of the other classifiers considered.

The work presented in this study can be extended to include the storage of the images captured to further improve the performance of the model. The use of different machine learning and image processing algorithms can be explored. Additional data can be collected to increase the size and improve the quality of the dataset.

Improving the safety and reliability of elevators presents itself as an underexplored research area with the potential to have a positive impact on millions of lives around the world. With the continuous advancement in the field of machine learning, computer vision and artificial intelligence, the scope of this paper is vast. The results of this paper can be used to improve the safety of elevators by leveraging the efficacy and immense capabilities of modern technology.
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Abstract—The study's purpose is to create an LMS model that is adapted to the characteristics of university students to enhance the learning experience by utilizing various multidimensional learning resources in Cyber Pedagogy. This research and development study used the Analyze, Design, Develop, Implement, and Evaluate (ADDIE) instructional design framework as well as the Waterfall system development model to develop learning materials and infrastructure. The study involves 50 students from the Bali Institute of Technology and Business, as well as five lecturers and six judges at the expert test stage, namely learning media experts, learning design experts, and teaching experts, who were chosen through purposive sampling. The SMILE Model (Simple, Multidimensional, and Interactive Learning Ecosystem) is designed to meet the learning needs and expectations of today's largest market share of higher education, the millennial generation. The SMILE Model was developed successfully with ongoing assistance from researchers' students, particularly in the E-Tourism course. The implementation is accomplished through the combination of university E-Learning and the use of Microsoft Teams as a virtual learning platform alternative. During the COVID-19 pandemic, this was considered the new face-to-face norm.
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I. INTRODUCTION

The purpose of this research is to develop a web-based Learning Management System (LMS) model which is termed "SMILE" (Simple, Multidimensional, and Interactive Learning Ecosystem). SMILE can be accessed by utilizing a variety of browsers on mobile devices and desktop computers. SMILE is expected to help students understand learning in a more entertaining way, as well as provide a different approach to millennial generation learning activities to improve their performance.

The SMILE consolidates constructivism learning theory as well as cyber pedagogy. The principles of constructivism theory that underlie the SMILE model include how students construct their own knowledge, with the readiness of knowledge gained through real-world experiences, collaborative activities, reflection, and interpretation, with activities that allow students to have different understandings of knowledge and perspectives in interpreting it. Despite the fact that the SMILE model incorporates Cyber Pedagogy principles, each student has completed independence in accessing multiple learning resources from any location, at any time, and in a variety of ways. Learning occurs in a multidirectional, egalitarian, inclusive, and non-bureaucratic manner, with interaction and feedback made available only when requested, both formally and informally, and students have complete control over the learning and teaching processes [1]. There are three actors (users) of the SMILE application who have varying levels of access, namely administrators, lecturers, and students. They will get a username and password to access the SMILE application and its features online.

Pyöriä, Ojala, Saari, & Järvinen discovered that the Millennial Generation, which is the current market share of higher education, may not be as homogeneous in fundamental learning strategies and attitudes as is frequently proposed; regardless of their general character traits in learning, there is no evidence that these traits affect their fundamental learning process. Many curricular strategies have been implemented to address alleged changes in the learning styles of Millennial students. Nothing has clearly demonstrated superior results in academic achievement or skill development for graduates, and there are concerns about Millennial student engagement in the learning process [2]. Furthermore, Conklin’s research emphasizes the importance of student experience by establishing classrooms that encourage millennial learner autonomy and teachers who value their students' perspectives and experiences [3]. Problem-Based Learning (PBL), Student-Centered Learning (SCL), and Classroom as Organizations (CAO) all require learners to recognize and respect the ideas, thoughts, feelings, and relationships of other learners during the learning process by participating in learning experiences that other learners have made available to them [3]. Self-evaluation of their ideas may be considered. Learning experiences that are not conducive can undermine our efforts to stimulate students.

II. LITERATURE REVIEW

A. Cyber Pedagogy

"Cyber pedagogy" refers to the science or art of teaching in an online environment. Cyber Pedagogy focuses on motivations and teaching methods that are appropriate for the technology being used, rather than those that are best suited to the traditional face-to-face classroom context [1]. The Principles of Cyber Pedagogy include the following:
Each participant has access to an extensive set of resources that promote learning as an individual in a 24-hour environment.

Procedures toward the source of learning are common, with many of them taking place solely, and in different ways.

Internet resources are available dynamically and are constantly updated.

The learning process is naturally spontaneous, contextual, and critical.

Learning can come in different forms in an inclusive, equitable, and bureaucracy-free environment.

Feedback and interaction are done formally and informally only when requested.

Formal evaluations can be obtained at any time and in a number of ways.

Participants in the learning process have complete control over the teaching and learning processes.

Indrajit also stated that universities should implement student-centered learning, where knowledge transfer is focused on students as part of Cyber Pedagogy and students have complete control over the learning process. In order for it to work, students must construct and reconstruct knowledge. When learning is integrated into an activity, it is most effective, and student experience produces outcomes that significantly improve learning. Student mentors direct, guide, and monitor students as they use all available Internet learning resources to ensure proper and optimal use [1].

B. Learning Management System in Higher Education

Each university's learning management system (LMS) is tailored to its specific needs. LMS development has made use of free (open source) production sites like Moodle, Sakai, and others, as well as systems developed by institutions themselves according to their own concepts. To name a few, below are some examples [4].

- Andrew Ng and Daphne Koller, both computer science professors at Stanford, founded Coursera, an online learning platform, in 2012. Coursera offers Massive Open Online Courses (MOOC), specialization programs, and degree programs in a variety of subjects in collaboration with universities and other organizations [5].

- edX, founded by Harvard University and MIT, is also one of the leading providers of open online courses (MOOCs). Similar to Coursera, edX is a global online course provider focused on students in higher education from a variety of disciplines. edX also offers a number of free courses [6].

- The Directorate General of Learning and Student Affairs of the Indonesian Ministry of Research, Technology, and Higher Education manages the Indonesian Online Learning System, known as SPADA Indonesia, which aims to promote equitable access to quality learning in higher education [7]. SPADA Indonesia enables students from one university to take specific quality courses from other universities, and their learning outcomes are recognized equally by the college where they are enrolled [7]. Furthermore, Arifin contended that SPADA Indonesia was formed to address some of higher education's challenges, such as the limited capacity of higher education institutions, the low affordability of universities due to uneven distribution, and the fact that many universities still lack adequate and high-quality educational resources.

- The SEAMEOLEC Open Learning Center is presented by the Southeast Asian Ministers of Education Organization's (SEAMEO) education research and development center. SEAMEOLEC focuses on open and distance education, training, and the exchange of knowledge and resources within and beyond Southeast Asia. The mission of SEAMEOLEC is to establish itself as a center of expertise of open and distance education, as well as to assist SEAMEO member countries in identifying educational problems and solutions in human resource development through open and distance education systems [8].

The Learning Management System (LMS) developed is termed SMILE (Simple, Multi-dimensional, and Interactive Learning Ecosystem). It is a Web-based application that can be accessed on mobile devices and computers using various browsers. SMILE is expected to help students understand learning in a more fun way and provide a different environment and approach to maximize student potential.

III. Research Methods

This study utilized the ADDIE instructional design framework, which covers Analysis, Design, Development, Implementation, and Evaluation [9], and the Waterfall system development model to develop learning materials and infrastructure that support students' learning. The Waterfall model, such as the ADDIE model, uses a structured framework for design that relies on completing each stage before going on to the next one. Requirement Analysis, System Design, Implementation, Testing, Deployment, and Maintenance are all part of the process [10]. By combining the two models, the designer's instructional team can perform more simple steps by formulating a cohesive model.

IV. Result and Discussion

A. ADDIE Design Development

1) ADDIE Model: According to Eller, the ADDIE Model has a lengthy history dating back to the establishment of teaching system designs and has been continuously improved by a number of scholars and instructional designers. Although structural design and software design are two separate areas, they contain many similarities and intersect in ways that instructional designers, subject matter experts, and educators who utilize the final version might benefit from [9]. Fig. 1 illustrates the ADDIE Model of SMILE.

The Waterfall Method is used in the development of SMILE LMS, so as to organize and integrate all aspects of learning materials and activities. From there, it can be seen that the Waterfall Model intersects with the ADDIE Model. The Waterfall steps are indicated in Fig. 2.
b) Design: The second stage is the design stage, in which the previous stage's system specification was explored and the system design was indeed prepared. In system design, Flow Diagrams, conceptual databases, and Entity Relationship Diagrams (ERD) are used to help with the overall system architecture concept. Fig. 3 describes an overview of the SMILE Design.

c) Implementation: Programming or coding is performed during the system's implementation stage, which is the design's interpretation into a computer-readable language. In addition, the generated program items will be subjected to verification.

d) Testing: At this stage, the system testing method of choice is Black Box Testing. It is a test method that involves observing the output results of data or conditions entered into the system without seeing how the data management process works. It is performed from the perspective of the user, enabling the identification of existing problems that can be resolved later.

e) Deployment: The SMILE is deployed into a live environment to be tested before being made available to users during this phase. This phase also includes user training programs to help users know how the system works.

f) Maintenance: This step involves providing support and maintenance for the SMILE to ensure that it runs smoothly. The main goal of this stage is to fix any errors, defects, or bugs that users encounter while using the Smile. Maintenance tasks include all processes needed to manage system continuity, enhancement, and improvement.

B. The SMILE Model

The LMS design framework is generally based on the ADDIE learning design model and the Waterfall system development model, which are used as guidance in designing learning materials and infrastructure that support student learning processes. The waterfall model is a method used in software development. The stages begin with analysis, which then proceeds to the stages of design, coding, testing, and support [11]. It can be seen that the waterfall model intersects with the ADDIE model. The ERD of SMILE is shown in Fig. 4, while the conceptual database SMILE is shown in Fig. 5.

Fig. 6 to 11 depict a few of the SMILE user interfaces, including the Login page, User Profile page, Admin’s dashboard, Student’s Detail page, Lesson Plan page, and the Syllabus page.

2) The waterfall model

a) Requirements: The needs analysis was included in the first stage of the waterfall model, and it involves both practical and non-functional requirements for the development of the SMILE LMS.
Fig. 3. SMILE Design.

Fig. 4. SMILE’s Entity Relationship Diagrams.
Fig. 5. SMILE Conceptual Database.
Fig. 6. Login Form for SMILE.

Fig. 7. User Profile Page for SMILE.
Fig. 8. Admin Dashboard Page for SMILE.

Fig. 9. Student Details Page for SMILE.
C. Experimental Findings

Three material experts and three media experts used an evaluation sheet to assess the content and media validity of SMILE, which was then tested using Gregory’s cross tabulation. The evaluation results show that the SMILE Learning Management System meets the requirements for validity. The system’s usability was evaluated using questionnaires distributed to students and teachers, as well as observation sheets. The results of the usability tests show that the developed SMILE Learning Management System meets the expectations of both students and teachers.

1) Expert findings: Tables I and II list the instruments and indicators that were measured.

The following steps were taken to obtain the validity data from the assessment by material experts and media experts [13].
TABLE I. LEARNING OBJECT REVIEW INSTRUMENT V. 1.4 [12]

<table>
<thead>
<tr>
<th>No.</th>
<th>Rated Aspects</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Content of Quality</td>
<td>It is necessary to have veracity, accuracy, a well-balanced presentation of ideas, and an adequate level of detail.</td>
</tr>
<tr>
<td>2</td>
<td>Aligning Learning Objectives</td>
<td>Learning objectives, activities, assessments, and student characteristics should all be interconnected.</td>
</tr>
<tr>
<td>3</td>
<td>Adaptation and Feedback</td>
<td>Variability learner input or learner modeling motivates adaptive content or feedback.</td>
</tr>
<tr>
<td>4</td>
<td>Motivation</td>
<td>Abilities to inspire and evoke interest or curiosity.</td>
</tr>
<tr>
<td>5</td>
<td>Design of Presentation</td>
<td>Creating visual and auditory information to aid in learning and mental processing.</td>
</tr>
<tr>
<td>6</td>
<td>Usability of Interaction</td>
<td>The user interface's predictability, ease of navigation, and the quality of the UI that supports features.</td>
</tr>
<tr>
<td>7</td>
<td>Accessibility</td>
<td>Provide learners' support.</td>
</tr>
<tr>
<td>8</td>
<td>Reusability</td>
<td>The ability to link various courses or learning contexts without modifying them.</td>
</tr>
<tr>
<td>9</td>
<td>Comply with Standards</td>
<td>In accordance with international standards and requirements.</td>
</tr>
</tbody>
</table>

TABLE II. CYBER PEDAGOGY INDICATORS [1]

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mobility</td>
<td>The process method for learning resources is ubiquitous and can be from anywhere, anytime, and in various ways.</td>
</tr>
<tr>
<td>2</td>
<td>Location Awareness</td>
<td>The technology component is capable of providing information about the physical location of the device to other users or applications.</td>
</tr>
<tr>
<td>3</td>
<td>Interoperability</td>
<td>Users have the ability to exchange and use information. Learning takes place in a multi-way, egalitarian, inclusive, and non-bureaucratic way. Applications can interact with other applications through a mutually agreed protocol over various communication lines.</td>
</tr>
<tr>
<td>4</td>
<td>Seamlessness</td>
<td>Every student can access various learning resources freely and independently 24/7. Internet resources are dynamic, and are updated collectively every second.</td>
</tr>
<tr>
<td>6</td>
<td>Social Awareness</td>
<td>a) Effective communication. b) Effective learning. Interaction and feedback can take place when and where it is desired--formally or informally. Evaluation of the learning procedure can be performed as many times as necessary.</td>
</tr>
<tr>
<td>7</td>
<td>Adaptability</td>
<td>a) Pervasiveness Learners have full control over the learning and learning process.</td>
</tr>
</tbody>
</table>

a) To convert qualitative data to quantitative data, apply the Gregory content validity provisions as shown in Table III.

TABLE III. CROSS TABULATION OF THREE RATERS

| Rate r I | Irrelevant | Relevant | | Rate r II | Irrelevant | Relevant | | Rate r III | Irrelevant | Relevant |
|----------|------------|----------|------------|------------|------------|----------|------------|------------|----------|
| A        | B          | C        | D          | E          | F          | G        | H          |

Notes of the Three Raters' Cross Tabulation


b) The Gregory Formula is then used to calculate the score to generate the content validity.

\[ Vi = \frac{H}{A+B+C+D+E+F+G+H} \]  

where,

\[ Vi = \text{Content Validity} \]

c) Convert the average score to a qualitative value using the assessment factors listed in Table IV below.

TABLE IV. GUILFORD'S TABLE OF RELIABILITY COEFFICIENTS

<table>
<thead>
<tr>
<th>Score Range</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{X} &gt; 0.80 )</td>
<td>Very High</td>
</tr>
<tr>
<td>( 0.60 \leq \bar{X} \leq 0.80 )</td>
<td>High</td>
</tr>
<tr>
<td>( 0.40 \leq \bar{X} \leq 0.60 )</td>
<td>Moderate</td>
</tr>
<tr>
<td>( 0.20 \leq \bar{X} \leq 0.40 )</td>
<td>Low</td>
</tr>
<tr>
<td>( \bar{X} \leq 0.20 )</td>
<td>Very Low</td>
</tr>
</tbody>
</table>

The SMILE LMS instrument has a coefficient of content validity of 1, which is classified as very high based on the conversion of the Guilford table.

2) Usability Analysis: The Usability Testing method is applied using Nielsen’s approach, which is classified into five instruments: learnability, memorability, efficiency, errors, and satisfaction. Using the 5-point Likert Scale, from strongly disagreeing (1) to strongly agreeing (5). Table V shows the result from the lecturer’s perspective.

TABLE V. USABILITY ANALYSIS

<table>
<thead>
<tr>
<th>No.</th>
<th>Assessment Aspects</th>
<th>Likert Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1 2 3 4 5</td>
</tr>
</tbody>
</table>
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The assessment concluded with a satisfaction aspect, generating the following result: (E1) I am pleased with the SMILE Learning Management System's overall interface design. 25% of them strongly agreed, 62.5% agreed, and 12.5% tended to agree on (D1). I haven't found an error when using the SMILE Learning Management System. It is followed by (D2). I did not encounter any menu errors or mismatched functions while using the SMILE Learning Management System; 37.5% strongly agreed, 50.0% agreed, and 12.5% tended to agree on (D3). In the SMILE Learning Management System, I can quickly locate the features and menus I'm looking for, it stated that 37.5% strongly agreed, 50.0% agreed, and 12.5% tend to agree.

In terms of the errors' aspects, the result shows that 25.0% strongly agreed, 62.5% agreed, and 12.5% tend to agree on (D1). I haven't found an error when using the SMILE Learning Management System. It is followed by (D2). I did not encounter any menu errors or mismatched functions while using the SMILE Learning Management System; 37.5% strongly agreed, 50.0% agreed, and 12.5% tended to agree on (D3). In the SMILE Learning Management System, I can quickly locate the features and menus I'm looking for, it stated that 37.5% strongly agreed, 50.0% agreed, and 12.5% tend to agree.

The approach was also used against the student’s perspective. In the learnability aspect, 50.0% strongly agreed that the Learning Management System SMILE can be easily studied (A1), while the remaining 50% agreed. For (A2), 37.5% stated they strongly agreed, while 62.5% agreed. It follows with (A3) at 50.0% stated strongly agreed and 50.0% agreed. The (A4) got 37.5% strongly agreed, 50.0% agreed, while 12.5% tended to agree. I was able to learn how to use the SMILE Learning Management System without any written instructions or a manual book (A5); 37.5% of the students said they strongly agreed, while 62.5% said they agreed.

From the memorability aspect (B1), I have no trouble recalling how to use the SMILE Learning Management System. It is equally 50.0% between "strongly agreed" and "agreed". The results obtained from the student’s perspective are in order: (B2) 37.5% strongly agreed, 50.0 agreed, and 12.5% tend to agree; and (B3) I find the SMILE Learning Management System easy to use; all the students stated that they strongly agreed.

The assessment continued with efficiency aspects; (C1) I can easily access the menu on the SMILE Learning Management System. It was strongly agreed upon by 50.0%, agreed upon by 37.5%, and tended to agree upon by 12.5%. I can easily obtain the available information on the SMILE Learning Management System; 37.5% strongly agreed, 50.0% agreed, with 12.5% inclined to agree. (C3) I can quickly find the information I need by starting my search in the SMILE Learning Management System; 37.5% strongly agreed, 50.0% agreed, and 12.5% tended to agree.

In terms of the errors’ aspects, the result shows that 25.0% strongly agreed, 62.5% agreed, and 12.5% tend to agree on (D1). I haven't found an error when using the SMILE Learning Management System. It is followed by (D2). I did not encounter any menu errors or mismatched functions while using the SMILE Learning Management System; 37.5% strongly agreed, 50.0% agreed, and 12.5% tended to agree. On (D3), In the SMILE Learning Management System, I can quickly locate the features and menus I'm looking for, it stated that 37.5% strongly agreed, 50.0% agreed, and 12.5% tend to agree.

The approach was also used against the student’s perspective. In the learnability aspect, 50.0% strongly agreed that the Learning Management System SMILE can be easily studied (A1), while the remaining 50% agreed. For (A2), 37.5% stated they strongly agreed, while 62.5% agreed. It follows with (A3) at 50.0% stated strongly agreed and 50.0% agreed. The (A4) got 37.5% strongly agreed, 50.0% agreed, while 12.5% tended to agree. I was able to learn how to use the SMILE Learning Management System without any written instructions or a manual book (A5); 37.5% of the students said they strongly agreed, while 62.5% said they agreed.

From the memorability aspect (B1), I have no trouble recalling how to use the SMILE Learning Management System. It is equally 50.0% between "strongly agreed" and "agreed". The results obtained from the student’s perspective are in order: (B2) 37.5% strongly agreed, 50.0 agreed, and 12.5% tend to agree; and (B3) I find the SMILE Learning Management System easy to use; all the students stated that they strongly agreed.

The assessment concluded with a satisfaction aspect, generating the following result: (E1) I am pleased with the SMILE Learning Management System's overall interface design. 25% of them strongly agreed, 62.5% agreed, and 12.5% agreed. (E2). I feel comfortable using the SMILE Learning Management System. 37.5% stated they strongly agreed and 62.5% agreed. (E3). The color scheme and layout of the content on the SMILE Learning Management System

<table>
<thead>
<tr>
<th></th>
<th>Learnability</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Learning Management System SMILE can be studied easily.</td>
<td>33.3</td>
<td>66.7</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>I am pleased with the ease and speed with which information is accepted in detail, as well as with the SMILE Learning Management System in particular.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>I can easily comprehend the content and information presented in the SMILE Learning Management System.</td>
<td>16.7</td>
<td>33.3</td>
<td>50.0</td>
</tr>
<tr>
<td>A4</td>
<td>I can easily understand and comprehend plots from the SMILE Learning Management System's navigation.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td>I was able to learn how to use the SMILE Learning Management System without any written instructions or a manual book.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Memorability</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>I have no trouble recalling how to use the SMILE Learning Management System.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>I can easily find and remember navigation directions and features on the SMILE Learning Management System.</td>
<td>16.65</td>
<td>16.7</td>
<td>66.65</td>
</tr>
<tr>
<td>B3</td>
<td>I find the SMILE Learning Management System easy to use.</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Efficiency</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>I can easily access the menu on the SMILE Learning Management System.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>I can easily obtain the available information on the SMILE Learning Management System.</td>
<td>66.7</td>
<td>33.3</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>I can quickly find the information I need by starting my search in the SMILE Learning Management System.</td>
<td>66.7</td>
<td>33.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Errors</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>I haven't found an error when using the SMILE Learning Management System.</td>
<td>16.65</td>
<td>66.7</td>
<td>16.65</td>
</tr>
<tr>
<td>D2</td>
<td>I did not encounter any menu errors or mismatched functions while using the SMILE Learning Management System.</td>
<td>16.7</td>
<td>83.3</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>In the SMILE Learning Management System, I can quickly locate the features and menus I'm looking for.</td>
<td>16.7</td>
<td>50.0</td>
<td>33.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Satisfaction</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>I am pleased with the SMILE Learning Management System's overall interface design.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>I feel comfortable using the SMILE Learning Management System.</td>
<td>33.3</td>
<td>66.7</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>The color mix and layout of the content on the SMILE Learning Management System are convenient to see.</td>
<td>16.7</td>
<td>33.3</td>
<td>50.0</td>
</tr>
<tr>
<td>E4</td>
<td>When I saw the display on the system's dashboard, the SMILE Learning Management System exceeded my expectations.</td>
<td>16.7</td>
<td>33.3</td>
<td>50.0</td>
</tr>
<tr>
<td>E5</td>
<td>I found other supporting equipment such as file sharing, communication features such as chat and e-mail, as well as feature support.</td>
<td>50.0</td>
<td>50.0</td>
<td></td>
</tr>
</tbody>
</table>
are easy to understand. 37.5% strongly agreed, 50.0% agreed, and 12.5 agreed with some reservations. (E4). When I saw the display on the system's dashboard, the SMILE Learning Management System exceeded my expectations; 25.0% stated strongly agreed and 75.0% agreed. (E5). I discovered additional assistive equipment such as file sharing, communication features such as chat and e-mail, and feature support received 50.0% strongly agreed, 37.5% agreed, and 12.5 percent tend to agree responses.

D. Relevant Work

The developed Learning Management System (LMS) is identified as SMILE, which stands for Simple, Multi-dimensional, and Interactive Learning Ecosystem. It is designed to assist students in understanding learning in a relatively simple, insightful, and unique way in order to maximize their potential and competencies. It is accessible via mobile devices, personal computers (PCs), and various browsers [4].

Mcgreal’s research outlines the organizational context that motivates the use of Open Educational Resources (OER) in teaching and learning, including policies, practices, development processes, and resources [14].

Meanwhile, Wang, Woo, Quek, Yang, & Liu explored the use of Facebook Groups in LMS development based on the availability of prospective pedagogical, interpersonal, and technical capabilities that enable the exchange of ideas, resources, announcements, and online discussions. Directly uploading files in various formats presents challenges, but this discussion lacks meaningful structure. Students can communicate and interact with one another with ease. Despite this, there is a failure to provide a safe social environment due to a lack of privacy [15].

Shin and Kang used a mobile application-based LMS to conduct research on student acceptance and its impact on learning objectives. Students at online universities, according to their findings, are open to the use of mobile technology as a new learning tool. Acceptance has a direct or indirect impact on student achievement. These findings help to improve our understanding of the use of mobile learning systems in higher education and provide useful guidelines for the development and implementation of mobile application-based learning management systems [16].

Mtebe claims that the use of LMS in universities in Sub-Saharan Africa is expanding, and the majority of the universities' limited resources are being used to develop LMS. Mtebe conducted a review of the literature on LMS use in Sub-Saharan Africa, as well as proposed strategies to assist institutions in using LMS more effectively while saving money [17].

The ideal didactic curriculum, according to Toohey, Wray, Wiechmann, Lin, and Boysen-Osborn, should include a mix of asynchronous and synchronous learning. A Learning Management System (LMS) such as Schoology, Canvas, or Blackboard can manage a Learning Resource Center (LRC) program, which provides students with video menus, interactive education modules, articles, quizzes, didactic recordings, and other assignments. Implementing an LMS in a residency program can range from free (Schoology) to a per-student fee that may be covered by the university [18].

V. CONCLUSION AND FUTURE WORK

In this study, we look at how to design, validate, and determine the efficacy of a learning management system that relies on cyber pedagogy and national educational standards in the higher education e-learning ecosystem. The SMILE Learning Management System model was developed by integrating various learning resources based on the characteristics of the current generation of learners.

Usability testing was used to evaluate the efficacy of the SMILE prototype. The results are consistent with the observed initial objective of delivering a productive learning process in simple, interesting, and interactive ways through the use of various multi-dimensional educational resources inside the corridor of Cyber Pedagogy and National Education Standards.

This research can be enhanced in a number of different ways. This type of prototype can be developed in other universities with features tailored to the needs of each campus, including lecture content that is wide and varied, as well as the use of learning media that is simple to understand and tailored to the needs of students, to support an effective and efficient learning process.
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Abstract—Technological advances and the massive use of mobile devices have led to the exponential evolution of mobile applications in the health sector. Blood donation centers frequently suffer blood shortages due to lack of donations, which is why blood donation requests are frequently seen on social networks for blood donors in urgent need of a transfusion of a specific blood group. Mobile applications for blood donation are crucial in the health sector, since it allows donors and blood donation centers to communicate immediately to coordinate with each other, minimizing the time to perform the donation process. The present work was to develop a location-based mobile application for the search of blood donors, with the objective of increasing the number of donors, having a greater population reach, and reducing the time to search for blood donors. The results obtained show a significant increase of 39.58% in the number of donors, a reduction of 53.2% in the search time, and a greater population reach.

Keywords—Blood banks; location; mobile applications; donor; applicant; blood bank; mobile apps

I. INTRODUCTION

Donating blood is helping to save the lives of those who need a transfusion in a selfless and supportive way. Worldwide, 118.5 million blood donations are collected, 40% of which are in high-income countries [30]. In Peru, approximately 270 thousand units of blood are needed per year to guarantee the normal supply of this resource in the blood donation centers of the Ministry of Health. In donation campaigns, thousands of units of blood are collected from donors, although much more are needed to meet the demand of applicants [1][2]. Deterrents and motivations for voluntary blood donation may differ by age and ethnicity [3]. Blood donation centers often suffer from shortages, so it is the applicants who look for their blood donor, often without success, therefore, strategies for effective donor recruitment and retention are required. Blood donation centers still use traditional methods for donor recruitment, such as blood donation campaigns, word of mouth, social networks, etc., although they are still valuable, but they are becoming less and less effective [4]. In addition, the Ministry of Health's blood donation centers work in isolation, without integration with other health institutions, which affects the quality of service. In this context, information technologies and smartphones have become an ally for blood donation [5][29].

The present research proposes the development of a location-based mobile application for blood donor search (DONAPE), for which the mobile application provides a direct location-based channel between blood seekers and blood donation centers. Achieving to increase the number of donors, improve the place of origin (geographical location) of donors and improve the search time.

The article is organized as follows. Section 2 describes the main related studies that have been conducted in the field of location-based blood donation and mobile technology. Section 3 presents the location-based mobile application development methodology and research method. Section 4 develops the case study. Section 5 describes and analyzes the results. Section 6 presents a brief discussion. Finally, Section 7 presents the conclusions.

II. REVIEW OF THE LITERATURE

Currently, in order to guarantee the required supply of blood units, it is necessary to focus efforts on donor recruitment and retention. Therefore, it is important to know the characteristics of donors, their motives and deterrents to voluntary donation. In this context, technological progress has played a very important role in blood donation; technology has made it possible to streamline and automate processes. In this sense, a set of works related to the search for blood donors has been reviewed.

In [6] developed a mobile application for Android, which offers a simple and fast approach to searching for blood, where they can easily find donor and recipient data through their cell phones. While researchers at [7][8] developed cloud-based web applications to administer and manage the health system's blood units. These applications allow blood units to be allocated according to the severity of the case, availability of types and quantities. Along the same lines, the research work [9] proposed a method for allocating blood units, using a mobile application, which utilized a real-time hybrid algorithm to develop the blood unit allocation operation. In [10][11][12][13] web and mobile applications were developed to manage blood donation, allowing to register, schedule, receive notifications and access information, synchronizing blood donation centers with emergency centers, to verify the availability of blood needed and to send a request to the nearest blood donation center.

Web applications for blood donation have also been developed using new technologies such as blockchain and learning algorithms. In [14][15] web applications were developed using blockchain technology, applying machine
learning algorithms to develop and evaluate models for classifying blood donors as returnees and non-returnees. In [16] [17] [18] proposed web-based applications to manage blood donation campaigns, with the aim of collecting and organizing data. The researchers at [19][20] developed web applications to monitor and investigate the risks involved with donors before and after the donation process.

Although previous studies considered many aspects of the blood donation process, each of them exclusively addressed issues related to web or mobile applications as managers for blood donation, forgetting the importance of managing the location of the donor and applicant. The main reason for this research is that through the mobile application we can manage the location of both the donor and the applicant to make and improve the blood donation service.

III. METHODOLOGY

For the present work we chose to use the agile Scrum method to develop the project prototype. Scrum is an adaptive, iterative, fast, flexible and efficient framework. Scrum ensures transparency in communication and creates an environment of collective responsibility and continuous progress [21]. This method has 5 phases: initiation, planning and estimation, implementation, review and retrospective and launch, for the development of this project we will work with four processes, which are described below.

A. Sprint Planning

In this process, meetings are held to define the user stories, estimate the tasks and create the sprint backlog, and a time-box of eight hours is assigned during a month-long sprint [22]. In this process the Scrum team decides to complete the selected items in the prioritized product backlog to meet the sprint goal.

B. Sprint Development Work

In this process, the Sprint Backlog is implemented, no changes are made that affect the objective of the sprint, quality objectives are ensured, the scope is renegotiated with the product owner and the development team as it is developed. [23]. In this process it is possible to preview the inspection and the adaptation of the progress towards the goal according to the schedule of activities.

C. Sprint Review

The sprint review is conducted to demonstrate and validate the sprint, the Scrum Team presents the deliverables of the current sprint to the Product Owner. The Product Owner reviews the product increment against the agreed acceptance criteria and accepts or rejects the completed user stories [23].

D. Sprint Retrospective

In this process, a 4-hour meeting is held in a one-month sprint, and is developed as part of the sprint retrospective process. During this meeting, the Scrum team meets to review and reflect on the previous sprint in relation to the processes that were followed, the tools used, the collaboration and communication mechanisms, as well as other aspects of interest to the project [24].

A strength of Scrum lies in the use of cross-functional, organized and empowered teams that divide their work into short, concentrated work cycles called sprints.

The main characteristics of mobile applications are high performance and availability, which is why the client layer is developed offline, as shown in the architecture in Fig. 1.

![Mobile Application Architecture](image)

**Fig. 1. Mobile Application Architecture.**

IV. CASE STUDY

This section details the development procedure of the mobile application prototype, following the life cycle methodology mentioned above. Likewise, Table I describes the tools to be used in the development of the case.

<table>
<thead>
<tr>
<th>TABLE I. TOOLS FOR PROTOTYPE DEVELOPMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>Android Studio</td>
</tr>
<tr>
<td>Firebase</td>
</tr>
<tr>
<td>GitHub</td>
</tr>
<tr>
<td>Figma</td>
</tr>
<tr>
<td>Play store</td>
</tr>
<tr>
<td>Jira</td>
</tr>
</tbody>
</table>

The Scrum cycle starts with a stakeholder meeting, then the product owner develops the prioritized product backlog. Each sprint starts with a planning meeting where the prioritization of the stories is considered, and generally lasts from one to six weeks. Then, the sprint planning and time estimation for each of the user stories to be implemented is done.

A. Planification Del Sprint

In this section the analysis and identification of the requirements for the elaboration of the User Epics is performed, together with the descriptions of the functionalities that the mobile application will have, which are elaborated between the product owner and the Scrum team, and that can be improved during the project life cycle. This is an agile way to manage requirements without elaborating large amounts of documentation [25]. Table II describes the user epics that will be implemented for the development of the case study.
TABLE II. USER EPICS

<table>
<thead>
<tr>
<th>#</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADS-1</td>
<td>Manage the authentication module: The mobile application should have a login interface with security token for user registration and authentication</td>
</tr>
<tr>
<td>ADS-2</td>
<td>Manage the notification module: The mobile application must have the option of notifications to indicate to the user of requests.</td>
</tr>
<tr>
<td>ADS-3</td>
<td>Manage Google maps module: The mobile application must incorporate Google maps technology for real-time search of donors or applicants based on location.</td>
</tr>
<tr>
<td>ADS-4</td>
<td>Manage the health center location module: The mobile application, through geolocation, should locate the closest health centers for the blood donation process.</td>
</tr>
<tr>
<td>ADS-5</td>
<td>Manage the reporting module: The mobile application must show the available or connected donors, as well as the list of applicants.</td>
</tr>
</tbody>
</table>

Time estimation: In this phase the Scrum team decides to complete the prioritized product backlog, assigning the duration, priority and complexity for each of the user stories. There are many tools to estimate user stories, for this case Planning Poker is used to estimate and indicate the complexity whose value only makes sense to the development team [26]. The project estimate resulted in nine weeks, as shown in Table III.

PROJECT SCOPE: understood as the sum of all product requirements and all work necessary to develop the final product/service [24]. The functionalities originate from the set of requirements established and analyzed together with the product owner. Therefore, in order to know the fulfillment of the project scope, the degree of progress of each of the user stories of the product backlog is verified, in order to know if the implementation is being carried out as planned.

Fig. 2 shows the hours that the team takes to develop the user story points, in order to verify in greater detail the degree of progress in the sprint estimates.

B. Sprint Development

In this process, the following sprints are developed:

1) Sprint 1 (user authentication): In this Sprint the interface for the login Fig. 3, interface for the registration of new users (donor or applicant) and password recovery is developed. The user must have the access credentials to log in, otherwise, he/she will have to register his/her data as requested in the form. If the user forgets his/her password, the recovery process is performed.

Fig. 3. Donor Login and Registration.
2) Sprint 2 (notification module): In this second Sprint, the interface for the notifications module was implemented. As shown in Fig. 4, this component has two sections: 1 for the inbox, and another one located in the upper right part of the startup interface.

![Fig. 4. Notifications and Tray.](image)

3) Sprint 3 (geolocation module): In this sprint, the Google maps service is incorporated into the prototype, in order to search for donors and locate donation centers, as shown in Fig. 5. In the first interface of Fig. 5, the applicant searches for blood donors. In principle, the algorithm performs the search based on the location of the applicant, prioritizing the proximity of the donor. Once the donor has been located, the applicant searches for the health center that has a blood bank, using the second interface in Fig. 5.

![Fig. 5. Search for Donors (a) and Blood Donation Centers (b).](image)

In the interfaces of Fig. 5(a), the first interface is where the applicant searches, chooses the donor and can contact immediately. (b) The second interface is used to search for the blood donation center closest to the interested parties, in order to carry out the blood transfusion process. The donor will be able to cancel the request through the application, in case they do not reach a mutual agreement.

4) Sprint 4 (reporting module): In this sprint the donor reports are developed, where the names, city of origin, cell phone number, date of last donation and blood type can be displayed, as shown in Fig. 6.

![Fig. 6. Donor Report.](image)

C. Sprint Review

After the development of each Sprint, we proceed with the review, for this Scrum Team members and Stakeholders participate in the review of the sprint to accept the deliverables, the review time is two to three hours. At this stage the Scrum Team demonstrates the achievements of the sprint, specifying each of the new features. This provides an opportunity for the product owner to inspect in detail what has been completed so far and determine if changes should be applied to the sprint.

D. Sprint Retrospective

The retrospective is the last step in a sprint. All Scrum team members attend this meeting, which is organized by the Scrum mater, this meeting together with the product owner, discusses important elements for future actions. This retrospective meeting covers both what went wrong and what went right. It also evaluates the process followed in the development of the sprints, tools, among other elements. It is also a space for new ideas or methods in order to continue improving the process and promoting good practices.

To demonstrate the results of the implementation of the mobile application, it was tested for 20 days. The design used was pre-experimental, with a pre-test and a post-test, since the online method was used (1). Table IV shows the elements of the design.
The results related to the state of the country have been assessed, with the need to search for blood donors, with the implementation of the mobile application. Since the beginning of the COVID-19 pandemic, there is no culture of voluntary blood donation, the need is increasing. This section describes the results related to the development of the research within the case study. In Peru, there is no culture of voluntary blood donation, the need is permanent and the numbers required to cover the demand are high [1].

V. RESULTS

This section describes the results related to the development of the research within the case study. In Peru, there is no culture of voluntary blood donation, the need is permanent and the numbers required to cover the demand are high [1].

TABLE IV. DESCRIPTION OF PRE-EXPERIMENTAL ELEMENTS

<table>
<thead>
<tr>
<th>Elements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>Experimental group: the study is carried out in the Dlima laboratory for 20 days.</td>
</tr>
<tr>
<td>O_1</td>
<td>It is the measurement before implementing the mobile application. Pre-test data measurement: experimental group.</td>
</tr>
<tr>
<td>X</td>
<td>Mobile application = object to be tested</td>
</tr>
<tr>
<td>O_2</td>
<td>Measurement of post-test data: experimental group.</td>
</tr>
</tbody>
</table>

G, O_1, X, O_2

TABLE V. RESULTS OBTAINED IN THE PRE-TEST AND POST TEST

<table>
<thead>
<tr>
<th>KPI-1</th>
<th>KPI-2</th>
<th>KPI-3 (Horas)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pree</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 7 shows that the average of KPI-1 has improved in the number of donors, in KPI-3 the average indicates that the time to search for donors has been reduced, in the same line, it is observed that in KPI-2 after the implementation of the mobile application, access to other regions of the country has been achieved.

To measure the indicators in Table VI, we used the scales of time in hours, quantity and distance.

TABLE VI. RESEARCH INDICATORS

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Pre-Test</th>
<th>Post Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPI-1 Number of donors</td>
<td>1.65</td>
<td>2.85</td>
</tr>
<tr>
<td>KPI-2 Donor origin</td>
<td>Lima</td>
<td>Lima + Provincia</td>
</tr>
<tr>
<td>KPI-3 Donor search time</td>
<td>5.45</td>
<td>2.9</td>
</tr>
</tbody>
</table>

For the case study, we worked with the Dlima laboratory, a blood bank that offers a modern and highly reliable blood transfusion system. Since the beginning of the COVID-19 state of emergency, blood donations have dropped by more than 70% due to fear of infection [27]. Since then, the laboratory implemented a set of strategies to search for donors and maintain the blood bank reserves and promote the culture of voluntary donation even in the context of a pandemic. One of the strategies was the proposal to develop a location-based mobile application to search for blood donors, with the following indicators: increase the number of donors (KPI-1), place of origin (geographical location) of the donors (KPI-2) and improve the search time (KPI-3). It is known that screening tests for hepatitis B and C, HIV, HTLV I and II, Chagas disease and syphilis are performed prior to blood transfusion. In our environment there are still prejudices regarding blood donation, therefore, the laboratory implemented a reward program that consists of performing a blood test known as "complete blood count" for any altruistic donor who decides to use the mobile application to donate blood. The data collection (Table V) for the pre-test measurement used a record type card and for the post-test the automated record of the mobile application.

Table VI shows the average results for each KPI; these results were derived from Table V. It should be noted that the districts of Lince, Breña, Cercado, Surco, Comas, Olivos and JSL belong to the city of Lima.
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A. Results of the First Indicator (KPI-1)

Fig. 8 shows the normality test for KPI-1, where a standard deviation of 1.04 is observed with respect to the mean of 2.85 donors per day. Along the same lines, the data obtained show that the p-value is less than 0.05, which confirms that the information analyzed has a non-normal behavior.

Regarding the nonparametric Wilcoxon test (Table VII). It has an asymptotic significance level of 0.001, which is less than 0.05, which is the limit value for the acceptance of the hypothesis, therefore, it is stated that the implementation of the mobile application has a positive impact on attracting a greater number of blood donors.

<table>
<thead>
<tr>
<th>Statistical test</th>
<th>PRE-TEST KPI-1</th>
<th>POST TEST KPI-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-3.359^b</td>
<td></td>
</tr>
<tr>
<td>Sig. Asintótica(bilateral)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Wilcoxon signed-rank test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Based on positive ranges</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Results of the Second Indicator (KPI-2)

Fig. 9 shows the results of the second indicator, which evaluates the donors’ place of origin. In the pretest, the origin of the donors belonged only to the city of Lima, including the districts (Lince, Surco, Breña, Los Olivos, S JL, Cercado and Comas), where a total of 29 blood donors were obtained. In the post test, with the use of the mobile application, a greater reach was achieved, obtaining blood donors from different cities in the country, such as: Piura, Trujillo, Cuzco, Tarapoto, Chimbote, among other districts of the city of Lima, totaling 48 blood donors. Therefore, we can affirm that after the implementation of the project, we have a positive impact on the population and a greater reach.

C. Results of the Third Indicator (KPI-3)

Fig. 10 shows the normality test for KPI-3, where a standard deviation of 0.9119 is observed with respect to the mean of 2.9 hours required to obtain a donor. In the same line, the data obtained show that the p-value is less than 0.05, which confirms that the information analyzed has a non-normal behavior.

Regarding the nonparametric Wilcoxon test (Table VIII). It has an asymptotic significance level of 0.000, which is less than 0.05, which is the threshold value for the acceptance of the hypothesis, therefore, it is stated that the implementation of the mobile application has a positive impact with respect to measuring the time to recruit blood donors.

<table>
<thead>
<tr>
<th>Statistical test</th>
<th>PRE-TEST KPI-3</th>
<th>POST TEST KPI-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-3.642^b</td>
<td></td>
</tr>
<tr>
<td>Sig. Asintótica(bilateral)</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Wilcoxon signed-rank test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Based on positive ranges</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
VI. DISCUSSION

About the case study: the mobile application was made with Android Studio, Firebase, among other tools such as Jira, which was used to manage user stories, allowing a controlled monitoring by both the team and the product owner. A set of works related to blood donation has been reviewed, where technology is used as an ally for this purpose. Works such as: [16][17] developed mobile applications for blood donation integrating cloud services with the purpose of promoting and facilitating blood donation. In the meantime [12][13] In their projects, they focused on the development of mobile applications to manage notifications, access donor information and synchronize with the blood banks, all of which have undoubtedly contributed to the development of this work.

About the methodology: Scrum is an agile methodology for software development, in this group there is a set of methodologies based on agility. However, the main reason why Scrum was chosen for the development of the mobile application is the short iterations known as sprints that allow early deliveries of two to four weeks and in turn a quick feedback from users and stakeholders [28]. Among other advantages and benefits of the Scrum methodology we can highlight: it helps to manage and minimize project risks, it improves the relationship between cost and benefit, it allows the development of team skills, and it works mostly with small teams.

With respect to the limitations that were found in the research work and that could have affected the results, in principle there was no list of blood donation centers authorized by the ministry, and to a lesser extent the time it took for the play store to review the mobile application.

VII. CONCLUSION

In this research article, a location-based mobile application was developed to search for blood donors, using the Scrum methodology, Google maps service to locate the donor and blood donation centers in real time.

After the implementation of the project, there was a significant increase in the number of blood donors by 39.58%, as well as a reduction of 53.2% in the time required to search for blood donors. The results show that donors from different cities in the interior of the country such as Piura, Trujillo, Chimbote, Cuzco and Tarapoto, representing 39.58%, however, it is important to note that the city of Lima continues to concentrate the largest number of blood donors, equivalent to 60.42% according to the case study.

The scientific contribution of this article is fundamental for the development of future work related to blood donation campaigns. With the data collected through the mobile application, it is possible to perform analytical processing, develop strategies with reward incentives to motivate blood donation, and add new functionalities so that doctors and patients can communicate.

Finally, it was demonstrated that the solution developed, manages to increase the number of blood donors, reduce the time to get donors, has greater population reach and in turn has access to the information provided by the donor, and with this to perform actions in favor of those concerned.
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Abstract—Cultivation of crops and their parallel production yields hugely depend upon the fertility composition of the soil in which the crops are being cultivated. The prime fertility factors which contribute towards the health of the soil are the available soil nutrients. Varying climatic conditions and improper cultivation patterns have resulted in unpredictable growth and yield of the groundnut crops, one of the major cause for the fluctuation seen in groundnut pod growth patterns and production, is the differing soil nutrient compositions of the land which is under cultivation. The unnecessary usage of excessive artificial fertilizers to boost the soil strength, without properly diagnosing the exact nutritional need of the soil required for the conducive growth of the crop has led to the imbalanced distribution of the soil's major macro-nutrients constituents such as (Phosphorous (P), Potassium (K) and Nitrogen (N)). In this research article, we have made a detailed investigation for nutrient prediction mechanism of the soil nutrient datasets taken under investigation of a specific geographic location from one of the major groundnut cultivating districts (Villupuram) in the state of Tamil Nadu and have proposed a Soil nutrients prediction scheme and optimal fertilizer recommendation model for sustainable cultivation of groundnut crop using Enhanced-1DCNN DLM. This Investigation model utilizes the natural compact robust features of 1DCNN in classifying the major macro nutrients (N,P,K) on the basis of low, Medium and high values. Based on the generated heatmap results the correlation between certain macronutrients and their corresponding micronutrient presence is classified. This proposed model has been compared for its performance and error measures with existing SVM, Naïve Bayes and ANN models and has proved to be outperforming all the compared baseline models by preserving the original data distribution with an overall accuracy of 99.78%.

Keywords—Soil nutrients; Enhc-ID-CNN DLM; nutrient classification; fertilizer recommendation

I. INTRODUCTION

Farming activities across the globe, has started taking a different dimension in its approach serving to the changing socio-economical needs. The impact of technology has already started to make inroads in the agriculture sector, several nations have sensed it and are slowly in the process of adapting precision based agricultural activities. India being one of the world’s largest agriculture-based country, the scope and possibility of adapting precision-based agriculture has slowly gained importance. Groundnut is one of the most predominant oil seed, which has been cultivated in our country. This nutritious nut has been cultivated across the year in India, in three seasons, namely, the monsoon or rainy season which is called as Kharif, the winter season which is called as Rabi and the Summer. In India, one of the most important groundnut-growing states is Tamil Nadu, where groundnut is grown in five seasons: Adipattam (June-July), Karthikaipattam (October-November), Margazhipattam (December-January), Masipattam (February-March), and Chithiraiipattam (March-April) (April-May). The kharif season accounts for nearly 80% of the country's total groundnut production. As of 2018-19, the area under groundnut cultivation in Tamil Nadu was around 3.38 lakh hectares. For the best results, groundnut cultivation requires sandy loam or clay loam soil with good drainage. The soil should be deep, the pH should be around 5.5 to 7, and the fertility index should be high. The heavy soil was found to be unsuitable for cultivation due to harvesting difficulties. Because these crops are salt-sensitive, the soil should not be salty. Groundnut crop soil should not contain any rocks or clay, as this will reduce the crop's yield during harvest. For healthy germination and growth, the temperature in the cultivation area should be around 27-30 degrees Celsius. The ideal annual rainfall for crops is between 450 and 1250 millimeters. Groundnut farming is not suitable for high altitudes, cold, and frosty climates. The cultivation of groundnuts benefits from a consistent warm climate. The cultivation and production of the groundnut have been affected by many factors, one of the important issues which leads the cultivation land to be less fertile is by the usage of excessive number of artificial fertilizers on to the soil, without properly predicting the exact soil nutrient deficiency, such cultivation patterns make the soil infertile over a period of time, by thus there is gradual decline seen in the production rates of the groundnuts. Growth of the groundnut crops and higher groundnut pod formations hugely depend upon the underlying soil nutrient composition on which the crop has
been cultivated. There are many macro and micro nutrients which contributes towards the productive health of the crops. The major set of macro nutrients which include (Nitrogen, Phosphorous and Potassium) NPK, defines a important role in defining the productive nutrient composition of farm in which the groundnut is being cultivated. In addition to this basic macro nutrients, calcium, Sulphur and few other micro nutrients such as iron, zinc and manganese also contributes towards production of healthy groundnut pods, which rises the overall production yield of the groundnut crop [28][29][30]. Impact of artificial intelligence by the means of Machine learning and deep learning models have started creating a unique dimension in addressing complex problems through various quantifiable solutions across diversifying domains. In this research article, we have proposed a deep learning model (Enhanced 1DCNN DLM), for predicting the various soil nutrients constituents required for the sustainable cultivation of the groundnut crop. Mathematical models developed to predict soil nutrients composition must, in general measure possible physical quantities of the environment and provides formulas to describe the actual relationships between these soil-related parameters. Because of advances in computer modelling, empirical modelling methods have emerged as a dominant development model capable of extracting contextual physical quantities related to soil nutrient composition [19][20][31][34]. This empirical model is frequently used to choose a good model, correct physical quantities using the chosen model, and validate it to see how accurate it is at predicting soil fertility. These models must take into account relevant data, such as predefined input parameters and required output parameters. The input parameters, in particular, are chosen empirically with the goal of maintaining a minimum degree of correlation between them. To build predictive models, the majority of the major soil nutrient prediction schemes that have contributed to the literature have primarily used neural networks, linear regression, machine learning, and empirical formulas [2][3][5][10][18]. Soil nutrient prediction models based on deep learning have been found to be more robust and reliable in terms of prediction accuracy at this time. There are considerable amount of research directions defined through various data mining and machine learning methodologies, towards soil nutrient based crop prediction, soil fertility prediction and for soil fertilizer recommendation [24][23][22]. Crop based Soil nutrient prediction schemes towards identifying the exact nutrient composition of the land selected for agriculture and precise fertilizer recommendations based on the prediction made seems to be a novel approach for implementation, and through deep learning model the prediction the performance metrics will be more and error measures will be comparatively less when compared with existing machine learning models [6][7][11][12].

II. RELATED WORK

Soil states a pivotal role towards determining yield of the crops, in recent years there where many data mining and machine learning-based investigations made on the basis of the soil nutrients availability and its proposed fertilizer recommendation schemes. These variety of machine learning based schemes have opened up a wide scope towards reaching a more optimal soil nutrient prediction scheme more specific to particular crop cultivation patterns. Various base articles, pertaining to our research problem have been reviewed comprehensively in this context [13][14][15][16][17].

For classifications, Nikam et al.[1] defined a model involving J48/C4.5, knn, ID3, Artificial Neural Network, Support Vector Machine, and Naive Bayes. These classification methods are divided into three groups: statistical, machine learning, and neural networks. [1].

Three algorithms were used by J Ghola et al.[2] to define their work. J48(C4.5) and Jrip algorithms were used with 1988 soil instances in the J48: It is a very simple classifier that generates a decision tree with a 91.90 percent accuracy. The author also suggested that a future goal would be to develop a recommendation system that would suggest appropriate fertilizer based on the soil test sample and cropping pattern.

Dr. K. Arunesh et al. [9] investigated and experimented in 203 soil instances with 6 soil attributes from Virudhunagar District, Tamilnadu, India, and found that the Nave Bayes machine learning classification algorithm outperforms J48, random tree, JRip, and OneR,

Ramesh et al. [21] proposed a system that uses Naive Bayes, Bayes Net, Naive Bayes Updatable, J48, and Random Forest as classification algorithms. They used a dataset which comprised 1500 instances of Soil samples obtained from Department of Agricultural. In the classification of soil nutrients, J48 calculated 92.3 percent accuracy, while the Nave Bayes algorithm calculated 100 percent accuracy.

Using two algorithms, Nave Bayes and J48, Chiranjeevi M N et al. [5] proposed a system for analysing soil condition and nutrients which includes Potassium, pH, Nitrogen, EC, Phosphorus, OC, Sulphur, Iron, Zinc, Magnesium, Boron, and Copper at Belagavi Department of Agriculture in Belagavi. The Naive Bayes algorithm produced a better result than the J48 algorithm, correctly classifying the determined number of instances of the soil sample.

Naive Bayes Classifier had been applied to Tirupati, Andhra Pradesh soil, according to Bhargavi et al [8]. The soil data instances were all classified into different sand categories, such as loamy sand, clay, loam, sand, sandy loam, sandy clay loam, and clay loam.

Puno, J. C., et al. [18] proposed and developed a fully functional system using IP (IP enhancement, IP segmentation, and feature extraction) in MATLAB software. All 7 nutrient attributes are classified as L, M, H, S, D (Low, Medium, High, Sufficient, Deficient) values.

After experimenting with model 1 and model 2 for soil moisture estimation, Ahmad, S et al. [4] proposed a model based on five-year data with only one attribute for classification considered, namely VIC moisture. The author concluded that SVM model outperforms ANN and MLR models.

Juhi Reshma S R et al. [23] used Neural Networks to propose a recommendation system for predicting the number of fertilisers needed for a specific banana crop, as well as regression methods for upcoming plantations. Nitrogen (N),
phosphorus (p), and potassium (k) are the three most important soil nutrients for crop growth. By default, soil contains a specific amount of NPK, which varies by location. Each crop has its own set of requirements. A model is constructed in this paper to recommend the number of fertilizers required for the banana crop.

A. Extracts Inferred from the Literature

The limitations of the available soil nutrient prediction models considered towards the literature study across the recent years is drafted below.

1) Most of the available soil nutrient predicts models have been approached by data mining and machine learning algorithms, which devised the approach towards nutrient prediction, but there exist limitations in terms of learning accuracy.

2) Mostly the available machine learning schemes have not defined well defined a sustained prediction accuracy to fit the need, opening a wide scope for improvement.

3) Though there is a considerable amount of research contributions done towards predicting the soil nutrients and fertilizer recommendation, there is only a limited class of investigation done for crop specific soil nutrient prediction and fertilizer recommendation.

4) The comparison of error measures and performance metrics reached by the available ML defined soil nutrient prediction schemes extend a clear scope for improvement if learning can be further be deeply enhanced.

5) On the basis of the above drafted limitations, it has been proposed to propose an Enhanced -1D Convolutional Neural Network based Deep Learning Model (Enhanced-1DCNN DLM) to facilitate accurate estimation of soil nutrient prediction and fertilizer recommendation for the sustainable cultivation of groundnut crops.

B. Proposed Work and its Scope of Contributions

The major aids of the proposed Enhanced-1DCNN based Deep Learning Model is listed as follows:

1) The proposed model works towards the soil nutrients composition prediction and its necessary fertilizer recommendations, which aids towards the better cultivation of groundnut crops in the specific geographical location present in the Villupuram district(Tamilnadu).

2) The proposed scheme has within the substantial qualities of 1DCNN to achieve consistent and automatic extraction features which contributes towards the optimal prediction of soil nutrient composition.

3) This proposed enhanced 1DCNN model tries to address the limits which prevail in the available methods used for the process of prediction in terms of performance towards prediction, multifeatured processing capability, generalization, and prediction.

4) The proposed enhanced 1DCNN introduced layer level inner optimization and fine tuning towards the attainment of accurate soil nutrient(N,P,K) prediction.

5) Experiments of the proposed Enhanced-1DCNN DLM based soil nutrient prediction and fertilizer recommendation scheme is performed on the basis of metrics pertaining to increase in the rate of performance metrics as well as decrease in the error metrics by thus evaluating the advantages it poses in par with the baseline schemes used for the purpose of investigation.

6) The statistical and stability analysis was performed over the proposed model, which confirmed the stability of the utilized deep learning model for nutrient prediction and its respective fertilizer recommendation.

The other sections of this article are organized as drafted below. In the second section A comprehensive review was made on the available data mining and ML modelled soil-nutrient prediction schemes which have aided to the study of literature over the recent few years. The third section describes an inclusive view over the proposed Enhanced -1D CNN-scheme which predicts the soil nutrient composition of the soil dataset and recommends the suitable fertilizer adapting the layer-based feature optimization approach with appropriate validations. In the fourth section the proposed model’s investigational results and its corresponding discussion pertaining towards predicting soil nutrient composition based on its metrics of performance and error measures in comparison with the baseline models has been discussed.

III. EXPERIMENT METHODOLOGY

The proposed Enhanced-one dimensional CNN based DLM for predicting the soil nutrient composition serves towards achieving sustainable groundnut cultivation through optimal prediction of soil nutrient composition and recommendation of required fertilizer need of the crop under cultivation based on the (N, P, K) input given. This Enhanced-1DCNN DLM adopted the significant parameters of various macro and micro nutrients along with soil pH in the course of predicting optimal soil nutrient composition as depicted in Fig. 1. Most commonly CNN based deep learning models are used to analyse the images, Deep two Dimensional Convolution neural networks, which might have several hidden layers and heaps of parameters, can learn objects of complex dimensions and patterns on Being trained on a large visual dataset with labelled values. This unique ability, when properly trained, defines to be the prime tool for several applications involving Two Dimensional signals such as imageries and frames of videos. However, this might not be a feasible choice in many applications involving one Dimensional signals, particularly if the training data is infrequent or confined towards any particular application. To gap this problem, 1D CNNs are proposed and it has quickly achieved the desired optimal performance levels in a variety of applications. Another striking benefit of 1D CNNs is that its configuration is simple and compact, which only perform 1D convolutions, which drives the route towards the usage of on demand cost feasible implementation of the hardware. Considering the impact of 1D CNNs in analysing temporal data, we have chosen to perform the process of soil nutrient prediction based on the optimized 1D CNN, which performs flattened layer level enhancement of conventional 2D CNNs.
A. Objective and Methodology

The cultivation of groundnut crop has been largely impacted by the improper or lack of proper assessment techniques used to exactly find the nutrient composition of the land under cultivation and needed percentage of correct fertilizers to be used based on the prediction scheme of the nutrients. The growth and the production yield of groundnut crops is largely impacted by the nutritious content of the soil, there are various set of macro and micro nutrients which contribute towards the proper growth of the groundnut crop starting from the sowing of seeds till towards the groundnut pods become mature enough to get harvested. The major set of nutrients present in the soil which contributes towards the crops growth are “Nitrogen[N], phosphorous[P] and Potassium [K]”, apart from other micro nutrient such as “Calcium (Ca), Sulphur[S], Zinc [Zn], Iron [Fe], Manganese [Mn] and Boron[B]”, soil parameters such as “pH, Soil electrical conductivity (EC), and Organic carbon (OC)” are also responsible in fixing out the overall fertility index of the soil. In this article we have chosen a semi-arid geographical landscape which is the most conducive soil pattern for the cultivation of groundnut and performed the model evaluation based on the nutrient datasets obtained from one such. The above given Table I, defines the parameters involved in the evaluation of the proposed Enhanced -1D CNN DLM.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographical location of the dataset</td>
<td>Gingee (Taluk), Villupuram (District.), Tamilnadu (State), India</td>
</tr>
<tr>
<td>Latitude</td>
<td>12.2529° N</td>
</tr>
<tr>
<td>Longitude</td>
<td>79.4160° E</td>
</tr>
<tr>
<td>Macro Nutrients</td>
<td>“Nitrogen[N], Phosphorous[P] and Potassium [K]”</td>
</tr>
<tr>
<td>other Nutrients</td>
<td>“Calcium (Ca), Sulphur[S], Zinc [Zn], Iron [Fe], Manganese [Mn] and Boron[B]”</td>
</tr>
<tr>
<td>Soil core parameters</td>
<td>“pH, Soil electrical conductivity (EC), and Organic carbon (OC)”</td>
</tr>
<tr>
<td>Nutrient classification classes on the datasets</td>
<td>Low, Medium &amp; High</td>
</tr>
</tbody>
</table>

Excessive usage of artificial fertilizers, pollution variants and changing weather conditions make a huge impact by downgrading the quality of the soil under cultivation, and hence Prediction of the soil nutrient composition stays to be a vital factor towards framing up a well-defined precision farming prototype to uphold the soil fertility index and the crop production yield.

In this research work, a proposed 1D-CNN based Deep learning model has been chosen to train the nutrient datasets conducive for the sustainable cultivation of groundnut crop. This proposed 1D CNN deep learning model serves to the need of bridging the gap between the exact soil nutrient prediction for the cultivation of groundnut crop and its production rates through the improved optimal soil fertilizer recommendation schemes.

The one-dimensional CNN model can aggregate local features and lessen the data dimensions through convolutional and pooling operations. As a result, by repeatedly using convolution operations and pooling operations, a deep convolutional neural network can extract high-level features while significantly reducing the dimension of the output. In this article, raw nutrient dataset is used directly as the input to deep neural networks, as a result, the timing of the deep convolutional neural network output’s high-level features is not disrupted.

B. Evaluation of the Proposed Model with Enhanced One-Dimensional CNN

A 1D CNN is a special case of a conventional neural network. Unlike traditional neural networks, in which the hidden layer is fully connected, a 1D CNN employs a unique network structure that alternates between the convolution and the pooling layers.

As shown in the above Fig. 2, the proposed 1D CNN has an input layer, three layers of convolutional (C1, C2, C3), fully connected two layers (F1, F2) & an output layer. This 1D CNN stays to be an alternate enhanced version of 2D CNN.

These enhancements have proven to be more effective in certain applications which deal with 1D temporal data.
Comparing with the 2D CNN, this 1D CNN are chosen to be more advantageous stating for the following reasons.

- The forward and the back propagation in one dimensional CNN require a simple array operation rather than a matrix operation.
- Due to its shallow Architecture, it involves in complex learning capability of 1D temporal data comparing with 2D CNN which has a deeper architecture, 1D-CNN are much convenient to train and use.
- The Complexity of involving more advanced hardware setup which includes the involvement of GPUs and cloud infrastructure in 2D-CNN is hugely reduced with respect to 1D-CNN where, general CPU implementation with a relatively fast processing speed makes 1D-CNN more opt for the usage.
- Compact 1D CNN have proven to be efficient in terms of performance pertaining to concise datasets.

As shown in the above Fig. 2, the 1D CNN Architecture consists of two distinct type of layers they are the “CNN-layers” in one Dimensional convolutions and pooling, and Fully-connected layers. The arrangement of a 1D-CNN is designed by the following hyper-parameters:

- The total levels of hidden CNN and fully connected layers (in our proposed Enhanced 1D-CNN model as shown in the above Fig. 2, there are 3 CNN layers and 2 fully connected layers).
- Defining the size for Filters in each CNN layer.
- Subsampling feature in each CNN layer.
- The choice of pooling and activation functions.

The input layer in 1D-CNN stays to be an inert layer which accepts the raw 1D temporal data as that of the conventional 2D-CNN. The output layer is a fully connected layer consisting of equal number of neurons as that of the number of classes. Fig. 3 depicts three consecutive CNN layers of 1D-CNN. As shown in the figure, 1D filter kernel has a size of 3 and a subsampling feature of 2. Here, the kth neuron in the CNN hidden layer 1 first performs a series of convolutions, the sum of which passes through the activation function $f$ by a subsampling operation. In fact, this is the main difference between 1DCNN and 2DCNN, where the 1D array replaces the 2D matrix in both the kernel map and the feature map. Processing further, the raw 1D datasets are processed by the CNN layers and it starts learning to extract the features potential for the purpose of classification to be performed by the Fully connected layers, as a result the process of feature extraction and classification are coupled together as a single process that can be optimized so as to maximize the performance of the classification. This process of 1D CNN proves to be a major advantage as it results in the involvement of low computational complexity, since the only major operational cost is with the sequence of one dimensional convolutional which performs simply the linear weighted summing of two 1D arrays, which can be operated effectively during the forward and Back-Propagation operations in parallel.

The procedure [33] of 1D Forward propagation (1D-FP) in each CNN-layer is shown in the equation (1) and the process of Back propagation is summed up as shown in the equation (2), is defined as follows:

$$x_k^l = b_k^l + \sum_{i=1}^{N_{l-1}} \text{conv}1D(w_{ik}^{l-1}, s_i^{l-1})$$  \hspace{1cm} (1)$$

After the computation of weight and bias, they can be utilized to update the biases and weights with the learning factor, $\varepsilon$ as,

$$w_{ik}^{l-1}(t + 1) = w_{ik}^{l-1}(t) - \varepsilon \frac{\delta E}{\delta w_{ik}^{l-1}}$$

and

$$b_k^l(t + 1) = b_k^l(t) - \varepsilon \frac{\delta E}{\delta b_k^l}$$  \hspace{1cm} (2)$$

The process of forward and back-propagation in hidden 1D CNN layers is depicted below in the Fig. 4.
The process flow of the Back Propagation for the one-dimensional temporal datasets in the training set can be stated as follows:

1) To initialize the weights and biases of the CNN.
2) For each Back Propagation iteration DO.
3) For each Nutrient Composition Value (Low, Medium, High) in the dataset, DO:
4) FP: Forward propagation from the starting input level layer through the output layer to find the outputs of each neuron.
5) BP: By Computing the delta error at the output level layer and to back-propagate it to first hidden layer to compute the delta errors,
6) PP: To Post-process by computing the weight and bias sensitivities.
7) Update: Updating the weights and biases by the (accretion of) sensitivities scaled up with the learning factor.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The evaluation of the proposed model using Enhanced 1D-CNN scheme and the benchmarked SVM, Naïve bayes and ANN schemes have been conducted based on the nutrient datasets of the Villupuram district obtained for a particular geographical region of Gingee. The dataset used for the current investigation is available online and it pertains to the years starting from 2016 to 2020. “Precision, recall score, F1-Measure, and Accuracy”, as well as the error measures “RMSE, MAD, MAE, and R²” is calculated, and a comparison to the baseline models is derived through graphical comparisons for the proposed Enhanced 1D-CNN. The datasets are mounted on Google Drive, and the model is evaluated on the Google Colab platform.

The training process of the proposed Enhanced 1D-CNN structure is attained on the basis of Villupuram district nutrient dataset which are obtained from the online GIS servers, which are referred to the India soil Health System (soilhealth.dac.gov.in) maintained by the Indian Council of Agricultural Research. This web portal plays a prime role for providing soil related parameters across all the states in the country district wise. The soil nutrient constituents taken for the training purpose is obtained from the Tamilnadu state wise data of Villupuram district which spans over four years from (2016-2020). Data pre-processing is carried out before introducing into the model. The dataset is then partitioned based on the ratio of 67:33 for Training and Testing, respectively. Then the pre-processed data is inducted with the model evaluation of Enhanced 1D-CNN, during the process the model is evaluated for its performance measure and error metrics. The process of identifying the hyperparameters to control the learning process and to determine the values of model parameters is done by tuning the hyperparameters on the test set.

The proposed Enhanced 1D-CNN Deep learning model for predicting Soil nutrient composition for the sustainable cultivation of the groundnut crop is a nascent Deep learning approach of this kind, hence for the purpose of evaluating the performance of the proposed Enhanced 1D-CNN model and its optimality consideration based on overall performance metrics and error measures it has been compared with standard and effective machine learning classifiers such as SVM, Naïve Bayes and ANN models and proved to be outperforming based on the evaluation results. The recommendation module evaluates the process of taking the given range of (N, P & K) values and generates the optimal fertilizers to be used for the sustainable cultivation of the groundnut crop. Since the general soil composition of the Villupuram district soil is Nitrogen Low by nature, the low predictions of Nitrogen below the minimum 17% of the basal need will have a nitrogen-based fertilizer recommendation for the sustainable cultivation of the groundnut crop, with respect to Phosphorous (P) based fertilizer recommendation, the higher percentage of phosphorous deposition found in Villupuram district soils along with the amount of needed phosphorous per hectare of groundnut cultivation demands a minimum of 35% of phosphorous requirement, which normally get satisfied due to its natural existence in the soil and hence rarely needs phosphorous based fertilizer recommendations. The requirement of Phosphorous is very much essential during the basal and flowering stages of the groundnut crops. The most important nutrient with respect to groundnut cultivation is the presence of Potassium(K), which is the most desirable nutrient required for the sustainable groundnut cultivation, starting from its early stage of growth till to its maturity, because it is responsible for making the crop disease resistant, regulates the water conditions within the plant cell, aids the crop in formation of proteins and chlorophyll and even often counterattacks the negative impacts of excess nitrogen supplements, supplied through fertilizers. To a minimum the percentage of Potassium will be nearly 55% in the total nutrient requirement for the sustainable cultivation of the groundnut crop, since the deposition of Potassium in the district of Villupuram seems to be in the Medium scale of level, fertilizers pertaining to Potassium are normally recommended when the predicted or the given values of Potassium is below the minimum scale required. The below Fig. 5, depicts the evaluation of the fertilizer recommendation module based on the given value of prediction.
A. Consideration of Performance Measures

- **Accuracy:** Adaptation of 1D-CNN has shown significant performance improvement in terms of the overall evaluation accuracy of the model in terms of classification. Comparative depiction of the accuracy of the proposed model is shown in Fig. 6.

\[
\text{ACCURACY} = \frac{TP + TN}{TP + TN + FP + FN} (3)
\]

- **Precision:** The overall Precision of the proposed Enhanced 1D-CNN described below is the ratio between the number of correctly identified positive predictions and the total number of positive predictions (True positive + False positive). Comparative depiction of the precision of the proposed model is shown in Fig. 7.

\[
\text{PRECISION} = \frac{TP}{TP + FP} (4)
\]

- **Recall:** As shown in Fig. 8, the recall value for the proposed Enhanced 1D-CNN is defined as the ratio of actually predicted true positive values to the overall sum of true predicted positive and false negative values.

\[
\text{RECALL} = \frac{TP}{TP + FN} (5)
\]

- **F1-Measure:** The harmonic mean of precision and recall is the F1 measure for the proposed Enhanced 1D-CNN, and its performance against the baseline model is depicted in Fig. 9 below.

\[
F1 = 2 \times \frac{\text{PRECISION} \times \text{RECALL}}{\text{PRECISION} + \text{RECALL}} (6)
\]

- **Loss:** This proposed Enhanced 1D-CNN Deep learning Model outputs a very minimal loss value by thus producing a more improved accuracy rate, The below Fig. 10 depicts it.

---

**Table II. Performance Metrics of the Proposed Enhanced 1D-CNN with the Baseline Models**

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>NB</th>
<th>ANN</th>
<th>ENHC 1D-CNNNDLM</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOSS</td>
<td>0.23450</td>
<td>0.33670</td>
<td>0.9890</td>
<td>0.02347</td>
</tr>
<tr>
<td>ACCURACY</td>
<td>0.75894</td>
<td>0.66894</td>
<td>0.9124</td>
<td>0.99789</td>
</tr>
<tr>
<td>PRECISION</td>
<td>0.72345</td>
<td>0.62971</td>
<td>0.9197</td>
<td>0.98524</td>
</tr>
<tr>
<td>RECALL</td>
<td>0.69080</td>
<td>0.61987</td>
<td>0.9298</td>
<td>0.98741</td>
</tr>
<tr>
<td>F1_SCORE</td>
<td>0.67890</td>
<td>0.61620</td>
<td>0.7620</td>
<td>0.97745</td>
</tr>
</tbody>
</table>

---
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Comparison of the Proposed Enhanced 1D-CNN with Baseline Models based on Performance measures, the below Fig. 12 depicts the optimality of the proposed model over other compared models.

B. Consideration of Error Metrics

The square root of the difference between the predicted values of the used model and the actual values associated with the study variable (soil nutrient) determined over the total number of observations is known as the Root of the Mean of the Squared Errors (RMSE) [32].

$$RMSE = \sqrt{\frac{\sum(\text{ACT}_\text{val} - \text{PR}_\text{val})^2}{\text{Obs}_\text{No}}}$$ (7)

MAE: The difference between the predicted values of the used model and the actual values associated with the study variable (soil nutrient) determined over the total number of observations is depicted by the mean of absolute values [32].

$$MAE = \frac{\sum|\text{ACT}_\text{val} - \text{PR}_\text{val}|}{\text{Obs}_\text{No}}$$ (8)

Where, $\text{ACT}_\text{val}$ and $\text{PR}_\text{val}$ represents the actual and predicted values and $\text{Obs}_\text{No}$ is the number of observations.

MAD: The average distance between each data point and the mean is the mean absolute deviation of a dataset. It gives us an idea of how variable a dataset is. [32].

$$MAD = \frac{\sum \text{Absolute values of deviation from central measures}}{\text{Total n.o. of Observations}}$$ (9)

The shown Table III depicts the calculated error metrics in par with all the baseline models with the Enhanced 1D-CNN and the corresponding graphical representation as shown in Fig. 13 shows the performance of the Enhanced 1D-CNN with a minimal loss in the process of prediction and hence optimality in terms of achieving low error metrics. The calculated Coefficient of Determination ($R^2$) Value of the proposed Enhanced 1D-CNN scheme stands ahead in terms of evaluation with all the baseline models, and thus denotes how well the coefficient fits with the values in the training dataset.

**TABLE III. COMPARISON OF THE ERROR METRICS COEFFICIENT OF DETERMINATION OF THE PROPOSED ENHANCED 1D-CNN WITH THE BASELINE MODELS**

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>NAÏVE BAYES</th>
<th>ANN</th>
<th>1D-CNN</th>
<th>DLML</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.8092</td>
<td>0.8872</td>
<td>0.7950</td>
<td>0.4839</td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.6549</td>
<td>0.7872</td>
<td>0.6321</td>
<td>0.2342</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.3238</td>
<td>0.6871</td>
<td>0.2871</td>
<td>0.2270</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.6123</td>
<td>0.5321</td>
<td>0.9312</td>
<td>0.9872</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13. Error Metrics and Coefficient of Determination ($R^2$) Comparison of the Proposed Enhanced 1D-CNN with Baseline Models.

The proposed Enhanced 1D-CNN schemes' prediction efficiency is tested using the Villupuram district soil nutrient dataset by deriving the confusion matrix (see Table IV (A, B, C)). The computed confusion matrix for the proposed model, has shown evident prediction results by producing most optimal prediction accuracy rates for predicting the major macro nutrients of the soil Nitrogen (N), Phosphorous (P) and Potassium (K), based on the classification sets Low, Medium and High. This classification labels are defined on the basis of the nutrient dataset values, which represents the exact soil nutrient composition of these nutrients in the district of Villupuram.

The proposed Enhanced 1D-CNN model and the compared benchmarked schemes go through a three-step experimental process. Initially, the proposed Enhanced 1D-CNN model along with its benchmarked comparative models are compared for the performance measures such as (Accuracy, Precision, Recall, and F1-score) as well as error measures (RMSE, MAD, MAE). The model is also evaluated for its coefficient of determination value ($R^2$) pertaining to the Villupuram district soil nutrient dataset. Figure 11 shows the performance of the proposed Enhanced 1D-CNN scheme and the benchmarked SVM, Nave Bayes, and ANN models in terms of mean accuracy and precision. The proposed Enhanced 1D-CNN deep learning architecture ensured maximum overall accuracy and precision, as the speed with which it deduced...
robustness features that could potentially influence the prediction of soil Nutrient Composition was way ahead when compared with other learning models. As a result, the proposed Enhanced 1D-CNN scheme has the potential to improve accuracy by 23.89 per cent, 32.89 per cent, and 8.54 per cent over the baseline models SVM, Nave Bayes, and ANN, respectively.

<table>
<thead>
<tr>
<th>ACTUAL PHOSPOROUS (P) COMPOSITION</th>
<th>PREDICTED PHOSPOROUS (P) COMPOSITION</th>
<th>∑(LMH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>LOW</td>
<td>378</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>0</td>
</tr>
<tr>
<td>HIGH</td>
<td>HIGH</td>
<td>7</td>
</tr>
<tr>
<td>∑(LMH)</td>
<td>∑(LMH)</td>
<td>385</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACTUAL NITROGEN (N) COMPOSITION</th>
<th>PREDICTED NITROGEN (N) COMPOSITION</th>
<th>∑(LMH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>LOW</td>
<td>1260</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>0</td>
</tr>
<tr>
<td>HIGH</td>
<td>HIGH</td>
<td>7</td>
</tr>
<tr>
<td>∑(LMH)</td>
<td>∑(LMH)</td>
<td>1267</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACTUAL POTASIUM (K) COMPOSITION</th>
<th>PREDICTED POTASIUM (K) COMPOSITION</th>
<th>∑(LMH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>LOW</td>
<td>624</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>0</td>
</tr>
<tr>
<td>HIGH</td>
<td>HIGH</td>
<td>7</td>
</tr>
<tr>
<td>∑(LMH)</td>
<td>∑(LMH)</td>
<td>631</td>
</tr>
</tbody>
</table>

The correlation between the variables is shown in Fig. 14 using a heat map. Correlation matrix that shows the relationship between two parameters in a dataset. The heat map is used in exploratory data analysis to check for correlations between the data. The heat map is used to visualize the parameter correlation matrices as well as to determine which parameters influence the output variable. The level of correlation between the various macro and micro nutrients, as well as pH, Electrical Conductivity (EC), and organic carbon (OC), has been absorbed in the heat map shown above. There is a strong correlation between the macro nutrient (Nitrogen) and the micro nutrient (Calcium), which is essential for the growth of groundnut crops during the time of pod formation, as shown in Fig. 14, but there are also instances of weak correlation. The value of heat map ranges from +1 to -1 where, Positive values indicate positive correlation, while negative values indicate negative correlation. A stronger linear association exists between data points that are closer together, whereas a weaker linear association exists between values that are closer to zero.

V. CONCLUSION

The prime reason for the loss of soil quality is due to the improper soil and crop management strategies deployed in the process of farming. Excessive usage of chemical fertilizers without the exact knowledge of required nutrients for the cultivation of crops has led to the gradual decline in the soil quality which has contributed towards the gradual decline in the production yield of the crops. Groundnut Crops being the most predominant oilseed crop cultivated in the state of Tamil Nadu, its cultivation has seen too such impacts due to the excessive fertilizer usage and improper cultivation patterns without understanding the actual nutrient of the soil, one of the major causes for the fluctuation seen in groundnut pod growth patterns and production, is the differing soil nutrient compositions of the land which is under cultivation. In this research article we proposed a novel deep learning based approach adapting Enhanced 1D-CNN scheme, towards predicting the soil nutrient composition for the chosen soil nutrient dataset pertaining to the geographical landscape of Villupuram district in the state of Tamil Nadu. The experimental results carried out has clearly shown the effectiveness of the proposed Enhanced 1D-CNN DLM, in terms of the overall performance measures (Accuracy, Precision, Recall, F1 Score, Recall and a very minimal Loss value), the optimality of the proposed model has been compared for its effectiveness with baseline models such as (SVM, Naïve Bayes and ANN) and proven to be outperforming all the baseline models in terms of increased performance measures resulting in the overall prediction accuracy of 99.78% and very minimal error measures. The fertilizer recommendation based on the predicted nutrient composition of the soil makes this proposed model more productive in terms of addressing the objective of this research work. This proposed scheme for the sustainable cultivation of groundnut crop may be considered as a reference scheme for crop specific precision farming moving further.
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Performance Evaluation of Different Supervised Machine Learning Algorithms in Predicting Linear Accelerator Multileaf Collimator Positioning’s Accuracy Problem
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Abstract—Radiation Oncology is one of the businesses that employs Machine Learning to automate quality assurance tests so that errors and defects can be reduced, avoided, or eliminated as much as possible during tumor therapy using a Linear Accelerator with MultiLeaf Collimator (Linac MLC). The majority of Machine Learning applications have used supervised learning algorithms rather than unsupervised learning algorithms. However, in most cases, there is a clear bias in deciding which supervised machine learning algorithm to use. And prediction findings may be less accurate as a result of this bias. As a result, in this study, an evidence is presented for a novel application of Logistic Regression technique to predict Linac MLC positioning accuracy, which achieved 98.68 percent prediction accuracy with robust and consistent performance across several sets of Linac data. This evidence was obtained by comparing the performance of various supervised machine learning algorithms (i.e. Logistic Regression, Decision Tree, Support Vector Machine, Random Forest, Naive Bayes, and K-Nearest Neighbor) in the prediction of Linac MLC’s positioning accuracy problem using leaves’ positioning displacement datasets with labelled results as training and test datasets. For each method, two parameters were used to evaluate performance: prediction accuracy and the receiver operating characteristics curve. Based on that evaluation, the right selection sequence was proposed for supervised Machine Learning algorithms in order to achieve near-optimal prediction performance for Linac MLC’s leaf positioning accuracy problem. As a result, the selection bias, as well as the negative side effects (i.e. ineffective preventive maintenance plan for Linac MLC to avoid and solve causes of inaccurate leaf displacement such as motor fatigue and stuck problems) could have occurred were successfully avoided.

Keywords—Linear accelerators; logistic regression; performance evaluation; prediction methods; supervised learning

I. INTRODUCTION

Machine learning applications have been utilized in different industries including Radiation Oncology [6]. In Radiation Therapy, some researches summarizes potential various clinical applications such as head, neck, lung, and prostate cancer as well as radiation toxicity [1][2][3]. Other researches states that differences between planned and actual displacements of multi-leaf collimators (MLCs) are source of errors in dose distributions during radiotherapy [4]. However, Radiation Therapy is still considered niche area with big crude data that needs extensive use of machine learning applications. And since the precision medicine in radiation oncology, radiation toxicity and complication factors are inevitable conditions for oncology patients after radiotherapy [1][4][5] and since most of time the use of popular supervised learning algorithms (e.g. Support Vector Machine and Decision Tree) are supported by previous prediction accuracies in other industries regardless of differences in nature of the data itself which is considered a selection bias that may produce less accurate prediction results. So this paper focuses on performance evaluation of different popular supervised learning algorithms in the prediction of leaf displacement accuracy problem utilizing Linear Accelerator with Multi-Leaf Collimator (Linac MLC) by comparing two Criteria factors: the prediction accuracy of the algorithm and the corresponding receiver operating characteristics curve.

This work will help researchers tackling similar Linac MLC prediction problems with the same nature of displacement data to use logistic regression technique confidently to get near-optimal prediction. At the same time, this work will guide researchers in other business areas as well to follow the same evaluation process practice that is undertaken in this paper, prior to using a typical supervised learning algorithm with a typical data of certain nature, by this way, they can properly select the most suitable supervised learning algorithms that gives near-optimal prediction.

As follows, this paper will have seven remaining sections: Methods for supervised learning; Using supervised learning in Linac MLC; Methodology; Implementation; Results and discussion; Conclusion; Acknowledgment; References.

II. METHODS FOR SUPERVISED LEARNING

This section gives a brief background on different supervised machine learning algorithms.

A. Decision Tree (DT)

In machine learning, DT is one of the most useful and reliable classifiers. The decision tree has a hierarchical design that employs the divide-and-conquer strategy [7]. As a result, it can be used for classification. And reduced to a series of simple if-then statements [14].
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B. Support Vector Machine (SVM)

SVM is a supervised learning algorithm. SVM is used for classification in many applications. Using the margin concept, the Linear Support Vector Classifier determines an optimal separating hyper-plane. This represents the distance between the hyper-plane and the nearest points to it on either side, and can be maximized for better generalization [8].

C. Random Forest (RF)

RF classifier is composed of several DTs, like how many trees build up a forest. Deep Decision trees frequently overfit the training data, which means that any minor change in the given data will produce a large variance in classification results. In other words, nature of training data makes them more likely to give wrong predictions with the test dataset. Random forest’s decision trees needs to be trained using different portions of training dataset [9]. To classify a new sample, the sample's input vector must be passed down through the forest with each DT. Following that, each DT considers a different section of the input vector to determine the classification conclusion. The forest then decides whether to use the classification with the most 'votes' (for discrete classification outcomes, such as the MLC case study used in this research) or the average of all trees in the forest (for numeric classification outcome). Because the RF algorithm considers the results of multiple DTs, it can reduce the variance caused by considering only one DT for the same dataset [9].

D. Logistic Regression (LR)

LR is a normal type of regression where two state variables can be modelled easily. Thus, it helps to determine the likelihood that a new sample is associated with a typical class. And if it’s used to classify binary samples, an input sample with a probability value greater than 0.50 is classified as 'class A'; otherwise, it is classified as 'class B' [10].

E. Naïve Bayes (NB)

The NB classifier is a categorization strategy that computes the likelihood of an event based on prior knowledge of the event's conditions. Despite the fact that features in a class may be interdependent, so it considers that an item in that class is not directly associated to any other items [11].

F. K-Nearest Neighbor (KNN)

KNN classifier involves using a database to classify unknown cases. The observations are displayed in a three-dimensional space, with the number of qualities or features that each observation possesses indicated. Based on its similarity to other data points in the model, a new point is classified using some similarity measures [15]. KNN determines the new point's class by selecting the K closest points to the new example and voting for the most frequent class among them to be the new point's class, and so on, where K is the number of neighbors [8]. Fig. 1 illustrates the KNN method with k=1.

III. USING SUPERVISED LEARNING IN LINAC MLC

Because Modern radiotherapy procedures necessitate the use of high-precision beam shaping devices due to the reliance on administered dosage modulation. Random errors should be eliminated by paying close attention to the accuracy and performance of the MLC. Systematic errors must be identified and reduced [4][5].

Using Supervised Learning Algorithms to predict the problem of leaf displacement accuracy in a multi-leaf Collimator mounted in a Linear Accelerator Head will result in accurate positioning based on the shape of the tumor being treated while protecting other nearby body organs, thereby contributing to accurate radiation dose delivery to oncology Patients. Fig. 2 shows a photo of a Multileaf Collimator [12].

IV. METHODOLOGY

As shown in Fig. 3, the application-related Data (i.e. Linac MLC's Leaves' displacement Dataset) will be used for Training while developing the Learning model provided by the supervised Machine Learning algorithm, as well as for testing to evaluate the developed learning model. As a result, we could finally compute accuracy, draw the receiver operating characteristic curve (ROC), and evaluate the various algorithms.
Fig. 3. Steps followed to Assess the Performance of SVM, Decision Tree, RF, Logistic Regression, NB and KNN Algorithms.

A. Confusion Matrix

The confusion matrix shown in Table I is often used to describe the performance of a classification model (or "classifier") on a set of test data for which the true values are known [8].

<table>
<thead>
<tr>
<th>ACTUAL CLASS</th>
<th>PREDICTED CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POSITIVE</td>
</tr>
<tr>
<td>True Positive (tp)</td>
<td>FALSE NEGATIVE (fn)</td>
</tr>
<tr>
<td>False Positive (fp)</td>
<td>TRUE NEGATIVE (tn)</td>
</tr>
</tbody>
</table>

The above confusion matrix taught us that there are two possible predicted classes: "True" and "False" [8]. In this paper, for example, we predict the absence of a leaf positioning accuracy problem for a typical leaf out of 40 pair leaves in Linac MLC, as a result, we can extract and define the following terms:

- True positives (tp): These are cases where the prediction was correct and the leaves did not have positioning accuracy problem.
- True negatives (tn): These are cases where the prediction was correct and the leaves have positioning accuracy problem.
- False positives (fp): These are cases where the prediction was incorrect and the leaves actually did not have positioning accuracy problem.
- False negatives (fn): These are cases where the prediction was incorrect and the leaves actually did have positioning accuracy problem.

The receiver operating characteristics (ROC) curve and confusion matrix are frequently used to evaluate the diagnostic ability of supervised machine learning algorithms [7]. The Y axis of receiver operating characteristic curves has the tp rate and the X axis has the fp rate. That is, the "ideal" point is at the top left corner of the plot, where fp rate is zero and tp rate is one. However, this isn't very realistic, but it does imply that a larger area under curve (auc) is usually preferable. Fig. 4 depicts an example of evaluation for various ROC curves. Whereas the blue curve has the lowest auc, indicating poor prediction performance, the red curve has the highest auc, indicating excellent prediction performance [13].

B. Receiver Operating Characteristics (ROC)

C. Data Collection and Processing

Good test and training Dataset was collected over a working year (252 days) for an MLCi2 Multi-leaf Collimator (MLC) mounted in an Elekta Synergy Linear Accelerator. The MLC has 40 leaf-pairs Linac (80-leaves). The 40 leaf-pairs are numbered into two banks “A&B” as: (A1, A2,......,A40 and B1,......,B40). The tolerance of the leaf positioning accuracy is 2 mm, while the action level is 3 mm. Table II shows a sample of collected data with labeled input features and its associated labeled result (i.e. answer to question is there isn’t positioning accuracy problem?).

As shown in Fig. 5, 70% of MLC leaves displacement dataset was used for training the supervised machine learning models (e.g. x_train represents training features and y_train is the labelled result of training dataset) whereas 30% of the dataset was used to test and evaluate the trained models (e.g. x_test represents test features and y_test is the labelled result of test dataset).

Data is then processed using Python 3.8 using PyCharm IDE. Python package (i.e. Scikit-learn 0.23.2) was used to implement DT, SVM, RF, LR, NB and KNN Classifiers.
TABLE II. SAMPLE CASES FOR DISPLACEMENT DATA CASES FOR 80 LEAVES MULTI-LEAF COLLIMATOR (TRUE:T /FALSE:F)

<table>
<thead>
<tr>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>...</th>
<th>B37</th>
<th>B38</th>
<th>B39</th>
<th>B40</th>
<th>TRUE T/FALSE F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.24</td>
<td>0.99</td>
<td>0.42</td>
<td>0.38</td>
<td>1.17</td>
<td>...</td>
<td>0.24</td>
<td>1.28</td>
<td>0.62</td>
<td>1.04</td>
<td>T</td>
</tr>
<tr>
<td>0.38</td>
<td>1.1</td>
<td>0.46</td>
<td>0.34</td>
<td>0.94</td>
<td>...</td>
<td>0.55</td>
<td>0.36</td>
<td>1.1</td>
<td>0.61</td>
<td>T</td>
</tr>
<tr>
<td>0.42</td>
<td>0.84</td>
<td>0.92</td>
<td>0.24</td>
<td>...</td>
<td>1.09</td>
<td>0.96</td>
<td>0.75</td>
<td>0.77</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.74</td>
<td>1.15</td>
<td>0.95</td>
<td>...</td>
<td>0.75</td>
<td>0.59</td>
<td>0.46</td>
<td>1.06</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>1.13</td>
<td>2.12</td>
<td>0.98</td>
<td>0.96</td>
<td>1.29</td>
<td>...</td>
<td>1.32</td>
<td>1.35</td>
<td>1.89</td>
<td>0.74</td>
<td>T</td>
</tr>
</tbody>
</table>

It shows that DT, SVM, RF, LR, NB and KNN classifiers were able to predict leaf positioning accuracy problem for Linac MLC successfully with average accuracy of 94.08%, 98.68%, 98.02%, 98.68%, 96.05%, and 97.37%, respectively. While Fig. 6 shows different ROC curves, one per each classifiers based on their prediction performance, so that we can compare between algorithms based on steepness of the curve and area under curve (auc). Where it’s clear that red curve representing logistic regression algorithm has the highest ROC area under curve of 0.992, while green curve representing Decision Tree classifier has the lowest ROC area under curve.
ROCS area under curve as well. So it’s not recommended to select DT as first choice to use on such MLC’s leaves’ displacement dataset nature. On the other side, SVM performed well with average accuracy of 98.68% but it showed lower steepness in ROC Curve and area under curve.

Other classifiers RF, LR, NB and KNN showed better area under curve, and their average prediction accuracies were RF with 98.02%, LR with 98.68%, NB with 96.02% and finally KNN with 97.37%.

However, it’s important to note that, Logistic Regression Classifier has the highest ROC area under curve of 0.992 and it showed exceptional performance by having the same classification prediction accuracy of 98.68% over two different datasets of same structure and nature but different values (i.e. MLC’s A Bank Leaves’ displacements and MLC’s B Bank Leaves’ displacement) which indicates more performance stability than other classifiers even SVM itself. In this paper, bias of algorithm selection have been successfully different MLC’s datasets of the same nature.

In this paper, bias of algorithm selection have been successfully different MLC’s datasets of the same nature but different values (i.e. MLC’s A Bank Leaves’ displacements and MLC’s B Bank Leaves’ displacement) which indicates more performance stability than other classifiers even SVM itself. The findings show that values and structure of data affect the prediction accuracy of supervised learning algorithm applications across different industries and not necessarily the same performance. In order to increase the prediction accuracy in the same time, further research work is needed on more training and test datasets over longer periods (e.g. five years), and a multi-institutional study (e.g. different healthcare providers which uses the same model of Linac MLC).

TABLE IV. PROPOSED SELECTION ORDER FOR CLASSIFIERS TO USE IN PREDICTION OF MLC POSITIONING ACCURACY PROBLEM

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Average Accuracy</th>
<th>Selection Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>98.68%</td>
<td>1</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>98.68%</td>
<td>2</td>
</tr>
<tr>
<td>Random Forest</td>
<td>98.02%</td>
<td>3</td>
</tr>
<tr>
<td>K-Nearest Neighbor</td>
<td>97.37%</td>
<td>4</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>96.05%</td>
<td>5</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>94.08%</td>
<td>6</td>
</tr>
</tbody>
</table>

On the other hand and according to application area perspective, the high accuracy of the prediction for MLC’s Leaves’ positioning problem would enable the physicist in oncology center to design customized service/preventive maintenance plans for each individual Linac MLC treatment machine particularly. And that could help to avoid MLC movement failure during radiation therapy sessions.

VII. CONCLUSION

This work is undertaken to avoid lower performance in prediction process of Linac MLC’s positioning accuracy problem. In this paper, performance of DT, SVM, RF, LR, NB and KNN Classifiers is examined by measuring their prediction accuracies utilizing the same two sets of training and testing data for Linac MLC’s leaves' positioning displacement data as well as receiver operating characteristic curves for the predicted outcomes per each algorithm. Findings in this study show that Logistic regression Classifier has exceptional performance by producing the same classification prediction accuracy of 98.68% over two different datasets of same structure and nature but different values (i.e. MLC’s A Bank Leaves’ displacements and MLC’s B Bank Leaves’ displacement) which indicates more performance stability than other classifiers even SVM itself. The findings show that values and structure of data affect the prediction accuracy of supervised learning algorithm applications across different industries and not necessarily the same performance. In order to increase the prediction accuracy in the same time, further research work is needed on more training and test datasets over longer periods (e.g. five years), and a multi-institutional study (e.g. different healthcare providers which uses the same model of Linac MLC).
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Abstract—This work proposes a collaborative course assignment model among universities. It is different from existing studies in educational assignment problems or course timetabling, where the scope is only within the institution or department. In this work, the system consists of several universities. A collaborative approach is conducted so that lecturers exchange is possible and conducted automatically. Each university shares its courses and lecturers. The optimization is conducted to minimize the unserved classes and improve education quality. The cloud-theory based simulated annealing is deployed to optimize the assignment. This model is then benchmarked with two non-collaborative models. The first model's objective is to minimize the unserved classes only. The second model's objectives are to minimize the unserved classes and improve education quality. The simulation result shows that the proposed assignment model is better in minimizing the unserved classes and improving education quality. The proposed model reduces 89 to 92 percent of the unserved classes ratio compared with the non-collaborative model.

Keywords—Course assignment problem; simulated annealing; collaborative model; online teaching; combinatorial problem

I. INTRODUCTION

Course assignment problem is a well-known study in operations research or optimization, especially in education. This popularity comes from the fact that course assignment is an important subject in educational operation. Moreover, circumstances in the educational operation are complex and diverse. First, the regulations in education among regions or countries are different [1]. Furthermore, some institutions, especially universities, may have specific policies, needs, and objectives [1]. Although there is a generic form of course assignment model, many studies in this subject have specific circumstances that are transformed into objectives and constraints. The objectives include balancing workload [2], minimizing classes without lecturers [3], improving education quality [4], and so on.

Ironically, the scope of most existing studies in education timetabling and assignment problems is still within the university [5] or department [6]. On the other hand, lecturers are limited resources, like the timeslot and room. It means that these offered classes may not be conducted because no lecturers can handle these classes. The other condition is that these classes are still conducted, but the education quality may be dropped because less competent lecturers serve these classes.

On the other hand, the online class is common today. Due to the COVID-19 pandemic, schools, especially universities, are forced to swift from face-to-face to online interaction [7]. Although the online mechanism still has several weaknesses, such as the degradation of the learning outcomes and lack of interaction [7], the online class has several advantages. The location boundaries are not considered anymore if students and lecturers have reliable internet access [8], especially in rural or remote areas [9]. Moreover, physical rooms are not needed too.

This online class creates opportunities for inter-universities collaboration. Lecturer exchange becomes possible and easy. Some lecturers may teach courses that other universities offer. Through this collaboration, a university can offer courses to its students, although it does not have competent lecturers. A university also can open more classes even though its own lecturers are limited. On the other hand, a university also can provide its lecturers to handle courses or classes beyond their formal homebase. Moreover, assigning a course to a more competent lecturer can improve the education quality. Unfortunately, most studies in education timetabling or assignments were conducted based on physical classroom scenarios. These existing assignment models cannot be implemented directly to tackle this collaborative and online circumstance. Studies in operations research in the education area that promote collaboration and online learning are challenging and potential.

Based on this circumstance, this work proposes a collaborative course assignment model. In this work, the system consists of several universities. Each university shares its several classes and lecturers that can be assigned collaboratively. Each class has a specific course and timeslot. On the other hand, each lecturer can provide several courses and specific timeslots. The objective is to minimize the unserved classes and maximize the education quality.

This assignment model is then optimized by cloud-theory based simulated annealing (CSA). This algorithm is an improved version of simulated annealing. Rather than its original version, CSA is a population-based metaheuristic algorithm where every individual acts independently [10]. In the end, the best individual is chosen as the final solution.
This algorithm is chosen based on several reasons. First, the metaheuristic algorithm is popular in optimizing many operations research studies, especially assignment problems. This popularity comes from its approximate approach so that excessive computation can be avoided, although it may promise near-optimal or acceptable solutions [11]. Second, simulated annealing is a simple algorithm that can easily be implemented, improved, or modified to solve many optimization problems. Third, as a population-based algorithm, CSA is proven better than its original form in providing better solutions [10].

The contributions of this work are as follows:

1) This work proposes a course assignment model conducted collaboratively. The system consists of several universities rather than a single university or department, as it is common in most studies in education assignment or timetabling problems.

2) The proposed model is developed for online classes so that physical rooms are not needed. It is also different from most studies in education assignments or timetabling problems where their circumstance is the physical classroom.

This work is the continuation of our previous works in operations research in the education area. Both previous studies were conducted for joint course programs. The first study focused on the course timetabling [12], while the second focused on the faculty assignment [13]. The difference between this current work and the previous works is that the university’s interest is considered in this work. In these previous studies, the existence of the universities as entities that provide lecturers and classes is not considered.

The remainder of this paper is organized as follows. The shortcoming studies in education assignment problems and course timetabling are explored in the second section. The proposed model that consists of both conceptual model, mathematical model, and the algorithm is explained in the third section. The simulation scenario and result are described in the fourth section. The more profound analysis conducted on the simulation result and findings are discussed in the fifth section. Finally, the conclusion and future research potentials are summarized in the sixth section.

II. RELATED WORK

In general, the assignment problem can be defined as allocating or assigning a certain number of objects to a certain number of other objects in the most optimal way [14]. The assignment problem consists of two components. The first component is the assignment [14], and the second component is the objective function [14]. An assignment is a combinatorial structure that consists of the link between a set of objects and another set of objects. The relationship between these sets of objects can be one-to-one, one-to-many, or many-to-many. On the other hand, the objective is the purpose of the assignment. The objective represents a valid measurement to evaluate the assignment’s performance. Based on this concept, assignment problem becomes a part of operations research, and it is widely used in many areas, such as transportation [15], manufacturing [16], logistics [17], and so on.

In the education area, there are two well-known assignment problems. The first is the course timetabling problem [1]. The second is the faculty assignment problem [1]. In the course timetabling problem, a course will be allocated to certain timeslots and rooms. In the faculty assignment problem, the focus is plotting lecturers to the courses in the system. Both problems are at the operational level [1].

To date, there are huge numbers of studies conducting the assignment problem in the education area. This circumstance shows that operation research studies in education are still interesting. Besides, assignment problem in education is widely studied since there are various circumstances in the education institutions. This variety comes from several aspects, such as regulation, institutional objective, and local challenge [2]. Moreover, these studies are usually proposed based on certain specific objectives.

Many studies in the education assignment problem used metaheuristic algorithms as the optimization method. The use of metaheuristic algorithms comes from several reasons. First, the metaheuristic algorithm is a proven method used in many optimization studies. Second, this algorithm is proven to achieve a near-optimal solution with reasonable computation resources [11]. Third, the metaheuristic algorithm is a popular algorithm that has been studied extensively until now. To date, there are hundreds of metaheuristic algorithms that have been developed. Several well-known algorithms are also used in many education assignment problems, such as genetic algorithm [18], simulated annealing [19], tabu search [20], variable neighborhood search [6], genetic programming [21], and so on. Several shortcoming studies in the education assignment problems are summarized in Table I. In the last row, the positioning of this work is stated.

<table>
<thead>
<tr>
<th>Author</th>
<th>Scope</th>
<th>Physical Room</th>
<th>Optimization Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>department</td>
<td>needed</td>
<td>tabu search</td>
</tr>
<tr>
<td>[16]</td>
<td>department</td>
<td>needed</td>
<td>genetic algorithm, local search</td>
</tr>
<tr>
<td>[19]</td>
<td>department</td>
<td>needed</td>
<td>simulated annealing</td>
</tr>
<tr>
<td>[20]</td>
<td>department</td>
<td>needed</td>
<td>variable neighborhood search, tabu search</td>
</tr>
<tr>
<td>[23]</td>
<td>university</td>
<td>needed</td>
<td>genetic algorithm</td>
</tr>
<tr>
<td>[6]</td>
<td>department</td>
<td>needed</td>
<td>tabu search, variable neighborhood search</td>
</tr>
<tr>
<td>[24]</td>
<td>university</td>
<td>needed</td>
<td>genetic algorithm</td>
</tr>
<tr>
<td>[25]</td>
<td>department</td>
<td>needed</td>
<td>tabu search, simulated annealing</td>
</tr>
<tr>
<td>[26]</td>
<td>department</td>
<td>needed</td>
<td>Monte Carlo search</td>
</tr>
<tr>
<td>[27]</td>
<td>department</td>
<td>needed</td>
<td>tabu search, iterated local search, simulated annealing</td>
</tr>
<tr>
<td>[21]</td>
<td>university</td>
<td>needed</td>
<td>genetic programming, genetic algorithm</td>
</tr>
<tr>
<td>this work</td>
<td>multiple universities</td>
<td>no needed</td>
<td>cloud-theory based simulated annealing</td>
</tr>
</tbody>
</table>
Table I shows that all shortcoming operation research studies in education still adopt a conventional approach. The scope of these studies is within a university or department. Several studies conducted certain classes, which is relatively small. Moreover, all these studies used physical rooms in the system.

This circumstance makes the existing assignment models cannot be implemented directly in the future education environment. The online collaborative system faces many different circumstances than the face-to-face noncollaborative system. In the future, online learning will become more popular. Moreover, the emergence of online learning makes collaboration among universities more possible. Based on this problem, proposing an assignment model that eliminates the physical boundaries and promotes a collaborative approach as in this work becomes very important and interesting.

The future online learning also promises more efficient teaching system. The university can provide more classes without creating more physical rooms or building so that it can save more capital expenditure for the development and operational expenditure related to the new buildings or rooms, such as electricity, water, cleaning service, furniture, maintenance, and so on. This cost reduction in the end can reduce the educational cost so that the institution will be more competitive. This cost reduction can also be used to tackle the cost increase in other posts, such as employee salary, internet, and so on so that the increase in the tuition fee can be avoided. The online learning also improves the teacher’s movement time. In the face-to-face learning, the teacher must move from the current room to other room or from the current building to other building to teach other classes. Moreover, when the university has several separated locations, this movement wastes more time.

III. PROPOSED MODEL

This collaborative course assignment model consists of several entities: university, lecturer, and class. In the system, there are several universities. Each university has several lecturers and classes that will be shared in the system. It means a university still has a portion of its classes and lecturers that are not included in the system. These classes and lecturers will be managed exclusively by its homebase. Every lecturer can teach several courses, but their competence may be various among the courses. For example, a lecturer can teach database, algorithm, and object-oriented programming courses. His competence in teaching database is average but prominent in teaching algorithm and object-oriented programming. All lecturers have their available timeslots. A class is dedicated to a specific course and timeslot. In this model, students are already assigned to this class. Students are also abstracted and are assumed to take only one class per student. Fig. 1 illustrates the conceptual system. The blue dashed rectangles represent the universities, the blue circles represent the lecturers, and the yellow circles represent the classes.

The relationship between university, class, lecturer, course, and timeslot is many-to-many. The relationship between class and lecturer is one-to-many. The relation between classes, courses, and lecturers are shown in Fig. 2. In Fig. 2, red circles represent the lecturers, blue circles represent the courses, and green circles represent the classes.

This proposed model has several hard constraints that cannot be violated [1]. These hard constraints are as follows.

- The number of universities, lecturers, and classes is predetermined [13].
- A lecturer cannot teach courses beyond his competency [13].
- A lecturer cannot teach multiple classes with the same timeslot [12].
- A lecturer cannot teach beyond his possible timeslots [12].
- Timeslot for every class is predetermined [13].
- A class cannot be conducted beyond the provided timeslots [12].
- A class cannot be taught by multiple lecturers [13].

Fig. 1. Conceptual System.

Fig. 2. Relation between Lecturers, Courses and Classes.
This proposed model has two objectives. The first objective is to minimize unserved classes. It becomes the primary objective. The second objective is to maximize the education quality, meaning that classes will be taught by the most competent lecturer wherever possible. The internal lecturer is prioritized to accommodate the university’s interest.

There are two types of assignments. The first assignment is the intra-university assignment. The second assignment is the inter-university assignment. In the intra-university assignment, a class will be allocated to the possible internal lecturer exclusively. In the inter-university assignment, a class will be allocated to any possible lecturer without considering the lecturer’s homebase. The collaboration is conducted in the inter-university assignment.

This process is then optimized by using cloud-theory based simulated annealing. As a metaheuristic algorithm, it consists of two phases. The first phase is initialization. The second phase is iteration. Both intra-university assignments and inter-university assignments are conducted in the initialization. In the intra-university assignment, several courses may remain unallocated to a lecturer or unserved due to the mismatch problem. These unserved classes will be assigned in the inter-university assignment. Meanwhile, the iteration phase consists of only the inter-university assignment. As in all simulated annealing algorithms, the iteration consists of external and internal loops. In the external loop, iteration runs from the initial high temperature to the end low temperature with a certain decrease rate [10]. In the internal loop, iteration runs from the first iteration to the maximum iteration [10].

Neighborhood search is conducted to improve the solution. The solution candidate is generated near the current solution. If this candidate is better than the current solution, then this candidate replaces the current solution immediately. Otherwise, this candidate may replace the current solution with a certain probabilistic calculation to avoid local optimal trap.

The mathematical model is then developed based on this conceptual model. Several annotations used in this mathematical model are as follows. Meanwhile, the process in the proposed model is shown in Algorithm 1.

The explanation of Algorithm 1 is as follows. The algorithm's output is to find the best individual or solution that consists of the best assignment in meeting the primary and secondary objectives. The initialization consists of intra-university assignments and inter-university assignments that are conducted serially. The outer loop is the loop that runs from the initial high temperature to the end low temperature. The temperature decreases gradually based on the temperature decrease rate. Then, the inner loop consists of iteration from the first iteration to the maximum iteration. In the iteration process, a neighborhood search based on the inter-university assignment is conducted. This neighborhood search is conducted to produce a candidate. Then this candidate is evaluated by two fitness functions that represent the objectives. The first function is minimization, while the second function is maximization. The candidate will replace the current solution immediately only if its performance is better than the current solution in both fitness functions. If the first candidate’s first fitness is worse than the current solution, it is rejected immediately. Suppose the candidate is better than the current solution only in the first fitness function. In that case, it may replace the current solution based on a probabilistic calculation.
where the fitness gap and the current temperature are considered. After all iterations end, the best solution is selected based on the primary objective.

As it is mentioned previously, the proposed assignment model has two objectives. The first objective is minimizing the unserved classes. The second objective is maximizing the education quality. The first objective is the primary objective, while the second objective is the secondary objective. These objectives are formalized by using (1) to (6).

\[ a_1 = \min(f_1(a)) \] (1)

\[ f_1(a) = \frac{n(S_u)}{n(S)} \] (2)

\[ S_u = \{s \in S | st(s) = 0\} \] (3)

\[ a_2 = \max(f_2(a)) \] (4)

\[ f_2(a) = \frac{\sum n(S_d) p(l,c)}{n(S_d)}, s \in S(l) \] (5)

\[ S_s = \{s \in S | st(s) = 1\} \] (6)

The explanation of (1) to (6) is as follows. Equation (1) states that the first objective is to find a solution with minimum unserved classes. Equation (2) states that the first fitness function is obtained by dividing the number of unserved classes by the total number of classes. Equation (3) states that the unserved classes are classes that do not have lecturers. Equation (4) states that the second objective maximizes education quality. Equation (5) states that the education quality is obtained by dividing the summation of lecturers’ competence related to the course and class with the number of served classes, and the class is taught by the lecturer. Equation (6) states that the served classes are classes that have lecturers.

The initialization process begins with the intra-university assignment process. Its mechanism is allocating every course to be taught by internal lecturers. This mechanism is conducted by collecting all internal lecturers who are available and competent to teach the selected course. Available means that the lecturer still has an available timeslot that is the same as the class timeslot. Competent means that the course taught in the class is on the lecturer’s competence list. This mechanism is formalized by using (7) to (10).

\[ st_i(s, l) = \begin{cases} 1, & u(s) = u(l) \\ 0, & \text{else} \end{cases} \] (7)

\[ st_a(s, l) = \begin{cases} 1, & t(s) \in T(l) \land st(t(l)) = 0 \\ 0, & \text{else} \end{cases} \] (8)

\[ st_c(s, l) = \begin{cases} 1, & c(s) \in C(l) \\ 0, & \text{else} \end{cases} \] (9)

\[ L_a(s) = \{l | st_i(s, l) = 1 \land st_a(s, l) = 1 \land st_c(s, l) = 1\} \] (10)

\[ I_{se}(s) = U(L_a(s)) \] (11)

\[ st(t(l)) = \begin{cases} 1, & \exists s, t(s) = t(l) \land I(s) = l \\ 0, & \text{else} \end{cases} \] (12)

The explanation of (7) to (12) is as follows. Equation (7) states the internal status is 1 only if the class and lecturer are in the same university. Equation (8) states that the availability status is 1 only if the class timeslot is within the lecturer’s timeslot and the related lecturer’s related timeslot is still available (open). Equation (9) states that the competence status is 1 only if the course in the class is within the lecturer’s course list. Equation (10) indicates the set of available lecturers for the class. A lecturer is available if it meets all three statuses. Equation (11) states that the lecturer is selected randomly within the set of available lecturers. Finally, the timeslot status of the lecturer is set 1 if there exists a class in which the timeslot is the same as the lecturer’s timeslot, and it is taught by the lecturer as indicated in (12).

The second step is the inter-university assignment process. This step is conducted only for classes that have not been assigned yet after the first step ends. In this step, the university status is not considered anymore. It means that a class can be taught by any available lecturer in the system. This process is formalized by using (13).

\[ L_a(s) = \{l | st_i(s, l) = 1 \land st_e(s, l) = 1\} \] (13)

Equation (13) shows that only two parameters determine the availability of a lecturer. The first parameter is the availability status, which is determined by using (8). The second parameter is the competence status determined by using (9). Finally, the lecturer is selected by using (12), where the set of available lecturers is determined by using (12).

There are several notes due to the initialization phase. First, this phase does not guarantee that there are no unserved classes. Second, the education quality determined by using (5) has not been optimized.

These notes become the reason to conduct the optimization process through iteration by using cloud-theory-based simulated annealing. In this algorithm, neighborhood search is conducted to improve the current solution. This search follows the inter-university assignment. This search is conducted by selecting several classes randomly. If there exists classes within these selected classes assigned to certain lecturers, then the lecturer-class link will be reset. Finally, the inter-university assignment is conducted for all unserved classes.

IV. SIMULATION AND RESULT

The proposed model is then implemented into a simulation to evaluate its performance. In this simulation, a certain number of universities are created. Then, a certain number of lecturers and classes attached to the universities are also created. Every class is conducted for a specific course within a specific timeslot. After these three entities are created, then the simulation runs to allocate these classes to a certain lecturer. The classes’ course, lecturers’ timeslot, lecturers’ course, classes’ university, and lecturers’ university are generated randomly and follow a uniform distribution.

In this simulation, there are adjusted parameters and observed parameters. The observed parameters are the unserved classes ratio and the education quality ratio. The unserved classes ratio is a ratio between the number of unserved classes and the total classes. The education quality ratio is the average lecturer’s competence score among the served classes. Meanwhile, the default value of the adjusted parameters is shown in Table II.
TABLE II. PARAMETERS’ DEFAULT VALUE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n(u)$</td>
<td>5</td>
</tr>
<tr>
<td>$n(C)$</td>
<td>20</td>
</tr>
<tr>
<td>$n(C(l))$</td>
<td>4</td>
</tr>
<tr>
<td>$n(S)$</td>
<td>200</td>
</tr>
<tr>
<td>$n(L)$</td>
<td>$n(S)/2$</td>
</tr>
<tr>
<td>$n(T)$</td>
<td>15</td>
</tr>
<tr>
<td>$n(T(l))$</td>
<td>7</td>
</tr>
</tbody>
</table>

There are three simulations. The first simulation is conducted to observe the relation between the number of classes and the observed parameters. The second simulation is conducted to observe the relation between the number of lecturer’s timeslot and the observed parameters. The third simulation is conducted to observe the relation between the number of courses conducted by a lecturer and the observed parameters.

The reason of choosing these parameters is as follows. The number of classes, lecturer’s timeslot, and lecturer courses are resources that are easily to improve. In the online education environment, university can add more classes without creating new rooms or building which are necessary in the face-to-face teaching environment. The number of lecturer’s timeslot is also easy to manage. Even though the total timeslot in a week is fixed, the number of lecturer’s timeslot can be improved in several ways if it does not surpass the total timeslot. First, timeslots for the collaborative teaching can be increasing by reducing timeslots assigned for the non-collaborative teaching. Second, several lecturer’s non-teaching activities can be shifted outside the teaching timeslots window. The number of lecturers courses is also can be improved easily if the teacher has enough preparation for the new course assignment, especially the courses that are near the current assignment. For example, lecturer that teaches algorithm course can also be assigned to teach other programming related courses, such as object-oriented programming. On the other hand, lecturer that teaches artificial intelligence can also be assigned to teach machine learning and deep learning courses.

This proposed model is benchmarked with two non-collaborative assignment models, in which both models are concerned with minimizing the unserved classes. There is a difference between the first model and the second one. The first model’s objective is only to minimize the unserved classes. The second model is not only concerned with minimizing the unserved classes but also with maximizing the education quality. The first model is adopted based on the model proposed by Arratia-Martinez et al [3]. Meanwhile, the second model is adopted based on a model proposed by Wicaksono and Wisesa [28], where education quality is prioritized. But the second model is improvised so that the unserved classes are considered too. Moreover, the circumstance is also modified to be comparable to the proposed model. In this simulation, both models use cloud-theory-based simulated annealing too. They are fairly compared because the purpose of this simulation is not to compare the metaheuristic algorithms but to compare the collaborative approach with non-collaborative ones.

The first simulation is conducted to observe the relation between the number of classes and the observed parameters. The number of classes ranges from 150 to 250 with 20 step size. Other adjusted parameters are set to default. The result is shown in Fig. 3.

Fig. 3a shows that in general, the increase of the number of classes makes the decrease of the unserved classes ratio. It occurs in both non-collaborative models. On the other hand, the proposed model produces a zero unserved classes ratio due to this scenario. It occurs when the number of classes ranges from 150 to 250 units. It means that the proposed model outperforms both non-collaborative models in this simulation. Comparing both non-collaborative models, the first model is better than the second one in creating a lower unserved class ratio.

Fig. 3b shows that the number of classes does not affect the education quality ratio. The education quality ratio tends to be stagnant in all number of classes. This circumstance occurs in all models. Comparing among models, all models are competitive. Meanwhile, the second non-collaborative model is the best one with a very narrow gap. The performance of the proposed model and the first non-collaborative model is almost equal.

![Relation between the Number of Classes and Observed Parameters](image-url)
The second simulation is conducted to observe the relation between the number of lecturer’s timeslots and the observed parameters. The number of lecturer’s timeslots ranges from 4 to 8 with 2 step size. Other adjusted parameters are set to default. The result is shown in Fig. 4.
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Fig. 4. Relation between the Number of Lecturers’ Timeslot and Observed Parameters: (a) Unserved Classes Ratio, (b) Education Quality Ratio.

Fig. 4a shows that the increase of the number of lecturers’ timeslot has made the unserved classes ratio decrease. It occurs in all models. Comparing among models, the proposed model performs as the best model. In the beginning, the unserved classes ratio is already very low. Then, the proposed model produces a zero unserved classes ratio when the number of lecturers’ timeslot is higher than or equal to 6 timeslots. Meanwhile, the unserved classes ratio decreases significantly due to the decrease in the number of lecturers’ timeslot but never reaches zero unserved classes ratio. In the beginning, the unserved classes ratio of the proposed model was only 8 percent of the non-collaborative models. It can be said that the proposed collaborative model reduces the unserved classes ratio of the non-collaborative model to 89 percent.

Fig. 4b shows that the increase of the lecturers’ timeslot creates different responses depending on the model. The education quality ratio tends to be stagnant for the proposed model and the first non-collaborative model. Meanwhile, the education quality ratio increases less significantly for the second non-collaborative model.

The third simulation is conducted to observe the relation between the number of lecturer’s courses and the observed parameters. The result is shown in Fig. 5. The number of lecturer’s courses ranges from 2 to 6 with 2 step size. Other adjusted parameters are set to default.

![Graph](b)

Fig. 5. Relation between the Number of Lecturers’ Courses and Observed Parameters: (a) Unserved Classes Ratio, (b) Education Quality Ratio.
V. DISCUSSION

There are several findings due to the simulation result. The proposed collaborative model is better in minimizing the unserved classes. This proposed model becomes the best model compared with both two non-collaborative models. The proposed collaborative model is competitive enough in maximizing the education quality. Meanwhile, the education quality among models tends to be equal.

All three adjusted parameters are inversely proportional to the unserved classes. The reason is as follows. The higher number of classes with the same number of courses makes the matching process easier. It is because in this simulation, the number of lecturers is proportional to the number of classes. The increase of the lecturers’ timeslot also minimizes the unserved classes. It is because the lecturers’ availability increases too due to the class predetermined timeslot. The increase of the lecturers’ courses also minimizes the unserved classes. But the number of lecturers’ timeslot is more significant than the number of lecturers’ courses.

The simulation result shows that all three adjusted parameters do not significantly affect education quality. The reason is that education quality is put as the secondary objective during the optimization process. The new solution can replace the existing solution only if its unserved classes ratio is lower. It means that the unserved classes ratio is more prioritized than education quality. It is different from the model that adopts other multi-objective methods, such as non-dominated sorting, as it is used in the non-dominated sorting genetic algorithm (NSGA II) [29] or weighted sum method [30]. In these two methods, all criteria are treated equally. The NSGA II promises pareto optimal [29]. In NSGA II, a solution is better than another if it meets two rules. The first rule is that this solution is better or equal to its opponent in all parameters [29]. The second rule is that this solution is better than its opponent, at least in a parameter [29]. Meanwhile, the weighted sum method is simpler. It is conducted by aggregating all weighted parameters [30]. The weight represents the priority.

Finally, the result shows that the collaborative model tends to be better than the existing non-collaborative models as it becomes the main reason for this work. The collaborative model is proven to improve the quality of service in the context of reducing the unserved classes. The unserved class has become the classic issue in many operations research studies in the education area. In general, despite the chosen optimization method, reducing unserved classes is conducted by increasing the resources (rooms, lecturers, timeslots, and so on). This work shows that the unserved classes can be minimized without increasing resources through collaboration. This collaboration allows idle resources to be transferred to the more needed demand. But this collaboration occurs due to the existence of online learning so that the class can be conducted without physical appearance. This result also strengthens the statement that collaboration or resource sharing can give comparative advantage [31], for example, in improving the utility rate of resources and efficiency [32].

This theoretical result can be used as basis for the practical use in the online collaborative education system. Every institution (university) can focus on the three aspects (number of classes, number of lecturer’s timeslot, and number of lecturer’s courses) to reduce the unserved classes. University can shift more classes provided in its own institution to be conducted in the collaborative system. It means that the opportunity of these classes will be conducted by lecturers from outside of the institution will be higher. Reciprocally, the institution can push more lecturers to join the collaborative system of more timeslots to be allocated in the collaborative system. Finally, every institution should encourage its lecturers to conduct more courses. In the current non-collaborative system, a lecturer is difficult to teach other courses because these courses have been assigned to the colleagues. On the other side, in the collaborative system, the opportunity to teach beyond the lecturer’s traditional courses is wider. This circumstance gives benefit for both parties. The institution will benefit by the reduction of the unserved classes. The lecturers will benefit by improving their skill, competence, and experience.

VI. CONCLUSION

This work has demonstrated that the proposed collaborative model has met the objective of minimizing the unserved classes and maximizing the education quality. The simulation result shows that the proposed collaborative model outperforms both non-collaborative models in minimizing the unserved classes significantly. The proposed model reduces 89 to 92 percent of the unserved classes ratio compared with the non-collaborative models. On the other hand, the proposed collaborative model performs equally with the non-collaborative models to maximize education quality. The reason is that in this work, the unserved classes are more prioritized than the education quality, so minimizing the unserved classes becomes the primary objective while maximizing the education quality becomes the secondary objective.

This work has several limitations so that it can become the baseline for future improvements. This work has not discussed the financial aspect due to the collaborative approach. In general, any proposed approach should give financial incentives. Without financial incentives, universities will hesitate to adopt any collaborative approaches. Based on it, it is potential and important to propose a financial model that follows the collaborative assignment model. This financial incentive can be obtained through the efficiency of reducing the unserved classes without additional resources, i.e., lecturers or rooms. It means that this saving can be distributed to the existing lecturers and institutions. Second, this financial incentive should be transferred from the institution who owns the class to the institution whose lecturer conducts this class. This financial model should give win-win solution for both institutions.
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Abstract—The Gujarati language is primarily spoken by Gujarati people living in the state of Gujarat, India. It is the medium of communication in the state of Gujarat. In the Gujarati language, ‘rudhiprayog’ i.e. idiom is a very much popular form of expression. It represents the real flavour of the Gujarati language. The idiom is a group of words saying one thing literally but means something else when we explored it in context. Like Gujarati verbs, idioms can be written in many forms. Due to different morphological forms of the same Gujarati idiom, Gujarati idiom identification is a challenging task for any machine translation system (MTS). Accordingly many forms also make idiom translation more complicated. In the current paper, Gujarati idioms in their different inflected forms are collected, analyzed and classified based on ending words. After classifying idioms, their base or root forms are identified. Base idiom form and their possible idioms forms are morphologically analyzed and rules are generated based on the relationship between base form and possible inflected forms of idioms. These rules are used to generate possible idiom forms from the base idiom form. Gujarati idiom in any valid inflected form can be dynamically detected from the Gujarati input text using the proposed novel morphological analysis based approach. The results are encouraging enough to implement the proposed model of rules for natural language processing tasks as well as a machine translation system for Gujarati language idioms.
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I. INTRODUCTION

Gujarati is the official language of Gujarati state of India and also recognized by the constitution of India. Gujarati is the Indo-Aryan branch of the Indo-European language family. It is spoken by more than 46 million people. Most of the people speaking Gujarati live in the Gujarat state. Also Gujarati communities spread in the UK, USA and all around the world. Gujarati language is used in newspapers, magazines, television, education, business, communication and in all type of media. Gujarati is written using the Devnagari script. In Gujarati language, two numbers singular and plural are used. Three genders masculine, feminine and neuter are used. Three cases nominative, oblique and locative are used. A Gujarati verb corresponds with a person, number and gender. These all are marked by suffixes attached to the verb root. These make Gujarati inflection fairly complex [1][2][3].

---

*Corresponding Author.
D. Stemming of Idioms

Stemming is the important process in natural language processing. The purpose of stemming is to standardize words to their common base form. Stemming removes the affixes of the word to get the root word or base word or stem word [4][5][6]. For example, ફાચર મારવા ‘phacara maravi’, ફાચર મારે ‘phacara mari’, ફાચર મારને ‘phacara marine’ are various inflected idiom forms used in the sentences; stem/base form of these idioms form is ફાચર માર (i.e. to disrupt). Another example, ખટકો રાખવા ‘khatako rakhava’, ખટકો રાખવા ‘khatako rakha’, ખટકો રાખવા ‘khatako rakha’, ખટકો રાખવા ‘khatako rakhe’ etc. So ફાચર માર (i.e. to disrupt) and ખટકો રાખવા (i.e. keep in mind) are the stem form of idioms. This stem/base form is stored once in the idiom database to recognize the idioms from the input text. Using this stem form, other inflected idioms forms can be generated.

The rest of the paper is organized as follows: Section II represents the literature review related to Gujarati idioms translation and its identification from the Gujarati text; Section III covers the methodology including idioms data collection and the steps of proposed model; Results and analysis are discussed in Section IV; finally conclusion, limitations and future work are discussed in Section V.

II. RELATED LITERATURE REVIEW

Various machine translation system projects have been carried out, especially for the English idiomatic text. Few projects have been taken out for non-English languages containing idioms.

Microsoft Translator and Google Translate are machine translation systems support Gujarati language translation also. Microsoft Translator [7][8] and Google Translate [9][10] use Microsoft cognitive services and Google Neural machine translation system respectively. Both machine translation systems are very much accepted but failed in the correct translation of Gujarati idiomatic text.

Authors [11] employed a GIdTra for translating only Gujarati bigram idioms into English language. They used dictionary based approach for identifying Gujarati idioms from the input text. They focused bigram idioms to test their approach. Other forms of bigram idioms cannot be identified.

Modh and Saini [12] discussed various machine translation approaches for the Gujarati language. The researchers have implemented a context-based Machine Translation System (MTS) for translating Gujarati bigram and trigram idioms into the English language [13].

Researchers [14] experimented n-gram model and used IndoWordNet for getting synonyms of surrounding words of particular idiom. They also exercised various context windows sizes in the case of ambiguity in finding meaning. They also worked on diacritics and suffix based rules [15].

Muzny and Zettlemoyer [16] applied a supervised approach for the automatic identification of English idioms from the corpus of Wiktionary multi-word definitions. They claimed 65% precision level of accuracy.

Verma and Vuppuluri [17] experimented with the combination of dictionary knowledge and web knowledge for English idiom identification. Authors claimed their approach as language as well as domain-independent. They also accepted about non-availability of the meanings of idiom phrases.

Hubers et al. [18] studied on whether the age and emigration length affects the knowledge of idiomatic expressions in the Dutch language or not. They concluded that emigration length negatively affects emigrant idiom knowledge.

Kessler and Friedrich [19] experimented on 9-to-10-year old children whether children can predict idiom-final words. The authors concluded that children rapidly activate multi-word units for idioms and decompose them only after a short delay.


Based on this literature review and study, researchers dealing with idioms face problems in accurate understanding, identification and translation of idioms. Very less work is done especially for the analysis and translation of Gujarati idioms. No researchers have tried to recognize Gujarati idioms from the Gujarati inputted text. No researchers have analyzed various idiom forms of Gujarati language.

The paper focuses on the study of Gujarati idioms and its various forms used in the sentences. The scope of this paper is to generate rules from the analysis of Gujarati idioms collection with their possible forms and implementing these rules in the algorithm for finding all types of Gujarati idioms within inputted Gujarati text. This implementation helps in the simplification and translation of Gujarati idioms to any language in the world.

III. METHODOLOGY

Different Gujarati idioms are collected and categorized on the basis of static idioms and inflected idioms. Inflected idioms are again sub-categorized on the basis of different ending words. On the basis of analysis of collected Gujarati idioms, rules and base forms of idioms are generated. All base forms of idioms are stored in the idiom database. Finally, the idiom database and these rules are used in the dynamic generation of different forms of the same Gujarati idiom. This dynamic idiom generation helps in identifying all Gujarati idioms from the inputted text.

A. Data Collection

Overall 3410 distinct Gujarati idioms are collected from different Gujarati language sources [22][23]. From these idioms, 6047 valid different Gujarati idiom forms are
collected. For example, ‘khatako rakhav’ ‘khatako rakha’ (i.e. keep in mind). From the base form, many inflection forms are possible by adding suffixes and diacritics but valid inflected forms used in Gujarati language are ‘khatako rakhav’, ‘khatako rakhi’, ‘khatako rakhi’, ‘khatako rakhelo’, ‘khatako rakh’ ‘khatako rakho’ etc. These inflected idioms are analyzed with their different possible forms for the derivation and finalization of the stemming rules for idioms. Base forms of all idioms are stored in the idiom database for further processing.

B. Idiom Classification

By analyzing the idioms collection, it is found that the idioms can be classified by three ways: (1) n-gram wise where n=1 to 9 (2) m-meaning wise idioms where m=1 to 7 (3) Static idioms and inflected idioms. In this paper, third classification is focused to generate the idiom identification rules. Static idioms are the idioms where only single form of idiom is possible so stemming is not appropriate. Inflected idioms are the idioms where various idiom forms from the base form can be generated. In the current paper, inflected idioms are analyzed. Various idioms with its inflected forms are analyzed to derive stem or base word form of particular idiom.

Table I shows the two types of idioms and its count. Static Gujarati idioms count is 215 and inflected Gujarati idioms count is 5832. Static idioms are the idioms where only single form of idiom is possible so stemming is not meaningful whereas inflected idioms are the idioms where stemming can be applied to derive base form or stem word. Inflected Gujarati idioms are usually ended with verb forms. This base verb form can generate other inflected verb forms of idioms by adding suffixes. For example, ‘phacara maravi’, ‘phacara mar’, ‘phacara mari’, ‘phacara marine’ are the inflected idioms; it is ended with the different verb forms of ‘mara’; so base form of these idioms is ‘phacara mara’.

Inflected idioms can further be classified on the base of end words. Inflected idioms can be of four categories on the base of end character(s) or word. (1) Idioms end with ‘vum’ (2) Idioms end with ‘va’ or ‘vam’ (3) Idioms end with ‘vi’ (4) Idioms end with ‘vo’. Table II shows these four categories of idioms and their counts.

### Table I. Types of Gujarati Idioms with Reference to Stemming

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Types of Idioms</th>
<th>Count</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Static idioms</td>
<td>215</td>
<td>Not possible to derive stem/base word. Only single form of idiom is possible. No similar structure in idioms. Example ‘edino akhado’ i.e. very lazy, ‘baramo candra’ i.e. animosity, ‘adhi vatani dhula’ i.e. fruitless work, ‘odhava abha ne patharava dharati’ i.e. very miserable situation, ‘ganthanum gopicandana’ i.e. at own cost</td>
</tr>
<tr>
<td>2</td>
<td>Inflected idioms</td>
<td>5832</td>
<td>Stem word or base form can be derived. Other idiom forms can be generated from the base form. Idiom is usually ending with the base verb form. Example ‘phacara maravi’ → ‘phacara mara’ ‘phacara marine’ ‘khatako rakho’ → ‘khatako rakha’ Here ‘phacara mara’ is the base form of idiom ‘phacara maravi’ and ‘phacara marine’ is verb form.</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6047</td>
<td></td>
</tr>
</tbody>
</table>

### Table II. Inflected Idioms Where Stemming Can Be Applied

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Inflected Idioms end with the word</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘vum’</td>
<td>2534</td>
<td>‘gothum khavum’ i.e. make a mistake</td>
</tr>
<tr>
<td>2</td>
<td>‘va’ OR ‘vam’</td>
<td>741</td>
<td>‘akada vavava’ i.e. planting the roots of animosity</td>
</tr>
<tr>
<td>3</td>
<td>‘vi’</td>
<td>1370</td>
<td>‘jham vakhavam’ i.e. to boggle</td>
</tr>
<tr>
<td>4</td>
<td>‘vo’</td>
<td>1187</td>
<td>‘kholo khali hovo’ i.e. to be childless</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5832</td>
<td></td>
</tr>
</tbody>
</table>
Category 1 Idioms end with word ‘વ’ : All idioms end with word ‘વ’ are studied and can be further classified as shown in Table III; Idioms end with word ‘વ’ are 18, idioms end with word ‘વ’ are 68, idioms end with word ‘વ’ are 2, idioms end with word ‘વ’ are 133, idioms end with word ‘વ’ are 36, idioms end with word ‘વ’ are 52 and so on. Corresponding base form of these idioms are derived as ‘ભી’, ‘ભી’, ‘ભી’, ‘ભી’ and so on. Table III shows a snapshot of partial data for the sub-categories of idioms end with word ‘વ’.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Idioms end with the word</th>
<th>Count</th>
<th>Base or stem word derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘વ’ ‘eva’</td>
<td>18</td>
<td>‘વ’ ‘eva’</td>
</tr>
<tr>
<td>2</td>
<td>‘વ’ ‘muka’</td>
<td>68</td>
<td>‘વ’ ‘muka’</td>
</tr>
<tr>
<td>3</td>
<td>‘વ’ ‘suka’</td>
<td>2</td>
<td>‘વ’ ‘suka’</td>
</tr>
<tr>
<td>4</td>
<td>‘વ’ ‘rakha’</td>
<td>133</td>
<td>‘વ’ ‘rakha’</td>
</tr>
<tr>
<td>5</td>
<td>‘વ’ ‘khava’</td>
<td>36</td>
<td>‘વ’ ‘khava’</td>
</tr>
<tr>
<td>6</td>
<td>‘વ’ ‘gavum’</td>
<td>52</td>
<td>‘વ’ ‘gavum’</td>
</tr>
<tr>
<td>7</td>
<td>‘વ’ ‘chavum’</td>
<td>10</td>
<td>‘વ’ ‘chavum’</td>
</tr>
<tr>
<td>8</td>
<td>‘વ’ ‘chaavum’</td>
<td>1</td>
<td>‘વ’ ‘chaavum’</td>
</tr>
<tr>
<td>9</td>
<td>‘વ’ ‘chavum’</td>
<td>6</td>
<td>‘વ’ ‘chavum’</td>
</tr>
<tr>
<td>10</td>
<td>‘વ’ ‘javum’</td>
<td>289</td>
<td>‘વ’ ‘javum’</td>
</tr>
</tbody>
</table>

Category 2 Idioms end with word ‘વ’ or ‘વ’: All idioms end with word ‘વ’ or ‘વ’ are studied and can be further classified as shown in Table IV; Idioms end with word ‘વ’ or ‘વ’ are 1, idioms end with word ‘વ’ or ‘વ’ are 6, idioms end with word ‘વ’ or ‘વ’ are 2, idioms end with word ‘વ’ or ‘વ’ are 4 and so on. Corresponding base form of these idioms are derived as ‘વે’, ‘વે’, ‘વે’, ‘વે’ and so on. Table IV shows a snapshot of partial data for the sub-categories of idioms end with word ‘વ’ or ‘વ’.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Idioms end with the word</th>
<th>Count</th>
<th>Base or stem word derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘વ’ ‘hava’</td>
<td>1</td>
<td>‘વ’ ‘hava’</td>
</tr>
<tr>
<td>2</td>
<td>‘વ’ ‘tava’</td>
<td>6</td>
<td>‘વ’ ‘tava’</td>
</tr>
<tr>
<td>3</td>
<td>‘વ’ ‘tavum’</td>
<td>2</td>
<td>‘વ’ ‘tavum’</td>
</tr>
<tr>
<td>4</td>
<td>‘વ’ ‘thava’</td>
<td>4</td>
<td>‘વ’ ‘thava’</td>
</tr>
<tr>
<td>5</td>
<td>‘વ’ ‘thavum’</td>
<td>4</td>
<td>‘વ’ ‘thavum’</td>
</tr>
<tr>
<td>6</td>
<td>‘વ’ ‘dava’</td>
<td>57</td>
<td>‘વ’ ‘dava’</td>
</tr>
<tr>
<td>7</td>
<td>‘વ’ ‘davum’</td>
<td>32</td>
<td>‘વ’ ‘davum’</td>
</tr>
<tr>
<td>8</td>
<td>‘વ’ ‘dhava’</td>
<td>12</td>
<td>‘વ’ ‘dhava’</td>
</tr>
<tr>
<td>9</td>
<td>‘વ’ ‘nava’</td>
<td>11</td>
<td>‘વ’ ‘nava’</td>
</tr>
<tr>
<td>10</td>
<td>‘વ’ ‘thavam’</td>
<td>16</td>
<td>‘વ’ ‘thavam’</td>
</tr>
</tbody>
</table>

Category 3 Idioms end with word ‘વ’: All idioms end with word ‘વ’ are studied and can be further classified as shown in Table V; Idioms end with word ‘વ’ are 3, idioms end with word ‘વ’ are 33, idioms end with word ‘વ’ are 5, idioms end with word ‘વ’ are 21, idioms end with word ‘વ’ are 27 and so on. Corresponding base form of these idioms are derived as ‘વ’, ‘વ’, ‘વ’, ‘વ’, ‘વ’ and so on. Table V shows a snapshot of partial data for the sub-categories of idioms end with word ‘વ’.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Idioms end with the word</th>
<th>Count</th>
<th>Base or stem word derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘વ’ ‘tavi’</td>
<td>3</td>
<td>‘વ’ ‘tavi’</td>
</tr>
<tr>
<td>2</td>
<td>‘વ’ ‘thavi’</td>
<td>33</td>
<td>‘વ’ ‘thavi’</td>
</tr>
<tr>
<td>3</td>
<td>‘વ’ ‘davi’</td>
<td>5</td>
<td>‘વ’ ‘davi’</td>
</tr>
<tr>
<td>4</td>
<td>‘વ’ ‘devi’</td>
<td>21</td>
<td>‘વ’ ‘devi’</td>
</tr>
<tr>
<td>5</td>
<td>‘વ’ ‘davhi’</td>
<td>27</td>
<td>‘વ’ ‘davhi’</td>
</tr>
<tr>
<td>6</td>
<td>‘વ’ ‘pavi’</td>
<td>32</td>
<td>‘વ’ ‘pavi’</td>
</tr>
<tr>
<td>7</td>
<td>‘વ’ ‘bavi’</td>
<td>4</td>
<td>‘વ’ ‘bavi’</td>
</tr>
<tr>
<td>8</td>
<td>‘વ’ ‘mavi’</td>
<td>12</td>
<td>‘વ’ ‘mavi’</td>
</tr>
<tr>
<td>9</td>
<td>‘વ’ ‘ravi’</td>
<td>269</td>
<td>‘વ’ ‘ravi’</td>
</tr>
<tr>
<td>10</td>
<td>‘વ’ ‘tavi’</td>
<td>58</td>
<td>‘વ’ ‘tavi’</td>
</tr>
</tbody>
</table>

Category 4 Idioms end with word ‘વ’: All idioms end with word ‘વ’ are studied and can be further classified as shown in Table VI; Idioms end with word ‘વ’ are 138, idioms end with word ‘વ’ are 51, idioms end with word ‘વ’ are 19, idioms end with word ‘વ’ are 183, idioms end with word ‘વ’ are 31 and so on. Corresponding base form of these idioms are derived as ‘વ’, ‘વ’, ‘વ’, ‘વ’, ‘વ’ and so on. Table VI shows a snapshot of partial data for the sub-categories of idioms end with word ‘વ’.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Idioms end with the word</th>
<th>Count</th>
<th>Base or stem word derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘વ’ ‘davo’</td>
<td>138</td>
<td>‘વ’ ‘davo’</td>
</tr>
<tr>
<td>2</td>
<td>‘વ’ ‘pavo’</td>
<td>51</td>
<td>‘વ’ ‘pavo’</td>
</tr>
<tr>
<td>3</td>
<td>‘વ’ ‘mavo’</td>
<td>19</td>
<td>‘વ’ ‘mavo’</td>
</tr>
<tr>
<td>4</td>
<td>‘વ’ ‘ravo’</td>
<td>183</td>
<td>‘વ’ ‘ravo’</td>
</tr>
<tr>
<td>5</td>
<td>‘વ’ ‘favo’</td>
<td>31</td>
<td>‘વ’ ‘favo’</td>
</tr>
<tr>
<td>6</td>
<td>‘વ’ ‘levo’</td>
<td>27</td>
<td>‘વ’ ‘levo’</td>
</tr>
<tr>
<td>7</td>
<td>‘વ’ ‘vavo’</td>
<td>139</td>
<td>‘વ’ ‘vavo’</td>
</tr>
<tr>
<td>8</td>
<td>‘વ’ ‘savo’</td>
<td>11</td>
<td>‘વ’ ‘savo’</td>
</tr>
<tr>
<td>9</td>
<td>‘વ’ ‘hovo’</td>
<td>39</td>
<td>‘વ’ ‘hovo’</td>
</tr>
<tr>
<td>10</td>
<td>‘વ’ ‘tavo’</td>
<td>53</td>
<td>‘વ’ ‘tavo’</td>
</tr>
</tbody>
</table>
C. Rules Derivation for Dynamic Inflected Idioms
   Generation from the base form

By studying and analyzing all four categories of inflected idioms specified in Table III to Table VI, base forms of all idioms are collected. Further, by detailed morphological analysis and using reverse rules generation process, rules are defined to generate various idiom forms from the given base form of particular idiom as shown in Table VII.

Table VII shows the collection of rules for generating dynamic inflected idiom forms from the idiom base form by adding diacritics as well as different suffix characters. For example: ‘कहाटको राख’ is the base idiom form as per Rule 1. As per rule 2, second inflected form ‘कहाटको राखवा’ can be generated by adding suffix ‘वा’ and diacritics ‘ँ’ to base idiom. As per rule 3, third inflected form ‘कहाटको राखवां’ can be generated by adding suffix ‘वा’ and two diacritics ‘ँ’ and ‘ँ’ to base idiom. Similar way using remaining rules overall 43 different inflected idioms forms can be generated. All other inflected idioms forms can be generated by adding different character ‘वा’ ‘या’ ‘ना’ ‘ला’ ‘ँ’ as well as by adding different diacritics as shown in Table VII.

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Rules Definition</th>
<th>Base form</th>
<th>Inflected idiom forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base idiom</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>2</td>
<td>Base idiom+‘वा’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>3</td>
<td>Base idiom+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>4</td>
<td>Base idiom+‘वाला’+‘वा’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>5</td>
<td>Base idiom+‘वाला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>6</td>
<td>Base idiom+‘वाला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>7</td>
<td>Base idiom+‘नाल’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>8</td>
<td>Base idiom+‘नाल’+‘वा’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>9</td>
<td>Base idiom+‘नाल’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>10</td>
<td>Base idiom+‘ला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>11</td>
<td>Base idiom+‘ला’+‘वा’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>12</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>13</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवा</td>
</tr>
<tr>
<td>14</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>15</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>16</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>17</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>18</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>19</td>
<td>Base idiom+‘ला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>20</td>
<td>Base idiom+‘ला’+‘वा’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>21</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
<tr>
<td>22</td>
<td>Base idiom+‘ला’+‘वाला’</td>
<td>खटको राख</td>
<td>खटको राखवां</td>
</tr>
</tbody>
</table>

Rules definitions specified in Table VII are applied on the base idiom form to generate all possible idiom forms dynamically. These rules help in searching any inflected idiom form available in the input text.

D. Idiom Database Creation

Database of idioms is mainly required to store the distinct base form of idiom and its simplified Gujarati meaning. Idiom database is created with idiom column and other related columns like Gujarati meaning, English meaning etc. Static idioms are having single form so they are stored in idiom column as it is. For inflected idioms, their base form is stored once in the idiom column. Gujarati meaning column stores the meaning of particular Gujarati idiom in simple Gujarati words.

E. Proposed Model

Fig. 1 shows the algorithm steps for the proposed model.

| Step 1: Input the Gujarati text OR Input the file with encoding format UTF-8 |
| Step 2: Apply preprocessing steps on it |
| 2.1: Remove extra spaces from the both end of text |
| 2.2: Remove all white space spaces in between the text |
| 2.3: Remove special characters ( , "", ", . ; : !) |
| Step 3: Tokenize the words of input text |
| Step 4: Search idioms from the input text by implementing rules generated in Table VII and comparing with idiom column of idiom database |
| Step 5: Display result (all idiom forms detected and replaced with Gujarati meaning) |

Fig. 1. Algorithm for the Proposed Model.
Input is the Gujarati idiomatic text that may contain any number of Gujarati idioms. Output will be the Gujarati text without any idiom. In the output text, all idioms will be replaced with the value of Gujarati meaning column. Other Gujarati text will remain as it is. Output is nothing but Gujarati text without any idioms. For example,

**INPUT TEXT:** ‘ko’i pana kamamam phacara maravi e teno svabhava che’.

**FINAL OUTPUT:** ‘ko’i pana kamamam phacara maravi e teno svabhava che’.

### IV. RESULT AND ANALYSIS

Overall 7400 different idiom forms were entered as input text. Input text may contain one or more idiom phrases. Output results were obtained. The correctness of output results was verified by the two linguists with Gujarati mother tongue and doctorate degree in Gujarati language. The proposed model was able to detect all inflected idiom forms present within Gujarati text successfully. The input text is nothing but the Gujarati idiomatic text using any inflected idiom form and the output shows the replacement of Gujarati idiom with simple Gujarati meaning of the particular idiom. For example;

**Example 1:**

**INPUT TEXT:** ‘bhangaro vatavo’

‘bhangaro vatavo’

**FINAL OUTPUT:** ‘ko’i vata barabara dhyanamam rakhi ko’i vata barabara dhyanamam rakhi’.

**Example 2:**

**INPUT TEXT:** ‘vidyarthi’o’e abhyasa mate khatako rakho jaruri bane che’.

‘vidyarthi’o’e abhyasa mate khatako rakho jaruri bane che’

**FINAL OUTPUT:** ‘vidyarthi’o’e abhyasa mate khatako rakho jaruri bane che’.

For understanding, ‘bhangaro vatavo’ (i.e. very fertile land), ‘bhangaro vatavo’ i.e. disgusting, ‘bhangaro vatavo’ etc.

**Features of proposed algorithm are as follows:**

1) Applied algorithm is domain independent. Proposed implementation detects all Gujarati inflected idioms used anywhere in the input text and replaces all Gujarati idioms with simple Gujarati meaning.

2) Proposed model stores base form of inflected idiom in the database as single record. For example base form ‘bhangaro vatavo’ (i.e. disclose a secret) is stored in the idiom database once, but it is used to generate all possible forms of the same idiom like ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’, ‘bhangaro vatavo’ etc.

3) Dictionary based approach is applied for searching static idioms from the input text because static idioms are having the single possible idiom form. No rules are applicable on static idioms as they are found in irregular forms like ‘vidyarthi’o’e abhyasa mate khatako rakho jaruri bane che’.

<table>
<thead>
<tr>
<th>Sr No.</th>
<th>Input text</th>
<th>Output text (Gujarati meaning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>‘khatako rakha’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>2</td>
<td>‘khatako rakha’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>3</td>
<td>‘khatako rakharama’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>4</td>
<td>‘khatako rakhavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>5</td>
<td>‘khatako rakhi’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>6</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>7</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>8</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>9</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>10</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>11</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>12</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>13</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>14</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>15</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>16</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>17</td>
<td>‘khatako rakhe’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>18</td>
<td>‘bhangaro vatavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>19</td>
<td>‘bhangaro vatavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>20</td>
<td>‘bhangaro vatavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>21</td>
<td>‘bhangaro vatavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
<tr>
<td>22</td>
<td>‘bhangaro vatavo’</td>
<td>‘ko’i pana kamamam phacara maravi e teno svabhava che’</td>
</tr>
</tbody>
</table>
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inferior, भारे 4कौं ने भरोसे धक्क़ी ‘bare dahada ne batrise ghadi’ i.e. persistent, भारे जटल ‘जटल धनु’ ‘mathe rata jevum dhabum’ i.e. utter darkness, वस्तूकिल्ले ‘बाज़ी बर रामदोषी vadji ‘vada tevo velo’ i.e. people follows king etc.

4) Inflected idioms are generally ended with the words ‘vum’, वे ‘va’, वे ‘vam’, वे ‘vi’, वे ‘vo’. These idioms are collected and analyzed in Table III to Table VI. Considering limited number of idioms, base idiom forms of these idioms are collected manually. Using reverse process, algorithm is developed to generate all idioms forms from the base form. Only base forms of idioms are stored once in the idiom database.

5) Proposed algorithm generates all possible forms of idioms by applying all Table VII rules to base idiom form for detection of any idiom in the input text. So it sometimes rectifies minor spelling mistakes in the Gujarati idiom form automatically. For example, भांगरो बांध ‘bhargar vata’ and भांगरो बाल ‘bhargaro vatya’ both are erroneous spelling forms of base idiom े ‘bhangaro vata’ i.e. disclose a secret; but the proposed algorithm considers and corrects both as भांगरो पात ‘bhargaro vata’ i.e. disclose a secret.

6) The proposed model is the first approach in Gujarati language that able to find out any valid and possible forms of Gujarati idioms present in the Gujarati text and provides Gujarati simplification of the particular idiom.

V. CONCLUSION, LIMITATIONS AND FUTURE WORK

The proposed rule-based model was successfully implemented and it successfully detected all the static and inflected Gujarati idiom forms from the Gujarati text. The proposed algorithm successfully detected all the idioms by implementing a dictionary-based approach as well as dynamic idiom form generation rule-based approach. The proposed algorithm generates all possible idiom forms dynamically to determine whether any inflected form of a particular base form idiom is present in the input text or not.

The proposed system can detect any form of the idiom from the Gujarati text but the thing is that the particular idiom base form must be present in the idiom database. The proposed system could not identify idiom that is not available in the idiom database. Future work is to collect all Gujarati idioms from possible sources to rectify this shortcoming. Also algorithm applies all the generated rules to all base form of idioms for generating possible idiom forms.

Based on the results obtained, it is advocated that the proposed system is the text without any Gujarati idiom will be further useful for the translation of Gujarati idiomatic text to any other language in the world.

REFERENCES


[23] Rudhiprayog ane kahevatsangrah, published by Director of Languages, Gujarat State, Gandhinagar. 2010.
Towards Employee Perceived Satisfaction in using Citrix Workspace Technology

Bandar Ali Al Fehaidi, Muhammad Asif Khan
Department of Information Systems, Taibah University, Madina al Munawwara, Saudi Arabia

Abstract—In view of increasing use of technologies and their impacts in businesses, companies are now using technology to accelerate business processes. However, some companies are still failing to achieve the desired promising results by using technology. Technology in any company succeeds only when the people working in the company accept the technology wholeheartedly and show diligence in learning and using it. In this research we have evaluated the perceptions about a technology called Citrix Workspace in a Saudi company to see whether workers are satisfied with this technology and how they find its usefulness at work. A theoretical framework Technology Acceptance Model (TAM) has been used in this research to study different variables. The data collected by employees within the organization has been analyzed in order to determine level of satisfaction with the technology and to know factors that keep the workers away from remote use of the technology. These results also help managers decide how Citrix Workspace technology or other such technologies can be used in remote sites of the company.
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I. INTRODUCTION

These days working remotely has become an accepted practice in business organizations due to its ease, effectiveness and emerging technologies. Therefore, remote working and its applications need to be deeply understood from employees’ perspectives. A Saudi company has been using Citrix Workspace platform to enable its employees to work anywhere and anytime. Citrix Workspace offers users a secure, single sign-on (SSO) channel to access all of the applications and content of an organisation’s network so that it can be run across various appliances including laptops, smartphones and tablets, thereby enabling employees to work anywhere. It brings all employees applications, desktops and files into one place anywhere, anytime. Employees have access to everything they need in one location. This includes access to applications, desktop and their files with full desktop experience. Applications in Citrix Workspace can be collated in customized categories which make quick access to required application. Citrix Workspace integrates applications whether they are running in clouds or they are hosted on-premises. In order to use Citrix Workspace, employees use two factors authentication to access more than one-hundred applications and information systems to do their jobs anywhere. A reliable communication to the information systems, appliances and content workers has been founded to increase worker output and improve business performance. Technology has changed the way we interconnect with the world around us. It has modified the way of learning, shopping, socializing and working. In today’s workforce, technology has changed the way companies interact with their employees and make online business interactions [1-2]. In recent Corona-19 pandemic situation organizations allowed employees for remote working using various applications. The management of the Saudi company decided to allow employees of the company to work remotely using Citrix Workspace platform following the regular office hours. A part of the vision of the Saudi company in information technology and digital transformation is to deliver best practice, transparent and secure information technology and communication services to customer. Because Citrix Workspace is a new remote work system, the matter of estimating employees’ satisfaction and performance with and perceptions of Citrix Workspace has received little attention. This motivated us to assess the level of satisfaction and performance of the employees using Citrix Workspace as a remote platform. This research will attempt to fill this gap by addressing variables that influence employees’ satisfaction and performance with and perceptions of Citrix Workspace. Researchers have been evaluating performance of different technologies to determine effectiveness [3] that also motivated us to conduct this study.

Since the Citrix Workspace has been introduced recently, a little investigation has been conducted to determine the employees’ satisfaction and performance in terms of ease of use and effectiveness. In order to conduct our research following research question has been devised to which answer will be sought:

“What are perceptions of employees' satisfaction and performance about Citrix Workspace?”

In order to answer the question, Technology Acceptance Model (TAM) is the best model to measure employees’ acceptance and satisfaction with Citrix Workspace in the Saudi company. The model is one of the most predominate and common models of research. It concludes that perceived usefulness and perceived ease of use are central to determining an individual’s attitude to using the technology and, thus, eventually relating to actual use. Researchers and companies have consequently been attempting to realise variables that positively impact an individual’s acceptance of information technology, thereby finally supporting its use. In the information technology field, TAM is one of the better-known models for clarifying why people use technology.

TAM is a model used in information to assess individual’s attitude in adoption of technology in working environment. It concludes the perceived usefulness and perceived ease of use
are central to this assessment. Researchers and companies have consequently been attempting to realize variables that positively impact an individual’s acceptance of information technology, thereby finally supporting its use:

Based on the TAM, the following hypotheses have been developed:

H1: Perceived ease of use has a significant positive influence on perceived usefulness.

H2: Perceived ease of use has a significant positive influence on actual usage.

H3: Actual usage has a significant positive influence on user satisfaction.

H4: User satisfaction has a significant positive influence on performance.

This study aims to determine employees’ satisfaction and performance with using Citrix Workspace and to address any factors that may lead to dissatisfaction.

II. LITERATURE REVIEW

Remote working and work from home policies were promoted during 1970s in response to the hike in oil prices, but recent Covid-19 pandemic has given executives a serious thought to shift major section of workforce remotely [4]. Although Covid-19 has forced people to work remotely, but the success of this practice shows many will continue to work remotely on permanent basis and number of remote workers will rise in future. Organisations must take great care when approaching, designing, implementing, and fine-tuning their remote work solutions. The current context of the remote work revolution not only transforms any company into a possible case study but also provides an opportunity to investigate remote work trends at a worldwide level. This could possibly give all of the necessary evidence to justify adjusting remote work initiatives to different nations with different backgrounds [5]. This provides the basis for choosing the Saudi company as a case study to explore new remote work initiatives by assessing employees’ satisfaction and performance of using Citrix Workspace as a remote work solution.

With regards to remote work solutions, for so many years organisations have relied on virtual private networks (VPNs) to allow remote workers access to their networks. However, when actions to contain the coronavirus led many businesses to shift from traditional office workspace to remote working, many more employees became remote workers. When this occurred, VPN technology proved insufficient to cope with the increasing need for a larger number of employees to work remotely. Consequently, Some IT departments shifted from VPN solutions to Citrix Workspace using on-premises servers without sacrificing security. With Citrix Workspace, system administrators are able to tailor and distribute any number of workspaces effectively and easily, each with its required applications, appliances, data, and networking services to be aligned with an organisation’s needs for different uses [6]. Citrix system is widely used as a mean for remote working which has strong position in the market of remote applications and desktop virtualization [7]. Therefore, user satisfaction and performance with Citrix Workspace need to be measured in the current study. In a study [8] it is reported that employees’ productivity increased by 13% due to work at home and fewer breaks taken and better performance per minute. Furthermore, remote workers also reported extraordinarily high work satisfaction and their job exhaustion rate was approximately 50% decreased. Nevertheless, the study did not mention either technology used or relationship between technology and employees’ satisfaction and performance which is core focus in the current study. In a separate study it is reported that in addition to saving money on traditional office workspace, employee satisfaction rankings were approximately 90 percent due to working remotely [9]. In another study it is reported that flexible work schedule has a positive impact on the life satisfaction of employees [10]. There is a positive relationship between flexible work schedules and worker satisfaction. A research study has addressed the impact of psychological happiness on employee satisfaction which can be linked to increased productivity resulting from flexible work schedules [11]. The research conducted by [10-11] has analysed the impact of flexible work schedules on worker satisfaction without determining which remote work solution was used as a variable which could affect employees’ satisfaction.

A. Perceptions of Ease of Use

There is a considerable body of empirical research indicating that perceptions of ease of use significantly influence the information system context [12]. Perceptions of ease of use refer to the extent to which an individual anticipates being able to utilise a system with relatively little effort or struggle [13]. It is widely suggested in the empirical literature relating to IS that the greater is a system’s ease of use, the greater will be the perceptions of how useful that system is [14]. Several studies in the empirical literature have established a positive relationship between perceptions of ease of use and perceptions of how useful a system is [15].

B. Perceived Usefulness

It is defined as "the degree to which a person believes that using a particular system would enhance his or her job performance" [13]. It is the perception of technology users which they build based on the results of their experience. In view of perceived usefulness, frequency of actual use of technology is suggested and its positive effect on individual’s performance studied [16].

C. User Satisfaction

When considering the context of information systems, it is necessary to establish whether use of the system results in the satisfaction of users [17]. In the current study, the satisfaction of users is gauged in terms of the extent to which users of the Citrix Workspace are satisfied with their decision to use the technology and whether it lived up to their expectations.

D. Performance Impact

There are many reports in the empirical literature that higher levels of user satisfaction are associated with superior performance impact [16, 18-19]. Each of these investigations add to the existing body of knowledge and help to better understand the nature of the relationship between actual use and how individuals perform in the context of organisations.
Staff performance is influenced by the quality of the system and user satisfaction. If workers are satisfied with a computer system, it will add value and contribute to their performance and productivity [20]. The study also stated the impact of technology attributes on user satisfaction. The relationship between user satisfaction, performance and Citrix Workspace will be further investigated in the proposed research, as mentioned in hypothesis.

III. METHOD AND DATA PREPARATION

The study was devised as a quantitative correlational research design to examine the relationship between employee satisfaction and performance using Citrix Workspace to work remotely within the Saudi company. A quantitative method was deemed most suitable in this research because quantitative researchers concentrate on exploring measurable phenomena using statistical techniques [21]. Correlational designs are suitable when the objective of the study is to examine the relationship between variables of interest. The TAM is used to measure the employees' satisfaction and performance when using Citrix Workspace. An online survey questionnaire was designed using Google Forms to collect data from the respondents and that data is analyzed to draw out results and findings. Questionnaire is a best tool to determine user intention, expectation and perception [22-23].

Based on the four hypotheses stated above, relationships between five variables will be examined. These variables are perceptions of ease of use, perceptions of usefulness, actual use, the satisfaction of users, and performance.

A. Survey Instrument and Data Collection

The main instrument to conduct the study is an online self-administered questionnaire which was developed for this study. The population of the study is users of Citrix Workspace from all departments of the Saudi company. The purpose of the survey instrument was to determine employees’ level of satisfaction in using Citrix Workspace technology remotely. The questionnaire was distributed among all work areas of the Saudi company (Central, Western, Eastern and Southern region) and 191 responses were received. 5 of the responses were rejected because the respondents did not use Citrix Workspace at all. Consequently, the sample of the research was 186 responses.

The questionnaire consisted of two main sections with 39 items/statements. It included various types of questions such as the following: (1) rating scale questions utilizing a Likert-type 5-point scale (i.e. 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree); (2) multiple choice single answer questions; and (3) an open question. The questionnaire was devised using Google Forms in the English and Arabic languages, as the workers mainly are native Arabic speakers. Google Forms is a website allowing users to create and disseminate surveys for business or individual purposes such as this research. Google Forms allows the survey creator to use a ready-made survey or create a customized one. The data results of surveys are collected and exported to Microsoft Excel so that they are ready to be used on SPSS software.

Participation in the research study was non-compulsory and participants were informed of the volitional nature and confidentiality measures at the beginning of the survey. Moreover, the data were collected anonymously in the survey and we analysed and interpreted it during the research period, before being deleted at the end of the research.

IV. RESULT AND DISCUSSION

In this study descriptive analytical method has been used to describe characteristics of the study respondents and their opinions around the components of the study. The hypotheses have been tested by means of Pearson correlation to explain the relationship between research variables at a significant level of 0.05. The internal consistency and reliability of the questionnaire were tested using SPSS version 23. After verifying the validity and reliability of the questionnaire test, a link of online questionnaire was distributed to the study population. Total of (191) questionnaires were retrieved, 5 participants were excluded from the study sample because they did not use Citrix workspace at all and the final study sample was 186.

Validity and reliability of the research questionnaire is an essential in the data collection phase, where these two quantifications ensure the procedure of getting precise and consistent data and results. Validity demonstrates whether the instrument or test measures what it is assumed to measure. It also refers to the ability of a study to measure what was set out to be measured or the validity of the resulting data. The measurement that needs to be valid is taken using instruments. In the case of the current study, the instrument was taken from empirical literatures and then modified according to the stated research objectives.

Before dissemination of the final version of the questionnaire for the research, a pilot test was conducted using an online questionnaire on Google Forms. The pilot test was conducted via Google Forms by asking experts users of Citrix Workspace in the Saudi company to complete the questionnaire using a link that directed them to Google Forms to complete the survey. For the purpose of the pilot test, 15 surveys were completed. During the pilot test, the participants were given an optional comment area on each question to provide feedback regarding the clarity of the question or any spelling or linguistic errors. Therefore, any modifications required to the expression of the questions could be made prior to the data collection process for the current research.

In order to evaluate reliability of the survey instrument, Cronbach’s alpha test of reliability and internal consistency was done on all questionnaire variables and items. Cronbach’s alpha test of reliability and internal consistency was done on the four scales. The alpha values were explained through the guidance determined by George and Mallery (2016), in which $\alpha > .9$ Excellent, $\alpha > .8$ Good, $\alpha > .7$ Acceptable, $\alpha > .6$ Questionable, $\alpha > .5$ Poor, and $\alpha < .5$ Unacceptable. So, for reliability, this research investigated Cronbach’s alpha coefficients to gauge the reliability of each of the five variables in the questionnaire. Those variables are ease of use, usefulness, actual usage, user satisfaction, and performance. We calculated the internal consistency of the questionnaire by calculating Pearson correlations between items-items in each variable. Pearson correlation coefficients measure the strength and direction of a linear relationship between two variables. Table I
shows the Pearson correlation coefficients between items of each variable "ease of use, usefulness, user satisfaction, and performance impact" and the total score of the field. The Pearson correlation coefficients were ranged from 0.344 to 0.772 for Ease of use variable, from 0.872 to 0.907 for Usefulness variable, from 0.747 to 0.934 for User satisfaction variable, and from 0.780 to 0.867 for Performance impact variable, indicating that all the correlation coefficients shown are significant at (α ≤ 0.01), thus the fields are considered valid of what is being measured. The correlation is significant at 0.01 level.

In order to measure the stability of questionnaire, Alpha Cronbach method and split-half coefficients were used. The split-half reliability method requires dividing up the variables' items into two parts and calculating correlations between the first half and the second half of each variable's items using Spearman's correlation test. It is clear from the results shown in Table II that the value of the Alpha Cronbach coefficient is high for each field, ranging from (0.739 to 0.960) which is greater than the recommended level of 0.7. As well as Spearman's correlation coefficient which it was ranging (0.740 to 0.948), indicating very strong reliability of these items where their correlations were statistically significant at 0.01.

A total of 186 participants completed the questionnaires. Out of them, 172 (92.5%) were males and 14 (7.5%) were females. Most of the participants were from western region (49.5%). The age groups of the participants were as follows: 20 to 29 years (12.4%), 30 to 39 years (42.5%), 40 to 49 years (38.1%) and 50 years or above (7%). Most of them married and bachelor degree holders (67.7%). A large number of participants belonged to distribution and customer services (43.5%) followed by IT and digital transformation (25.8%).

A total of 186 participants completed the questionnaires. Out of them, 172 (92.5%) were males and 14 (7.5%) were females. Most of the participants were from western region (49.5%). The age groups of the participants were as follows: 20 to 29 years (12.4%), 30 to 39 years (42.5%), 40 to 49 years (38.1%) and 50 years or above (7%). Most of them married and bachelor degree holders (67.7%). A large number of participants belonged to distribution and customer services (43.5%) followed by IT and digital transformation (25.8%). Table III depicts the statistical analysis of the variables under study that include mean, standard deviation and weighted percentage for the variables.

Participants' responses toward the items for Perceived ease of use variable, Perceived usefulness variable, User satisfaction variable and Performance impact variable have been represented graphically in Fig. 1, Fig. 2, Fig. 3 and Fig. 4a and 4b, respectively.

<table>
<thead>
<tr>
<th>Item</th>
<th>Correlation</th>
<th>Item</th>
<th>Correlation</th>
<th>Item</th>
<th>Correlation</th>
<th>Item</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.772</td>
<td>1</td>
<td>0.879</td>
<td>1</td>
<td>0.747</td>
<td>1</td>
<td>0.803</td>
</tr>
<tr>
<td>2</td>
<td>0.344</td>
<td>2</td>
<td>0.900</td>
<td>2</td>
<td>0.82</td>
<td>2</td>
<td>0.867</td>
</tr>
<tr>
<td>3</td>
<td>0.782</td>
<td>3</td>
<td>0.905</td>
<td>3</td>
<td>0.934</td>
<td>3</td>
<td>0.780</td>
</tr>
<tr>
<td>4</td>
<td>0.709</td>
<td>4</td>
<td>0.892</td>
<td>4</td>
<td>0.880</td>
<td>4</td>
<td>0.838</td>
</tr>
<tr>
<td>5</td>
<td>0.757</td>
<td>5</td>
<td>0.907</td>
<td>5</td>
<td>0.806</td>
<td>5</td>
<td>0.86</td>
</tr>
<tr>
<td>6</td>
<td>0.761</td>
<td>6</td>
<td>0.872</td>
<td>6</td>
<td>0.86</td>
<td>6</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.860</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.858</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cronbach’s Alpha</th>
<th>Split-half reliability coefficients</th>
<th>Length corrections</th>
<th>Spearman coefficient</th>
<th>Guttman coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use</td>
<td>0.739</td>
<td>0.587</td>
<td>0.740</td>
<td>0.733</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>0.947</td>
<td>0.851</td>
<td>0.920</td>
<td>0.919</td>
<td></td>
</tr>
<tr>
<td>User satisfaction</td>
<td>0.863</td>
<td>0.0761</td>
<td>0.864</td>
<td>0.834</td>
<td></td>
</tr>
<tr>
<td>Performance impact</td>
<td>0.960</td>
<td>0.901</td>
<td>0.948</td>
<td>0.947</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Responses</th>
<th>Mean</th>
<th>SD</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strongly agree</td>
<td>Agree</td>
<td>Neutral</td>
<td>Agree</td>
</tr>
<tr>
<td>1</td>
<td>87</td>
<td>84</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>57</td>
<td>50</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>88</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>74</td>
<td>84</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>68</td>
<td>54</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>98</td>
<td>62</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Mean = 4.0 SD = 0.60 80</td>
<td>1</td>
<td>98</td>
<td>64</td>
<td>9</td>
</tr>
</tbody>
</table>
Variable | Item | Responses | Mean | SD | %
--- | --- | --- | --- | --- | ---
User satisfaction | 1 | 113 | 63 | 8 | 2 | 0 | 4.54 | 0.63 | 90.8
| 2 | 75 | 87 | 17 | 6 | 1 | 4.23 | 0.79 | 84.6
| 3 | 85 | 82 | 9 | 8 | 2 | 4.29 | 0.83 | 85.8
| 4 | 63 | 76 | 29 | 12 | 6 | 3.96 | 1.02 | 79.2
Mean = 4.26 SD = 0.70 85.2
Performance impact | 1 | 69 | 82 | 24 | 9 | 2 | 4.11 | 0.88 | 82.2
| 2 | 66 | 87 | 22 | 7 | 4 | 4.10 | 0.90 | 82
| 3 | 48 | 73 | 46 | 15 | 4 | 3.78 | 0.99 | 75.6
| 4 | 42 | 86 | 43 | 12 | 3 | 3.82 | 0.91 | 76.4
| 5 | 34 | 69 | 53 | 26 | 4 | 3.55 | 1.01 | 71
| 6 | 67 | 90 | 18 | 6 | 5 | 4.12 | 0.90 | 82.4
| 7 | 33 | 71 | 61 | 16 | 5 | 3.60 | 0.97 | 72
| 8 | 40 | 71 | 57 | 12 | 6 | 3.68 | 0.99 | 73.6
| 9 | 68 | 77 | 27 | 10 | 4 | 4.05 | 0.96 | 81
| 10 | 78 | 73 | 24 | 7 | 4 | 4.15 | 0.94 | 83
| 11 | 64 | 96 | 13 | 9 | 4 | 4.11 | 0.89 | 82.2
| 12 | 76 | 73 | 24 | 8 | 5 | 4.11 | 0.97 | 82.2
Mean = 3.93 SD = 0.79 78.6

Fig. 1. Participants Responses for the Items of Perceived ease of use Variable.

Fig. 2. Participants Responses for the Items of Perceived usefulness Variable.
B. Test of Hypotheses

We postulated four hypotheses for our study in the beginning of this research. Now following are the tests for each of the hypothesis.

$H_1$: Perceived ease of use has a significant positive influence on perceived usefulness.

This study found that there was statistically significant and strong positive relationship between perceived ease of use and perceived usefulness which is compatible with results of the study [24].

The Pearson correlation coefficient between perceived ease of use and perceived usefulness was a strong positive correlation, the value of the correlation coefficient was 0.669.
The correlation was statistically significant at the level of
significance (α ≤0.01).

H2: The Pearson’s correlation between Perceived ease of
use and actual usage.

The study revealed statistically significant positive
relationship between perceived ease of use and actual usage at
a statistical significance level. This is in common with other
studies which found a significant relationship between ease of
use and actual usage [25,26].

The Pearson correlation coefficient between perceived ease
of use and actual usage was a week positive correlation, the
value of the correlation coefficient was 0.264. The correlation
was statistically significant at the level of significance (α ≤0.01).

H3: Actual usage has a significant positive influence on
User satisfaction.

This states that actual usage has a significant positive
influence on user satisfaction which is consistent with the
findings of previous studies [27-28]; another statistically
significant relationship was found between actual usage and
user satisfaction.

The Pearson correlation coefficient between actual usage
and user satisfaction was a moderate positive correlation, the
value of the correlation coefficient was 0.394. The correlation
was statistically significant at the level of significance (α ≤0.01).

H4: User satisfaction has a significant positive influence on
Performance.

Higher satisfaction implies higher performance as the same
finding was found in parallel studies indicate that the higher the
user satisfaction, the higher performance impact [27, 29].

The Pearson correlation coefficient between user satisfaction
and performance was a very strong positive correlation, the
value of the correlation coefficient was 0.838. The correlation
was statistically significant at the level of significance (α ≤0.01).

V. CONCLUSION AND FUTURE WORK

This study has helped to understand if a relationship existed
between an employee’s satisfaction and performance with
using Citrix Workspace to work remotely. The remote work
has become more important with advent of Covid19 and
employees have been given access of using technologies
remotely [30].

The results revealed that there is a high level of satisfaction
among respondents regarding the decision to use the Citrix
Workspace. The main motive for most of the participants to
use Citrix Workspace was their ability to work remotely. There
is statistically significant positive relationship between
perceived ease of use and perceived usefulness. Also this study
revealed statistically significant positive relationship between
perceived ease of use and actual usage. Another statistically
significant relationship was found between actual usage and
user satisfaction the relation was found to be positive. This
study also revealed statistically significant relationship between
user satisfaction and positive performance impact.

For future research, findings of this study may lead to
similar studies being conducted to measure users’ satisfactions
and performance with other remote work platforms in other
Saudi organisations. Furthermore, they can be used as a road
map to apply TAM to conduct investigations and research to
assess employees’ satisfaction and performance with using
other information systems in Saudi Arabia and other places.
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Abstract—In the age of the industrial revolution, industry and machinery are elements of the utmost importance to the development of human civilization. As industries are dependent on their machines, regular maintenance of these machines is required. However, if the machine is too big for humans to look after, we need a system that will observe these giants. This paper proposes a convolutional neural network-based system that detects faults in industrial machines by diagnosing motor sounds using accelerometers sensors. The sensors collect data from the machines and augment the data into 261756 samples to train (70%) and test (30%) the models for better accuracy. The sensor data are sent to the server through the wireless sensor network and decomposed using discrete wavelet transformation (DWT). This big data is processed to detect faults. The study shows that custom CNN architectures surpass the performance of the transfer learning-based MobileNetV2 fault diagnosis model. The system could successfully detect faults with up to 99.64% accuracy and 99.83% precision with the MobileNetV2 pre-trained on the ImageNet Dataset. However, the Convolutional 1D and 2D architectures perform excellently with 100% accuracy and 100% precision.

Keywords—Accuracy; convolution 1D; convolution 2D; data loss; faulty machinery; mobileNetV2; precision

I. INTRODUCTION

Industries are getting smarter day by day. Early identification of fault inside industry machinery plays a significant role in this modern era. To increase the productivity of production systems, precise production techniques are vital. Extensive research has been done to detect early faults and classify those machines and defects. Monitoring the faulty machines and taking remedial action makes for a safe environment and reduced failures [1]. Researchers have suggested different classifiers for the early diagnosis and detection of faults. Over time, machines have become complex, and for complex machines, data-driven methods have shown efficiency, whereas non-parametric methods are applied for extracting related information from the data [2, 3]. Machine learning algorithms such as SVM have significant difficulty in selecting features for identifying defects, particularly in induction motors as seen in [4]. Deep learning addresses the problem of feature selection by extracting features directly from raw data. Deep learning models are not precise enough when the amount of data is not sufficient. Generalization is also a significant drawback for deep learning algorithms. Accuracy is dependent on the proper distribution of data. Later, Transfer learning methods start getting famous in the Fault Detection and Diagnosis (FDD) field to prevent industry anomalies [5, 6]. Transfer learning methods learn from a place that is enriched in data, and later these models are applied in a place where the amount of data is an issue. This research has used Convolution 1D, Convolution 2D, and MobileNetV2 architecture to detect faulty machinery.

A sufficient amount of research has been done to find better classifiers for detecting faults in industrial machinery. An Artificial Intelligence-based fault detection system has been proposed by Lei et al. For learning features from raw signals, they present a sparse filtering and neural network [7]. Boukra et al. proposed a hybrid method based on feature reduction uses two parameters. Their proposed method is not manipulated by load conditions [8]. Machine learning algorithms are used for identifying faults in the motor drive where supervised learning plays a significant role [9]. Although supervised learning downs efficiency with unwanted data. Feature extraction from raw signals plays a significant role in detecting induction motors’ faults. Wavelet analysis, time-domain analysis, frequency domain analysis, time scale frequency analysis, and time scale frequency analysis all aid in the extraction of characteristics [10-12]. The features extracted here affect accuracy in classification and proper fault recognition. Deep learning reduces this problem. Deep learning algorithms show a significant result in detecting faults for bearings and gearboxes [13]. Deep CNN shows remarkable accuracy in fault diagnosis from raw vibrating signals in the anti-noise domain [14]. Deep learning models are not efficient enough when the amount of training data is not sufficient. Transfer learning models show better accuracy when the amount of data is less. Adversarial transfer learning algorithms can identify erroneous signals by first converting them to RGB pictures and then training the model on those images [15]. Transfer learning-based autoencoders are proposed by Wan et al. [16]. High fault classification results have been shown by VGG 19 in detecting faults in induction motors [17].

In the study, the authors worked with the Dataset obtained from Case Western Reserve University to detect the fault of bearings of the machinery based on a wireless IoT framework. The Dataset was further divided into sub-classes and
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environments. After label encoding and splitting to training and test set, the processed data were classified using CNN algorithms. The classification methods of MobileNetV2, Convolution 1D, and Convolution 2D are used. The performance of the algorithms is then measured to determine the best method to detect faults in machines in industries.

II. LITERATURE REVIEW

The diagnosis of bearing faults is a hot topic in mechanical condition monitoring. The key phases in bearing defect diagnostics are feature extraction and pattern classification from monitoring data. The bearings will create extra vibrations when a specific bearing element fails. The fault characteristic frequency is a connection between the frequency of the extra vibration and the bearing speed. We can locate the failing bearing by analyzing the original vibration signal’s frequency components [18].

Feature extraction techniques used in classical signal processing for bearing defect diagnostics using vibration signals include the Hilbert– Huang transform (HHT), the wavelet transform, empirical mode decomposition, and approaches. HHT was used by V.K. Rai et al. [19] to extract frequency domain features from bearing fault data to identify bearing fault categories. Xinsheng Lou et al. [20] used wavelet transform and neuro-fuzzy classification to develop a novel ball bearing problem diagnostic system. The wavelet transform was employed to retrieve the accelerometer signal’s feature vectors. Once the adaptive neural-fuzzy inference system had been trained to categorize the feature vectors, it was used to classify data. The suggested approach worked effectively even with a variable load.

SVMs were effectively used in the area of fault diagnostics by P. Konar et al. [21]. The feature vectors were extracted using a continuous wavelet transform (CWT), and the monitoring data for the three-phase induction motor was classified using a support vector machine (SVM). In order to recognize the early problem of the bearing, Zhanzhe Zhao et al. [22] presented an intelligent fault detection approach based on a backpropagation (BP) neural network. It was suggested that the intrinsic mode functions (IMFs) be first acquired using a wavelet packet decomposition approach, and then the EMD method was utilized to get them. A BP neural network with three layers was built to recognize the monitoring signal fault pattern.

Using naive Bayes classifier and Bayes net classifier carried out fault diagnostics [23]. Before using the suggested technique, the vibration signals are wavelet-analyzed to extract the discrete wavelet features, then utilized as input into the Bayes net for classification.

An EMD method was utilized by Lei et al. [23], and a kurtosis-based method was offered to identify the sensitive characteristics for defect diagnostics based on bearing vibration signals. When dealing with nonlinear, non-stationary, and composite signals, Lin et al. [24] employed an enhanced EMD approach to extract features. The acoustic emission data from bearing tests were pre-processed using He et al.’s short-time Fourier transform (STFT) approach [25]. Feature selection techniques were commonly used to choose the most representative features from the collected data, including linear discriminant analysis (LDA) and principal component analysis (PCA). A diagnostic defect technique based on decision trees and PCA was reported by Sun et al. [26]. After feature extraction, PCA is used to minimize the number of features.

S. G. et al. [27] developed a continuous wavelet transform and CNN approach to accurately, robustly, and generally diagnose rotating machines faults. This study by S. S. et al. [28] demonstrated that deep convolutional neural networks (DCNNs) could learn from various sensor outputs to identify induction motor faults with consistency and accuracy. By including freshly produced extra features for self-update to incorporate new aberrant samples and fault classes, W. Y. et al. [29] used a wide convolutional neural network to increase diagnostic performance and incremental learning capabilities.

This research proposed a solution based on a wireless Internet of Things architecture for detecting machinery bearing faults using data from Case Western Reserve University. The Dataset was augmented in 261756 samples and further divided into sub-classes and environments. In order to classify the processed data, CNN methods were used after label encoding and partitioning it into training (70%) and test sets (30%). MobilNetV2, Convolution 1D, and Convolution 2D classification algorithms are used. For industrial machine fault detection, compare several algorithms’ results side by side to see which one performs better.

III. PROPOSED METHODOLOGY

Fig. 1 depicts a ZigBee-based wireless sensor network (WSN) concept for the proposed fault diagnostic technique. The WSN was created to gather accelerometer sensor data from a variety of industrial bearings. The TMS320F28335 digital signal microcontroller is utilized as a microcontroller unit (MCU) in the WSN model, collecting data from accelerometers and transmitting it through an XBee (Pro Series 3) radio transmitter. In addition, the XBee module is used to configure a coordinator gateway that receives signals from sensor nodes and sends them to the diagnostic server, which hosts the suggested fault diagnosis model. The ZigBee network protocols are used to create a mesh network of XBee devices. Besides, fault diagnosis methods comprise the following steps: a) data collection through accelerometer sensors, b) apply DWT to decomposed signals, c) preprocess data steps including creating a set of classes, set reshaping, and label encoding, d) splitting the dataset into 30% for testing and 70% for training, e) then classify data for fault detection and evaluate the performance.

To identify defects, the suggested approach used convolutional neural network algorithms. The proposed method's process is shown in Fig. 1.
A. Data Collection and Pre-Processing

In this study, the Case Western Reserve University dataset [30] is used as a standard guide to assessing the efficiency of the fault detection algorithm. The CWRU data center examined a 2 hp Reliance electric induction motor for regular bearings, single-point drive end (DE), and fan end (FE) faults under diverse settings. Accelerometers with magnetic bases connected to the housing were used to gather vibration data. At both the driving and fan ends of the motor casing, accelerometers were installed at midnight. An accelerometer was also connected to the motor that supported the base plate in specific tests. A 16-channel DAT recorder was used to capture vibration data, then analyzed in a MATLAB environment. MATLAB (*.mat) format is used for all data files. For drive and bearing problems, digital data was captured at 12000 samples per second and data was gathered at 48000 samples per second, the final dataset volume was around 261756 samples [31]. Data on speed and horsepower was collected using a torque transducer/encoder and manually recorded.

The dataset included three working environments with the following conditions:

1) Data collection at 12000 samples per second.
2) Motor load range 0–2.
3) Fault diameter 0.007 inches.

So, from the big data warehouse of the CWRU data center, we gathered a dataset of 16 signals, of which four were normal baseline. The rest had four inner race faults, ball and outer race faults each. These 16 significant signals were individually sliced into 5949 samples so we can later reshape them as needed for feeding into the neural networks. Hence, the total length of the Dataset is 23796 samples and augmented the final Dataset into 261756 samples. The dataset is homogeneous and balanced. A simulator of data collection from bearing based on Accelerometer’s sensors is shown in Fig. 2.

The faults were artificially introduced on the SKF Drive End bearing (6205-2RS JEM) using Electro-Discharge Machining. For environments 1, 2, and 3, the collected data provide a varied motor speed of 1797, 1772, and 1750, respectively. Fig. 3 shows the histogram of all elements in the data collection used in the analysis.
We started by loading all of the signal data and creating three sets of data. Label Binarizer was used to label the products and reshaped all three datasets. This work used a random seed value of 0.2 and utilized 30% of our data for testing and 70% of our data for training.

For training our model with Convolution 1D, Convolution 2D, and MobileNetV2 used Tensorflow and Keras library because of its convenient coding environment and ability to train a state-of-an-art algorithm for signal processing and computer vision.

**B. Convolution 1D and Convolution 2D**

The 2D in Conv2D refers to the fact that each channel in the input and filter is two-dimensional, while the 1D in Conv1D refers to the fact that each channel in the input and filter is one-dimensional. Normalizing the data in our Convolution 1D and Convolution 2D models initially set up the first hidden layer with 100 nodes and implemented the RELU activation feature. MaxPooling1D was used with a pool size of 2 to minimize the dimension feature. The second and third convolution layers have 32 and 10 nodes, respectively. The signals were translated into NumPy arrays to speed up the computation. For backpropagation, the learning rate was set at 0.001 and used Categorical Cross-Entropy and the Adam optimizer equation to calculate the loss function. The categorical Cross-Entropy loss function is used for the multiclass classification of the dataset. After applying all of the optimizers (Adam, Nadam, Adagrad, RMSProp, Adadelta, SGD, Adamax), Adam optimizer is chosen for the highest accuracy on the dataset. Since the batch size for instruction is 32, and the decay is set to 0.1. Tables I and II depict the convolution 2D and convolution 1D models, respectively.

**C. MobileNetV2**

MobileNetV2 is a CNN architecture that tends to be efficient on mobile devices. MobileNetV2 has 32 filters on its initial fully convolution layer. There exist 19 residual bottleneck layers. It is utilized for image classification, object detection, quantization, and so on [32].

Two types of blocks are introduced in MobileNetV2.

1) Residual block of stride 1.
2) Block for downsizing with 2 strides.

Both the blocks are made up of three layers, as illustrated in Fig. 4. With 1x1 convolution, the ReLU6 activation mechanism is used in the first layer. On the second sheet, a depth-wise is added, and the third layer is also a 1x1 convolution, save for some non-linearity. The activation mechanism of ReLu is often included in the third layer [33]. MobileNetV2 performs well when the mathematical operations and the number of parameters are kept low. The MobileNetV2 architecture is about 35% faster than the previous version, MobileNetV1.

**TABLE I. PROPOSED CONVOLUTION 2D MODEL**

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output shape</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2d_4 (Conv2D)</td>
<td>(None, 30, 30, 32)</td>
<td>320</td>
</tr>
<tr>
<td>max_pooling2d_4</td>
<td>(None, 15, 15, 32)</td>
<td>0</td>
</tr>
<tr>
<td>conv2d_5 (Conv2D)</td>
<td>(None, 13, 13, 64)</td>
<td>18496</td>
</tr>
<tr>
<td>max_pooling2d_5</td>
<td>(None, 6, 6, 64)</td>
<td>0</td>
</tr>
<tr>
<td>dense_4 (Dense)</td>
<td>(None, 6, 6, 10)</td>
<td>650</td>
</tr>
<tr>
<td>dropout (Dropout)</td>
<td>(None, 6, 6, 10)</td>
<td>0</td>
</tr>
<tr>
<td>max_pooling2d_6</td>
<td>(None, 3, 3, 10)</td>
<td>0</td>
</tr>
<tr>
<td>flatten_2 (Flatten)</td>
<td>(None, 90)</td>
<td>0</td>
</tr>
<tr>
<td>dense_5 (Dense)</td>
<td>(None, 4)</td>
<td>364</td>
</tr>
</tbody>
</table>

Total params: 19,830
Trainable params: 19,830
Non-trainable params: 0

*Shape and parameters are depended on Convolution 2D model layers. Various layers are implemented.*

**TABLE II. PROPOSED CONVOLUTION 1D MODEL**

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output shape</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1d_2 (Conv1D)</td>
<td>(None, 31, 100)</td>
<td>6500</td>
</tr>
<tr>
<td>dropout_2 (Dropout)</td>
<td>(None, 31, 100)</td>
<td>0</td>
</tr>
<tr>
<td>max_pooling1d</td>
<td>(None, 15, 100)</td>
<td>0</td>
</tr>
<tr>
<td>conv1d_3 (Conv1D)</td>
<td>(None, 14, 32)</td>
<td>6432</td>
</tr>
<tr>
<td>dense_2 (Dense)</td>
<td>(None, 14, 10)</td>
<td>330</td>
</tr>
<tr>
<td>max_pooling1d_1</td>
<td>(None, 7, 10)</td>
<td>0</td>
</tr>
<tr>
<td>flatten_1 (Flatten)</td>
<td>(None, 70)</td>
<td>0</td>
</tr>
<tr>
<td>dense_3 (Dense)</td>
<td>(None, 4)</td>
<td>284</td>
</tr>
</tbody>
</table>

Total params: 19,830
Trainable params: 19,830
Non-trainable params: 0
**A. MobileNetV2 Result Analysis**

Table III shows that the best training accuracy was at epoch number 17, where the accuracy was 99.86 percent, and the best validation accuracy was 99.64 percent. The model has a 99.83 percent precision.

Fig. 5 depicts the precision of training and testing for each epoch and the data loss graph for MobileNetV2 in the training and test sets. The graph shows that with increasing epochs, detection accuracy increases, and data loss gradually decreases for both training and test sets.

The classification report for each class (normal, ball, inner and outer raceway) of the test dataset is shown in Fig. 6. The model shows high performance for all the classes individually.

From the test data, the heat map is shown below in Fig. 7. The MobileNetV2 predicted 19229 properly in a normal class, where 222 samples are not correctly predicted. In the case of the class ball, 20572 samples are correctly predicted, where 425 data are not correctly predicted. Similarly, in the case of inner class and outer class, 18571 and 17604 samples are correctly predicted, where 749 and 1155 samples are improperly classified.

**TABLE III. DATA LOSS AND ACCURACY OBTAINED FROM MOBILENETV2**

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Training Set</th>
<th>Testing Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data loss</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>1</td>
<td>0.5838</td>
<td>85.82</td>
</tr>
<tr>
<td>2</td>
<td>0.0527</td>
<td>98.74</td>
</tr>
<tr>
<td>3</td>
<td>0.0338</td>
<td>99.12</td>
</tr>
<tr>
<td>4</td>
<td>0.0262</td>
<td>99.23</td>
</tr>
<tr>
<td>5</td>
<td>0.0214</td>
<td>99.36</td>
</tr>
<tr>
<td>6</td>
<td>0.0186</td>
<td>99.40</td>
</tr>
<tr>
<td>7</td>
<td>0.0165</td>
<td>99.47</td>
</tr>
<tr>
<td>8</td>
<td>0.0155</td>
<td>99.54</td>
</tr>
<tr>
<td>9</td>
<td>0.0117</td>
<td>99.67</td>
</tr>
<tr>
<td>10</td>
<td>0.0129</td>
<td>99.61</td>
</tr>
<tr>
<td>11</td>
<td>0.0109</td>
<td>99.68</td>
</tr>
<tr>
<td>12</td>
<td>0.0098</td>
<td>99.74</td>
</tr>
<tr>
<td>13</td>
<td>0.0105</td>
<td>99.73</td>
</tr>
<tr>
<td>14</td>
<td>0.0107</td>
<td>99.67</td>
</tr>
<tr>
<td>15</td>
<td>0.0071</td>
<td>99.75</td>
</tr>
<tr>
<td>16</td>
<td>0.0134</td>
<td>99.54</td>
</tr>
<tr>
<td>17</td>
<td>0.0062</td>
<td>99.86</td>
</tr>
<tr>
<td>18</td>
<td>0.0070</td>
<td>99.85</td>
</tr>
<tr>
<td>19</td>
<td>0.0059</td>
<td>99.80</td>
</tr>
<tr>
<td>20</td>
<td>0.0061</td>
<td>99.85</td>
</tr>
</tbody>
</table>

*Data sample of the MobileNetV2 model's 20 epochs.*

The proposed methods can successfully identify faulty machinery with high accuracy [34]. After processing collected data samples, all three elements (inner raceway, outer raceway, and ball) considered in our Dataset were found to have 0.011 inches fault depth.
B. Convolution 1D result Analysis

Table IV shows the accuracy of the training and test sets for Convolution 1D. The highest outcome seen in the training set is 99.97%, while the maximum accuracy demonstrated in the test set is 100 percent. Set 3 was used to train the model, and Set 2 and Set 1 were used for testing.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Training data loss</th>
<th>Training Accuracy in %</th>
<th>Test data loss</th>
<th>Testing Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.96</td>
<td>43.88</td>
<td>3.34</td>
<td>89.60</td>
</tr>
<tr>
<td>2</td>
<td>8.74</td>
<td>92.98</td>
<td>2.65</td>
<td>99.89</td>
</tr>
<tr>
<td>3</td>
<td>6.64</td>
<td>99.03</td>
<td>2.45</td>
<td>100.0</td>
</tr>
<tr>
<td>4</td>
<td>6.43</td>
<td>99.42</td>
<td>2.25</td>
<td>100.0</td>
</tr>
<tr>
<td>5</td>
<td>4.62</td>
<td>99.48</td>
<td>1.76</td>
<td>99.96</td>
</tr>
<tr>
<td>6</td>
<td>4.11</td>
<td>99.65</td>
<td>0.38</td>
<td>100.0</td>
</tr>
<tr>
<td>7</td>
<td>2.68</td>
<td>99.71</td>
<td>0.29</td>
<td>100.0</td>
</tr>
<tr>
<td>8</td>
<td>0.73</td>
<td>99.79</td>
<td>0.17</td>
<td>99.95</td>
</tr>
<tr>
<td>9</td>
<td>0.35</td>
<td>99.87</td>
<td>0.13</td>
<td>100.0</td>
</tr>
<tr>
<td>10</td>
<td>0.77</td>
<td>99.97</td>
<td>0.19</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Data sample of the Convolution 1D’s 10 epochs.

The data loss and accuracy graph are shown in Fig. 8. For the ten epochs, accuracy increases and data loss decreases from training data and test data.

![Accuracy of Convolutional 1D](image)

![Data Loss of Convolutional 1D](image)
The scores of precision, recall, accuracy, and f1-score are shown in Fig. 9. The model provides perfect scores for each of the performance tests for all the data classes.

![Convolutional 1D](image)

**Fig. 9.** Classification Report of Convolution 1D.

In Fig. 10, the heat map demonstrates the predicted and non-predicted test data. The Convolution 1D accurately predicted 19451 samples in a normal class; however it incorrectly predicted 0 samples. A total of 20997 samples are accurately predicted when it comes to the class ball, whereas no samples are incorrectly predicted. Additionally, 19320 and 18759 samples from the inner and outer classes are accurately predicted, but no samples are incorrectly classified.

![Heat Map for Convolution 1D](image)

**Fig. 10.** Heat Map for Convolution 1D.

### C. Convolution 2D Result Analysis

In Table V, the result of Convolution 2D is stated. Both the training and validation sets have an accuracy of 100%. The model shows high accuracy on each epoch. Additionally, the data loss for the test set is much lower.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Training data loss</th>
<th>Training Accuracy in %</th>
<th>Test data loss</th>
<th>Testing Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.04</td>
<td>84.95</td>
<td>0.07</td>
<td>99.98</td>
</tr>
<tr>
<td>2</td>
<td>10.67</td>
<td>99.78</td>
<td>0.06</td>
<td>99.95</td>
</tr>
<tr>
<td>3</td>
<td>8.35</td>
<td>99.84</td>
<td>0.03</td>
<td>99.94</td>
</tr>
<tr>
<td>4</td>
<td>7.55</td>
<td>99.92</td>
<td>0.03</td>
<td>100.0</td>
</tr>
<tr>
<td>5</td>
<td>6.21</td>
<td>99.97</td>
<td>0.02</td>
<td>99.93</td>
</tr>
<tr>
<td>6</td>
<td>3.00</td>
<td>99.99</td>
<td>0.03</td>
<td>99.98</td>
</tr>
<tr>
<td>7</td>
<td>1.96</td>
<td>99.89</td>
<td>0.03</td>
<td>100.0</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>99.97</td>
<td>0.02</td>
<td>100.0</td>
</tr>
<tr>
<td>9</td>
<td>0.033</td>
<td>100.0</td>
<td>0.02</td>
<td>99.94</td>
</tr>
<tr>
<td>10</td>
<td>0.031</td>
<td>99.99</td>
<td>0.02</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Data sample of the Convolution 1D’s 200 epochs.*

![Data Loss and Accuracy Graph using Convolution 2D](image)

**Fig. 11.** (a) Data Accuracy, (b) Data Loss Graph using Convolution 2D.

![Classification Report of Convolution2D](image)

**Fig. 12.** Classification Report of Convolution2D.

The classification report in Fig. 12 illustrates that the Conventional 2D model shows a perfect performance score throughout all the classes of the test Dataset, the same as the Conventional 1D model.
In Fig. 13, the heat map is illustrated the predicted and non-predicted test data. The Convolution 2D successfully predicted 19451 samples in a normal class, yet it wrongly predicted Nil samples. When it comes to the class ball, a total of 20997 samples are properly predicted, while nil samples are wrongly predicted. Furthermore, 19320 and 18759 samples from the inner and outer classes are properly predicted, so the predicted rate is 100%.

D. Result Discussion and Comparison

The CNN algorithms used in the study all show promising results. MobileNetV2 shows the accuracy of 99.64% and lowest data loss of 0.01, whereas both the Convolutional 1D and 2D show a perfect accuracy score of 100% at the 10th epoch with CPU time of 82.5 secs/epoch and 93 secs/epoch, respectively. The comparison among the performance of the algorithms’ prediction is illustrated in Table VI.

TABLE VI. COMPARISON OF THE ALGORITHMS

<table>
<thead>
<tr>
<th>Models</th>
<th>Proposed System</th>
<th>Existing System 1 [38]</th>
<th>Existing System 2 [39]</th>
<th>Existing System 3 [40]</th>
<th>Existing System 4 [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.NetV2</td>
<td>99.64%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional 1D</td>
<td>100%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional 2D</td>
<td>100%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SVM</td>
<td>97.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN</td>
<td>98.1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SVM + PCA</td>
<td>74.4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slack Denoising Auto Encoder</td>
<td>-</td>
<td>91.67%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GAN</td>
<td>97.96%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DNN</td>
<td>94.4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ANN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>95%</td>
<td>-</td>
</tr>
<tr>
<td>ANN + 10-fold Cross Validation</td>
<td>-</td>
<td>-</td>
<td>93.54%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>71.67%</td>
<td>86.67%</td>
</tr>
</tbody>
</table>

\* A comparison between the proposed study and existing related work. Proposed study offers better findings than existing related studies.

All three algorithms of the proposed system achieve very high performance in detecting faults in machinery. However, fault detection has been done in the past using other machine learning algorithms [35-37]. A comparison of the performance of such algorithms with the proposed system is made in Table VII. From the comparison, it is observed that even though CNN and GAN algorithms achieve an accuracy of over 97%, it is much lower than the accuracy achieved by the algorithms proposed in the study.

The proposed system successfully detects a fault in industrial machinery up to 100%. Compared to the existing techniques, the performance is much higher. It is essential to detect faults with the highest accuracy in industrial machinery, as even a minor increase in fault detection accuracy might prevent a tragic accident. Since the machines used in industrial work generally contain a lot of small or big parts, at the same time, machines themselves can be huge, maintaining it can be difficult for humans. The proposed fault detection system can be used to make the process automatic and efficient. Using the system, the sound vibration from the machinery can be processed by MobileNetV2, Convolution 1D, and Convolution 2D to detect faults in the machines to avoid future hassles.

TABLE VII. COMPARISON OF THE PROPOSED SYSTEM WITH EXISTING SYSTEMS

<table>
<thead>
<tr>
<th>Models</th>
<th>Proposed System</th>
<th>Existing System 1 [38]</th>
<th>Existing System 2 [39]</th>
<th>Existing System 3 [40]</th>
<th>Existing System 4 [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.NetV2</td>
<td>99.64%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional 1D</td>
<td>100%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Convolutional 2D</td>
<td>100%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SVM</td>
<td>97.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN</td>
<td>98.1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SVM + PCA</td>
<td>74.4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slack Denoising Auto Encoder</td>
<td>-</td>
<td>91.67%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GAN</td>
<td>97.96%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DNN</td>
<td>94.4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ANN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>95%</td>
<td>-</td>
</tr>
<tr>
<td>ANN + 10-fold Cross Validation</td>
<td>-</td>
<td>-</td>
<td>93.54%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>71.67%</td>
<td>86.67%</td>
</tr>
</tbody>
</table>

\* A comparison between the proposed study and existing related work. Proposed study offers better findings than existing related studies.

V. CONCLUSION

As scientific and technical knowledge increases, mechanical equipment becomes more sophisticated and automated. Mechanical equipment relies significantly on spinning mechanical components like bearings and lead screws to work properly. Damaged or failed bearings will cause equipment failure and fatalities. As a result, monitoring the bearings' performance is essential. This article presented a viable method for bearing defect detection based on accelerometer sensors and the wavelet transformation (DWT) signal processing methodology, with a ZigBee-based wireless sensor network architecture for effectively sending data to a diagnostic server. MobileNetV2 architecture pretrained model compares the model with two custom CNN models: 1D and 2D deep CNN architectures. A bearing dataset collected by accelerometers sensors is used to validate the models that consist of 4 types of fault signals. Upon the four classes, we have achieved a satisfactory result. With MobileNetV2, the system was able to identify problems with 99.64% accuracy and 99.83% precision. It achieves up to 100% accuracy and precision when utilizing the Convolutional 1D and 2D architectures. In the future, the proposed architecture may be tested with more parameters besides...
implementing hybrid transfer learning models and the most reliable IoT framework.
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Abstract—Digital medical image has a potential to be manipulated by unauthorized persons due to advanced communication technology. Verifying integrity and authenticity have become important issues on the medical image. This paper proposed a self-embedding watermark using a spiral block mapping for tamper detection and restoration. The block-based coding with the size of 3×3 was applied to perform self-embedding watermark with two authentication bits and seven recovery bits. The authentication bits are obtained from a set of condition between sub-block and block image, and the parity bits of each sub-block. The authentication bits and the recovery bits are embedded in the least significant bits using the proposed spiral block mapping. The recovery bits are embedded into different sub-blocks based on a spiral block mapping. The watermarked images were tested under various tampered images such as blurred image, unsharp-masking, copy-move, mosaic, noise, removal, and sharpening. The experimental results show that the scheme achieved a PSNR value of about 51.29 dB and a SSIM value of about 0.994 on the watermarked image. The scheme showed tamper localization with accuracy of 93.8%. In addition, the proposed scheme does not require external information to perform recovery bits. The proposed scheme was able to recover the tampered image with a PSNR value of 40.45 dB and a SSIM value of 0.994.

Keywords—Fragile watermarking; self-embedding; image authentication; self-recovery; medical image; spiral block mapping

I. INTRODUCTION

The development of internet technology has grown exponentially in the last decade. Internet technology made digital multimedia data easy to be distributed to the world. With the rapid development of information technology, multimedia data was produced and sent seamlessly without boundaries and limitations. The digital image can be produced by various electronic devices such as digital cameras and X-ray machines for medical images [1], [2]. In addition, there are many available images editing software to modify these digital images, such as Photoshop, Lightroom, and GIMP. However, the advancement of this software also enables unauthorized modification to a digital image that makes it hard to identify the authenticity and integrity of the images. The medical images require the images to be authentic to prevent false decisions under some circumstances. Thus, any alteration or slight modifications cannot be accepted. Digital images could be modified by unauthorized persons for illegal use. The modification can be invisible or visible to the human eye. Furthermore, the illegal modification may lead to illegal action against the law. Image watermarking techniques can be an alternative solution to authenticate digital image content [3].

Digital image watermarking is the process of embedding a watermark into digital images [4]. The watermark itself can contain a logo, serial number, or a security key. The watermark is then embedded into the cover image to be visible or imperceptible. An example of a visible watermark is a transparent logo as seen embedded in the corner of an image to prevent copyright violation. However, this type of watermark was prone to watermark removal by simply cropping or overlaying the new watermark over the original watermark. Hence, the researcher primarily focused on the imperceptible watermark with a security feature to not be easily removed by any attack. Digital watermarking techniques can be used to protect copyright and authenticate digital image content. There are three types of image watermarking: robust, semi-fragile, and fragile watermarking. Robust image watermarking is mainly used for copyright protection so that any modification on the image content, the embedded watermark should be resistant against several attacks. In contrast, semi-fragile and fragile watermarking are primarily utilized for image authentication. Fragile image watermarking is not resistant to any modifications on the watermarked image. Fragile watermarking has been widely used to detect tamper localization and authenticate the image content. Fragile watermarking does not allow modification to the image content, while semi-fragile image watermarking will tolerate minor changes to the image, such as image compression [5], [6].

A fragile image watermarking for authentication provides four important aspects which are watermark generation, insertion technique, tamper localization, and tamper recovery. The watermark generation presented a way to generate a watermark image to be embedded into the cover image. The existing schemes use the part of the cover image as the watermark image, which is called self-embedding fragile image watermarking [7], [8]. The watermark generation also can be obtained from a set of embedding bits that contains the authentication bit and recovery bits [9], [10]. The embedding watermark in fragile watermarking can be performed by modifying the bits of the host image. The embedding of watermark bits into the first Least Significant Bit (LSB) made it invisible to the human eye [11]. The embedding of the watermark into the second LSB significantly contributes to the reconstruction error. Lastly, the tamper recovery algorithm plays a key role in recovering the tampered area of the image.
The recovered image quality depends on the size of the tampered area.

Image authentication techniques can be used for verifying or authenticating the integrity of digital media content. Image authentication can be classified into passive and active authentication. Active authentication requires preliminary data from the original image. This data could be stored on a secured database so that the authentication can be done by comparing the data from the database and the extracted data from the receiving ends [12]. Another scheme directly embeds the data into the cover images, so it does not need any intermediate database to store the authentication data, while it slightly reduces the quality of the image [13], [14]. In addition, some active authentication schemes also support tamper recovery along with authentication and tamper detection [15], [16]. In contrast, passive authentication was performed without requiring any preliminary image information for authentication. Passive authentication was categorized as forgery dependent and independent. On one hand, forgery dependent will only detect some types of forgery, such as copy-move and splicing forgery. This type of forgery may not leave any visual trace, but the inconsistencies of the underlying statistics can detect it. On the other hand, forgery independent will detect the tampered image based on the visible artifacts left during the resampling process and lighting inconsistencies [17]. Thus, passive authentication has limited tamper detection capability depending on its forgery types and the visual artifacts left behind. Furthermore, passive authentication did not support tamper recovery compared to active authentication [18], [19].

The existing authentication schemes still do not achieve high accuracy in tamper detection. The high accuracy of tamper detection is significantly important for achieving the high quality of the self-recovered image. Therefore, this study presents three-layer authentications with a spiral block mapping that can support tamper recovery. The parity bit of each block is extracted to obtain the authentication bit for the first level. If the bit value is the same, then the second authentication bit will be computed and compared with the average pixel of its block image. If the average pixel of the sub-block is greater than the average pixel of its block, then the third authentication is performed to check the output of the second layer authentication in three RGB channels. The proposed scheme embeds the image content itself into the host image based on a spiral block mapping. The embedding process will be performed for each block of 3×3 pixels, the nine least significant bit is modified for authentication and recovery. The proposed embedding scheme utilized a set of conditions bits. The recovery bits are embedded into the different locations of sub-block images. The proposed spiral block mapping can detect any tamper occurred on the watermarked image. The proposed scheme will produce a higher accuracy of the tamper detection and higher quality of the recovered image than other existing schemes after tampering the image.

II. RELATED WORK

Belferdi et al. [15] presented a self-embedding fragile watermarking scheme for color image tamper detection and recovery. The scheme implemented the Bayer pattern to reduce the size of embedding watermarks into the original image. The watermark was generated from the original image by decomposing the image into red, green, and blue channels. The scheme converted the color watermark into a grayscale image by using the Bayer filter to reduce the watermark size. This filter selects one color sample from each color channel. This grayscale watermark was decomposed into four sub-blocks to improve security and enhance robustness. Each sub-image was then permuted three times based on automorphic permutation using three keys to ensure maximum security. Finally, each permuted sub-image is converted into a binary sequence and embedded three times into the least significant bits (LSB) of the three RGB components of the host images. The scheme can improve detection accuracy if one channel was destroyed.

Gul and Ozturk [20] showed a fragile image of watermarking and tamper-detection based on the SHA-256 hash function. The scheme divided the cover image into non-overlapping blocks with the size of 32×32 pixels. Each block was then sub-divided into four sub-blocks of 16×16 pixels. The watermark was generated using the entire SHA-256 hash value of the first three sub-blocks. The resulting 256-bit binary watermark was embedded into the least significant bit (LSB) of the fourth sub-block. The tamper detection works by comparing the hash value of the first three blocks to the extracted watermark obtained from the fourth block.

Hisham et al [2] presented a watermarking scheme for tamper detection and self-recovery. The scheme presented a spiral pattern during embedding the watermark image. While the pattern of embedding a watermark in the LSB does not give effect to the quality of the watermarked image and security. The spiral pattern did not work for the non-square image; some parts of the image can’t be embedded using a spiral pattern. The embedding watermark using a spiral pattern doesn’t give any contributions to the watermarked image especially for modifying LSB. The embedding scheme was performed on each block of 8×8 pixels. Each block was divided into sub-block with the size of 4×4 pixels. Each sub-block with the size of 4×4 was embedded by nine bits, including two (v and p) authentication bits and seven recovery bits. The scheme considers only 9 bits over 16 bits of LSB on each sub-block. The scheme did not fully utilize the rest of the seven bits for embedding watermark images. The scheme has the potential to consume a large computational time and it did not optimize the embedding space of the host image. The recovery bits in the scheme are generated from the average pixel value on its image sub-block. The scheme is designed to recover the tampered area by using an average value of its sub-block image with the size of 4×4 pixels. If any small tamper occurred in the sub-block area by using an average value of its sub-block image with the size of 4×4 pixels, the average pixel value will replace it. The scheme has the potential to produce less quality of the recovery bits due to average pixels, even if the tamper that occurred was a small area.

III. PROPOSED SCHEME

A. Proposed self-embedding Watermark

The experiments utilize seven medical images with different sizes namely “Abdomen”, “Brain”, “Breast”,
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“Chest”, “Eye”, “Teeth”, and “Womb” images. The block diagram of the proposed scheme is depicted in Fig. 1.

A watermark image is obtained from the two bits, v and p for authentication and seven bits of the sub-block recovery. Each pixel of the cover image was embedded with watermark bits on the LSB of the cover image. The selected sub-block of 3×3 pixels in the embedding watermark is to achieve an optimal embedding of two authentication bits and seven recovery bits into the LSB of the cover image. The modifying LSB of the cover image does not give a significant effect on the quality of the medical image. The following steps discuss the proposed self-embedding watermark:

1) A cover image is divided into non-overlapping blocks of 6×6 pixels. Then, each block is divided into four sub-blocks with the size of 3×3 pixels. The visualization of the block and four sub-block images is shown in Fig. 2.

2) The average pixel value of image block AvgB is calculated, and each of its sub-block AvgSB.

3) The first authentication bits were computed by comparing the average image block of 6×6 pixels AvgB and each of its sub-block with the size of 3×3 pixels AvgSB. If the average AvgB is larger than AvgSB, the authentication bit denoted as v is 1, and vice-versa.

4) The second authentication bits were generated from the parity bits of each sub-block. The authentication bit denoted as p is 1 if the parity number is equal to an odd number, and 0 if the parity bit is an even number.

5) The first and second authentication bits are embedded in each LSB of each sub-block. The illustration of each embedding authentication bits, v and p into the sub-block is shown in Fig. 3.

According to Fig. 3, the white region represents the original bit of pixels on each sub-block, P represents the pixel value, v is the first layer authentication bit and p is the second layer authentication bit.

6) The recovery bits of each sub-block are generated by finding the median value of its sub-block. The seven most significant bits of median pixel value are used as recovery bits. The recovery bits are embedded based on a spiral pattern as visualized in Fig. 4. In the proposed scheme, the authentication bits and recovery bits are embedded in different locations. The recovery bits on the first block are embedded into the nineteenth block and so on. The recovery bits for each block are embedded based on the spiral block mapping as shown in Fig. 4. The proposed spiral block mapping can avoid tampered coincidence.
is 0. If the bit value of $p'$ and $p$ are not equal, then mark it as a block image. If the average pixel of the sub-block is greater than the average pixel of its block, the parity bit $v'$ is set to 1, otherwise, set it to 0. The parity bit $v'$ is computed, if the parity number is an odd number, the parity bit of each sub-block, $v$ is set to 1, otherwise, set it to 0. The parity bit $v'$ from each LSB of its sub-block.

7) The self-embedding watermark is repeated for all sub-blocks to obtain the watermarked image.

B. Proposed Tamper Detection and Recovery Scheme

The watermarked images are tested under several attacks such as blur, unsharp, cloning, mosaic, noise, removal, and sharpen images. The proposed scheme provides two-level authentications. The procedures of tamper detection are defined by:

1) First-level authentication: A tampered image is divided into non-overlapping blocks with the size of 6×6 pixels. Then, each block is divided into four sub-blocks with the size of 3×3 pixels. The extract bit $v$ from LSB on the first pixel of its sub-block in the watermarked image. The parity bit of each block is computed, if the parity number is an odd number, the parity bit $v'$ is set to 1, otherwise, set it to 0. The parity bit $v'$ is compared with the extracted $v$ from each LSB of its sub-block. If the bit value of $v'$ and $v$ are not equal, then mark it as a tampered image, otherwise, no tamper is detected. In addition, if the bit value between $v'$ and $v$ is the same, then the second authentication bit $p$ will be checked in the second level authentication.

2) Second-level authentication: In the second authentication bit, the extracted bit $p$ from LSB on the second pixel is compared with the $p'$ represents algebraic relation between sub-block with the size of 3×3 pixels and block image with the size of 6×6 pixels. The average pixel of each sub-block is computed and compared with the average pixel of its block image. If the average pixel of the sub-block is greater than the average pixel of its block, the $p'$ is 1, otherwise, the $p'$ is 0. If the bit value of $p'$ and $p$ are not equal, then mark it as a tampered image, otherwise, no tamper is detected. The proposed authentication is defined in Algorithm 1 as follows:

\begin{verbatim}
Algorithm 1. The proposed multilayer authentication levels

Input: $v, v', p, p'$

1) $\alpha = 0$
2) for $t=1$ to 4
3) if ($v' \neq v'$)
4) # mark as tampered sub-block
5) $\alpha = 1$
6) else
7) if ($p \neq p'$)
8) # mark as tampered sub-block
9) $\alpha = 1$
10) elseif ($\alpha = 1$)
11) # mark as tampered sub-block
12) $\alpha = 0$
13) else
14) # mark as untampered sub-block
15) $\alpha = 0$
16) end
17) end

Output: tampered, untampered sub-block
\end{verbatim}

where $v$ denotes the extracted bit from LSB on the first pixel of its sub-block in the watermarked image, $v'$ represents the parity bit of each sub-block, $p$ is the extracted bit from LSB on the second pixel of its sub-block, and $p'$ represents algebraic relation between sub-block and block image. The $\alpha$ value is 1 if the sub-block is marked as a tampered sub-block. The $\alpha$ value is used as a reference of its block that has tamper detection. If the previous sub-block has tampered with the attack, the next sub-block has a possibility of tampered image.

3) Third-level authentication: The third layer authentication checks the result obtained from the second layer authentication in three RGB channels. If an image block of the RGB channel is detected as a tamper, then set all blocks of RGB channels on its block locations to be tampered. This third layer authentication further reduces the false-negative detection. The diagram of the proposed tamper detection and the recovery bits is shown in Fig. 5.

C. Evaluation of the Proposed Scheme

The proposed tamper detection algorithm is evaluated by using a confusion matrix such as True Positive Rate (TPR), False Negative Rate (FNR), and False Positive Rate (FPR). TPR represents the ratio between the detected area against the real tampered. The highest TPR means that the tamper detections are correctly detected in the tampered regions. In contrast, FNR means the ratio between the undetected area compared to the real tampered area. The high FNR means inaccurate tamper detection in the tampered area of the images. Next, the FPR represents the ratio between the false detected area against the untampered area. The range of FPR values is between 0 to 1, the higher FPR value represents the higher detection of the untampered area as tampered area or false detection. The proposed scheme is also measured in terms of precision and accuracy for evaluating tamper detection. The TPR and FNR are defined by [11]:

\begin{verbatim}
\end{verbatim}
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Fig. 5. Block Diagram of the Tamper Detection and Recovery Schemes.

\[ TPR = \frac{TP}{TP + FN} = \frac{TP}{P} = 1 - FNR \]  
\[ FNR = \frac{FN}{TP + FN} = \frac{FN}{P} = 1 - TPR \]  

where \( TP \) represents the number of true-positive tampered pixels, \( FN \) denotes the number of false-negative tampered pixels, \( P \) represents the number of real tampered pixels. The \( FPR \) is defined by:

\[ FPR = \frac{FP}{FP + TN} = \frac{FP}{N} \]  

where \( FP \) represents the number of false-positive tampered pixels, \( TN \) denotes the number of true-negative tampered pixels, \( N \) represents the number of untampered pixels. The precision and accuracy of the tampered detection are defined by [11]:

\[ \text{Precision} = \frac{TP}{TP + FP} = \frac{TPR}{TPR + FPR} \]  
\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} = \frac{TP + TN}{P + N} \]  

The precision represents the precise tamper detection on the image. The higher precision value means that the proposed scheme was able to produce high true positive values and low false-positive values. The accuracy of tampering detection is evaluated in order to measure the effectiveness of the proposed scheme. High accuracy on tamper detection can improve the recovery bits of the tampered image.

The quality of the watermarked image and recovered image is evaluated in terms of the imperceptibility by using PSNR, MSE and SSIM. The PSNR is defined as follows [21]-[24]:

\[ \text{PSNR} = 10 \log \left( \frac{S}{\text{MSE}} \right) \]  
\[ \text{MSE} = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (f(i,j) - g(i,j))^2 \]  

where \( f(i,j) \) is the original medical image, \( g(i,j) \) is the watermarked image, \( M, N \) denotes as the row and column sizes of the medical image. MSE represents the difference value between original and watermarked image, \( S \) denotes a maximum pixel value of the medical image. The SSIM is defined as follows [25]-[32]:

\[ \text{SSIM}(x,y) = [l(x,y)]^\alpha \cdot [c(x,y)]^\beta \cdot [s(x,y)]^\gamma \]  

where \( \alpha>0, \beta>0, \gamma>0 \), are parameters to define the relative importance of the three components \( l, c \) and \( s \). The SSIM index is defined as three similarity terms of luminance, contrast, and structural between two local windows. The SSIM considers image degradation as the perceived change in structural information, separating the measure of similarity into luminance, contrast, and structure [33]. The range SSIM value in between 0 to 1, the higher SSIM value indicated that the watermarked image is structurally similar to the original cover image.

IV. EXPERIMENTAL RESULTS

The proposed scheme embeds self-image content as a piece of watermark information on the least significant bit (LSB) of the cover image. Each pixel of the cover image has 8-bits of information which corresponds to the range of pixel values 0 to 255. Embedding watermark information into LSB has some advantages include less distortion on the watermarked image and fast embedding watermark image. Thus the embedding LSB algorithm can preserve the quality of the cover image. The embedding watermark by using LSB can provide high sensitivity against an altered image. A small
altered image into the pixel value can be identified. Therefore, the LSB method has been widely used on fragile watermarking for image authentication. This study proposed a self-embedding scheme for tamper detection and restoration in the medical image by using multilayer authentications. The visual original covers a medical image, a watermark image obtained from its image content and the watermarked image is shown in Fig. 6.

According to Fig. 6, the experimental results showed that the proposed scheme achieves high quality of the watermarked image with the PSNR value of 51 dB. The experimental results of the proposed scheme have been compared with the scheme by Hisham et al. [2]. The imperceptibility of the watermarked image in terms of MSE, PSNR, and SSIM is shown in Table I. Referring to Table I, it can be noticed that a scheme by Hisham et al. [2] achieved a lower MSE value compared with the proposed method. In addition, the scheme also produced higher PSNR and SSIM values than the proposed scheme.

A scheme by Hisham et al. [2] embedded nine bits out of sixteen bits as watermark information on each sub-block of 4x4 pixels. A scheme by Hisham et al. [2] used a sub-block size of 4x4 pixels which contains 16 pixels on each sub-block. All pixels are not embedded by the watermark bits, only nine bits 56.25% of pixels are modified on the LSB of the sub-block pixels. The remaining seven bits 43.75% are maintained as original bits or unmodified. The proposed scheme embedded the watermark bits on the sub-block of 3x3 pixels which contains 9 pixels. All the pixels are modified with watermark bits on the LSB of each sub-block. The proposed scheme embeds two bits as authentication bits and seven bits as recovery blocks as the watermark bits. Modifying all pixel values of the sub-block image can contribute to the reconstruction error. Therefore, the scheme by Hisham et al. [2] produced higher PSNR and SSIM values than the proposed scheme. The comparison of the existing methods using the block-based scheme for image authentication is shown in Table II.

Referring to Table II, it can be noticed that modifying 1 LSB of the cover image produced a higher quality of the watermarked image with a PSNR value of 50 dB above. Schemes by Huang et al. [7], Sing et al. [10], and Tohidi et al. [19] did not inform the detection accuracy. In addition, the existing watermarking schemes based on block coding required an original cover image or external information in order to recover the image. The schemes by Belferdi et al. [15] and Tohidi et al. [19] embedded watermark information into the first and second LSB of the cover image. The schemes produce PSNR values of about 44 dB. At the same time, the schemes produced high distortion on the recovery image. The schemes by Hisham et al. [2] and Tohidi et al. [19] produced the quality of the recovered image with PSNR values of 40dB and 32 dB respectively. The schemes by Huang et al. [7] and Sing et al. [10] embedded watermark data into the first, second, and third LSB of the image. The scheme produced a PSNR value of about 39 dB due to modifying 3 LSB on the cover image. The recovered image still produced a PSNR value of 41 dB and 39 dB, respectively. Even though the scheme presented a self-embedding watermark, it still required reference bits for authentication. A scheme by Hisham et al. [2] was able to produce high imperceptibility of the watermarked image with a PSNR value of 53 dB. The scheme embedded nine bits out of sixteen bits for authentication and recovery bits. The remaining seven bits are maintained as the original bits. Therefore, the scheme can achieve a high PSNR value of the watermarked image. While the scheme produced low accuracy on the tamper detection due to limited embedding watermark for each sub-block. A scheme by Hisham et al. [2] also required reference bits for recovering the medical images. The scheme produced a quality of the recovered image with a PSNR value of 40 dB. The proposed scheme achieved a slightly low quality of the watermarked image compared with a scheme by Hisham et al. [2] with a PSNR value of 51 dB. In addition, the proposed scheme provides higher accuracy of tamper detection than a scheme by Hisham et al. [2]. The proposed scheme produced a superior quality of the recovered image than the existing benchmark of the watermarking schemes. The proposed scheme is tested under various tampering rates, and then the results are evaluated by using True Positive Rate (TPR), False Negative Rate (FNR), and False Positive Rate (FPR). The comparison of the TPR, FNR and FPR under various tampering conditions is listed in Table III.
The watermarked medical images obtained from the scheme by Hisham et al. [2] and the proposed scheme are tested under various attacks and each tamper attack was subjected to the same size of the attack. According to Table III, the seven medical images have been tested under various tampering rates. The experimental results show that the proposed scheme achieves a higher average TPR than a scheme by Hisham et al. [2]. The scheme by Hisham et al. [2] presented multilayer authentication based on a set of conditions on the average value of sub-block and parity bits of sub-block with the size of 4x4 pixels. The scheme has the potential for detecting 75% certainty of the tampered sub-block. First, the parity bit on each sub-block was compared with the first extracted bit of its sub-block. The first layer authentication has a probability of being 50% undetected. The second layer authentication compared the average value of the sub-block and parity bits of the average sub-block and block image. This stage also provided a 50% probability of the previous undetected tampered area. The proposed scheme presented multilayer authentication bits by considering the previous tampered block. The first layer authentication compared the average value of the sub-block with the size of 3x3 pixels and block with the size of 6x6 pixels. If the bits are not equal, the sub-block was marked as tampered sub-block and the $\alpha$ was set to 1. Otherwise, the bits are the same, then the second layer authentication is computed to check the authenticity of bits. The second layer of authentication compared the parity of bits on each sub-block with the extracted bits obtained from LSB on its sub-block. If the bit values are not the same, then the sub-block was assigned as a tampered sub-block. In addition, if the $\alpha$ value is 1, the sub-block image was marked as a tampered block. If the previous sub-block has a tampered block, its block image has a high probability tamper. The proposed tamper detection algorithm successfully increased the detection rate compared with the scheme by Hisham et al. [2]. A scheme by Hisham et al. [2] produced an average TPR rate of 76.68%. The proposed scheme successfully detects the tampered image with a high TPR rate of 87.74%. The accuracy of the tamper detection scheme under various tamper attacks is shown in Fig. 7.

According to Fig. 7, the proposed scheme also provided a slightly higher FPR rate than the scheme by Hisham et al. [2], it does not significantly affect the reliability of the proposed scheme. It has been proven by achieving a higher accuracy rate compared to the scheme by Hisham et al. [2] as shown in Table III. According to Table III, our scheme produced slightly lower precision than the scheme by Hisham et al. [2]. The proposed scheme achieved higher accuracy than other schemes with an average accuracy of about 0.997. Both schemes provide multilayer authentication for detecting tamper images. Our scheme proposed tamper localization by using multilayer authentication with considering the previous sub-block $\alpha$. Referring to Fig. 7, it has been proven that the proposed authentication algorithm can improve the accuracy of tamper detection. The proposed authentication algorithm can detect higher accuracy of the tamper localization compared with the scheme by Hisham et al. [2]. The proposed scheme is also able to recover bits against various tampered attacks. The experimental results of the recovered image are listed in Table IV.
The watermarked images obtained from the proposed scheme were tested under various tamper attacks. Each watermarked image was tampered with using the common attack in the medical images such as blurring, unsharp masking, copy-move, mosaic, noise, removal, and sharpening. Each attack is carried out in a round shape with a diameter of 60 pixels to simulate a real-world attack. The visualization of the comparison between the proposed scheme and other existing schemes for the recovered image is depicted in Fig. 8.

The scheme by Hisham et al. [2] used the spiral block mapping for embedding watermark and retrieved the recovery embedded bits from another block by using pseudorandom equations. The secret key used the total number of blocks in the image. This block mapping introduced a tamper coincidence problem during the recovery process. The recovery bits may be altered due to randomized blocks. Therefore, the scheme was not able to retrieve the embedded recovery bits. In addition, the scheme only can be performed with the square image size. The block numbering starts from the center of the image and spirals outward to the edge of the image. If the image input is not a rectangle, then the block mapping algorithm will not be able to handle outside the square area in the center of the image and the outside area will be unprotected. This study proposed a spiral inward block mapping started from the top-left of the image and ended in the center of the image. To solve this tamper coincidence problem, the proposed method maps the first half of spiral inward mapping to the second half of the spiral block mapping. This technique greatly decreases the tamper coincidence problem during the recovery bits. This approach also can overcome the square-image problem presented by Hisham et al. [2]. The proposed method successfully protects all the image pixels as well as the rectangle images. The proposed method successfully recovers the image from the tampered image. The proposed scheme achieved higher quality recovered images than the scheme by Hisham et al. [2] with an average PSNR value of 44.7922 dB and an average SSIM value of 0.9948. The proposed scheme presented a smaller sub-block code with the size of 3x3 pixels for embedding watermark. Our scheme proposed a spiral block map to prevent the tamper coincidence problem. The proposed scheme is also tested under different tampering rates. The quality of the recovered images is shown in Fig. 9.
In order to evaluate the effectiveness of the proposed scheme, the different amounts of tampering rates are applied to the watermarked image. The experimental results have shown that the proposed scheme achieved superior quality of the recovered image under different tampering conditions. According to Fig. 9, it can be seen that the proposed scheme can achieve high quality of the recovered image under tampering rates of 10%, 20%, 30%, 40%, and 50%. The quality of the recovered image decreased when the watermarked image tampered with the tampering rates of 60%, 70%, 80%, and 90%. The proposed scheme can achieve PSNR values of 40dB under 10% tampering rate, 35dB under 30% tampering rate, and significantly decrease to 20dB under 60% tampering rate. The proposed scheme produced a high-quality image in terms of SSIM value of 0.99 under tampering rates of 10%, 20%, 30%, 40%, and 50%, while it suddenly decreased when the watermarked image was tampered with at a 60% tampering rate. The visual tamper detection and recovered image from the tamper attack are shown in Fig. 10.

According to Fig. 10, the proposed scheme was able to recover the tampered image using the mosaic attacks. Fig. 10(a) shows the tampered “Chest” image by a mosaic attack where the tampered area is shown on the right side. Fig. 10(b) presented that the proposed scheme can show the tamper localization as shown in the white color. The proposed scheme can achieve a detection rate value of 85.23% for the tampered “Chest” image. Next, Fig. 10(c) shows the recovered “Chest” image, and the recovered image with zoom in 200% is shown in Fig 10(d). According to Fig. 10(d), our scheme can achieve high quality of the recovered image, it is closer to the original medical image. In addition, the proposed scheme can achieve high accuracy of tamper detection. The visual comparison of the recovered image between Hisham et al. [2] and the proposed scheme is shown in Table V. The detail visual tamper detection and recovered image under various attacks is shown in Tables VI and VII.

V. CONCLUSION

This research has presented self-embedding a watermark for medical image authentication and recovery. The watermark bits have been generated from its image content; it consists of two authentication bits and seven recovery bits. The first authentication bit is obtained from the comparison between an average pixel of sub-block and block image. The second authentication bit has been generated from the parity bits of each sub-block. The recovery bits are obtained from the comparison between an average pixel of sub-block and block image. The second authentication bit has been generated from the parity bits of each sub-block. The recovery bits are determined by finding the median value of each sub-block. The recovery bits are embedded in the different locations based on spiral block mapping. The proposed scheme maps the first half of spiral inward mapping to the second half of the spiral block mapping.
<table>
<thead>
<tr>
<th>Tampered Image (Tampering rate)</th>
<th>Recovered Image</th>
<th>Hisham et al. [2] (PSNR / SSIM)</th>
<th>Proposed Method (PSNR / SSIM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamper rate: 10%</td>
<td><img src="image1" alt="Image" /></td>
<td>31.6484 dB / 0.9516</td>
<td>39.9283 dB / 0.9885</td>
</tr>
<tr>
<td>Tamper rate: 20%</td>
<td><img src="image2" alt="Image" /></td>
<td>25.8563 dB / 0.8368</td>
<td>37.8172 dB / 0.9822</td>
</tr>
<tr>
<td>Tamper rate: 30%</td>
<td><img src="image3" alt="Image" /></td>
<td>22.2600 dB / 0.7372</td>
<td>34.6273 dB / 0.9744</td>
</tr>
<tr>
<td>Tamper rate: 40%</td>
<td><img src="image4" alt="Image" /></td>
<td>19.9915 dB / 0.6550</td>
<td>33.5292 dB / 0.9754</td>
</tr>
<tr>
<td>Tamper rate: 50%</td>
<td><img src="image5" alt="Image" /></td>
<td>18.1313 dB / 0.5677</td>
<td>29.0157 dB / 0.9533</td>
</tr>
</tbody>
</table>
Table VI. Visual Tamper Detection and Recovered Image from the Proposed Scheme under Various Tamper Attacks

<table>
<thead>
<tr>
<th>Tampered Image (Tampering rate)</th>
<th>Tamper Detection (TPR / FNR / FPR)</th>
<th>Recovered Image (PSNR / SSIM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blurring 0.94 %</td>
<td>0.8566 / 0.1434 / 0.0012</td>
<td>49.4710 dB / 0.9988</td>
</tr>
<tr>
<td>Unsharp masking 0.70 %</td>
<td>0.8642 / 0.1358 / 0.0010</td>
<td>45.4482 dB / 0.9955</td>
</tr>
<tr>
<td>Cloning 0.64 %</td>
<td>0.9523 / 0.0477 / 0.0006</td>
<td>46.8068 / 0.9985</td>
</tr>
</tbody>
</table>

Table VII. Visual Tamper Detection and Recovered Image from the Proposed Scheme under Various Tamper Attacks

<table>
<thead>
<tr>
<th>Tampered Image (Tampering rate)</th>
<th>Tamper Detection (TPR / FNR / FPR)</th>
<th>Recovered Image (PSNR / SSIM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mosaic 0.8 %</td>
<td>0.8523 / 0.1477 / 0.0014</td>
<td>48.8064 dB / 0.9984</td>
</tr>
</tbody>
</table>
The watermarked images have been tampered with using different types of attacks. The proposed scheme was also evaluated by using tampering ratios of 10%, 20%, 30%, 40%, and 50% tampering rates. The experimental results show that it can improve the accuracy of tamper detection. The scheme achieved an average TPR value of 0.87 and an accuracy of 93%. In addition, the proposed scheme performed superior quality of the recovered image than the existing benchmark. The proposed scheme achieved high accuracy of the recovered image under various tamper attacks with a PSNR value of 44.79 dB and an SSIM value of 0.994.
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Abstract—In the field of communication, Mobile Ad-hoc networks (MANET) have become popular and widely used. However, there are many security challenges in communication through these networks due to the presence of malicious nodes. The aim of this article is to present a novel adaptive threshold trust based approach for isolating malicious nodes to establish secure routing between source and destination. Many existing cryptography methods are complex and do not properly address the elimination of malicious nodes. Several trust-dependent mechanisms have been proposed that supplement old traditional cryptography-related security schemes. But it is observed that most of these trust based approaches are using direct trust and comparing with static trust threshold. This article proposes a novel method, secured trust with adaptive threshold (STAT) that uses the Adaptive threshold technique (APTT) combined along with secure trust based approach (STBA) to evaluate the node trustworthiness for efficient routing. Secure trust for a node is calculated based upon three tier observations that includes direct, neighbor, self-historical to enrich the trust factor and adaptive trust threshold is determined based upon network parameters dynamically. Node’s secure trust is compared with adaptive trust threshold computed to isolate the malicious nodes from routing. The proposed method is compared with two cases where routing is performed without any trust calculation and routing with trust calculation and compared with static trust threshold approach. Results show significant performance of the proposed work in terms of metrics like packet delivery ratio, delay, throughput, false positive detection ratio and packet drop ratio. The proposed method STAT effectively isolates the malicious nodes and establishes secure routing.
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I. INTRODUCTION

MANET’s are considered to be connected on an infrastructure that provides better linkage between the nodes and its environment [1]. These networks are considered as a part of many applications today [2]. However, though its wide application in many fields, MANET’s are vulnerable to many attacks and especially due to its dynamic network topology. These attacks can be overcome using many schemes which are related to the identifying the malicious nodes. These schemes work on the principle that the trust values of the nodes are to be calculated. Later these trust value calculations are compared to the static threshold values known as trust threshold in order to make appropriate routing decision by isolating the malicious nodes. This threshold defines the tolerability of a node in a network [3]. The security challenges of MANET’s are identified in the case of their scalability, resource utilization, dynamic topology, and even power consumption and usage. Other challenges are related to the secure environments of the networks [4].

Many trust based schemes proposed have actually made use of static thresholds to identify trust of the node [5]. This type of methods are prone to drawbacks like high error rates. These error rates will influence the timeframe of dropping malicious nodes from routing. Nodes due to environment glitches may drop the packets in some cases. They may also be categorized as malicious nodes due to static threshold strategy which is taken without any consideration of network behavior. Network behavior plays important role in MANET’s due to its infrastructure less hierarchy. Existing trust based mechanisms are based upon the two tier observations either direct or combination of direct and indirect trust computations. All these trust based approaches are comparing the evolved trust with static threshold for identifying malicious nodes. As MANET’s are dynamic in nature, there is always a need to compute adaptive trust threshold based on network parameters that change dynamically time to time for every node. Every node should have its trust threshold factor computed dynamically. Node’s trust value should be compared with adaptive trust threshold to decide its trustworthiness. It is observed form the limitations of the existing methods, there is need of computing node’s trust factor with more sophisticated approach and calculation of node’s trust threshold using network parameters in adaptive mode.

The proposed work deals with the isolation of malicious nodes. Secure trust computation scheme is used to compute nodes trust value and it is combined with adaptive trust threshold technique (STAT). The work emphasis on adaptive
trust threshold technique (APTT) instead of using static trust threshold, where first one is employed here along with sound research on the background on MANET and its challenges in the real-time applications. The study is proposed with a model which aims to design the threshold (adaptive in nature) of each and every node in the network to match the topology of the network. The research is also furnished with enough and appropriate mathematical model and formulas to introduce the Adaptive trust and proposed scheme. Satisfactory results are obtained such that it can be tested by implementing any routing protocol of choice.

Towards the end, the goal of this work is to address the challenge of adaptive trust threshold computation and combining it with three tier observations for generating secure trust in order to establish secure routing.

This article is organized with Introduction to the security challenges in MANET’s in Section I. Background research on MANETs and related work is presented in Section II, after that the proposed model is implemented in Section III along with simulation results in Section IV. The conclusions and future directions are given in Section V.

II. RELATED WORK

It is found from many researches usually in their proposed trust schemes fixing a threshold value which ranges between 1 and 0 to decide the fact that the node must be given access to process towards the routing phase or not [6].

Authors in [7] proposed trust computation based on user and self evidences. They evaluated the trust between the range 1 and 0. In [8], direct observations based on probability assignment between two nodes are proposed which also uses the scale of 0 and 1 for trust evaluation. Probability centric model is used for the evaluation of trust in [9] that considers the trust within the values 0-1 and uses static trust threshold concept. A scheme is presented to append the nodes trust values of nodes, according to their behaviors in [10]. A method based on reputation using the concept of polling is proposed in [11]. A local voting trust establishment strategy based on discrete scale for mobile adhoc networks is proposed in [12]. All these approaches are considering the static trust threshold commonly for all the nodes to isolate malicious nodes from routing.

This work finds its grounds on the fact that MANET’s are known for their Dynamic Topology where a fixed calculation and pre-defined trust value doesn’t make sense [13]. Mobility is also dependent on the behavior of the network. The evaluation of the mobility is seen in many researches which show that it can be considered as a part of the proposed model [14]. Node failures associated with the link also imposes as a threat in real-time scenarios [15]. Hence, all the time considering the static trust seems ignoring the problems that arise due to MANET behavior. This forces that an adaptive nature is to be employed.

Nodes in MANET’s will move randomly time to time that leads to the raise of Node degree, a network factor. Every node in the network is linked to the fact that it is going to change for every second that can be interpreted as Rate of Link change. Average trustworthiness of the nodes in 1-hop distance is considered to compute the Adaptive threshold [16]. These are the metrics usually considered for the Topology. Hence, they do play an important role in defining the network topology as well as in secure transmission.

In the case of static methods, the threshold was based on the link as it changes in a linear fashion [17]. But in this case, every node is having its own environment which will obviously affect the link change. It is also stated by the researchers that each node might individually experience the change which is to be evaluated. These can be determined using metrics like node mobility and other parameters.

Hence, the proposed method for adaptive trust threshold computation aims towards estimating the link change at every node, node degree and average nodes trustworthiness which helps for better performance in the real-time scenarios.

III. PROPOSED METHODOLOGY

The proposed work computes the nodes trust based on three tier observations which are quantified into a single value to represent the secure trust factor of the node under consideration in first stage (STBA). In second phase, adaptive trust threshold is evaluated based on the network factors (APTT). In third phase, the evaluated secure trust factor is compared with adaptive trust threshold to classify the nodes category (STAT). It isolates the malicious nodes and performs secure routing only with those nodes evolved as trustworthy. The proposed approach suits to the real time environment which represents the minimum gathering in any real time scenario like a small conference. Work flow is shown the Fig. 1.

A. Secure Trust based Approach (STBA)

Secure Trust based approach evaluates nodes resultant secure trust value as a combination of direct, neighbor observations and nodes self-appraisal/historical trust as given in equation 1.

Resultant Secure Trust = Direct Trust + Neighbour Trust + Historical Trust/Self-appraisal of Node

\[ \text{Resultant Secure Trust} = \text{Direct Trust} + \text{Neighbour Trust} + \text{Historical Trust/Self-appraisal of Node} \]  

Fig. 1. Work Flow of the Objectives.
Direct Trust (D): Data Packet Ratio (DF) and Control Packet Ratio (CF) is generated based on the data packets and control packets forwarding nature of the node. Direct Trust is calculated using equation 2.

\[
\text{Direct Trust, } D = t_1 \times DF + t_2 \times CF \\
\text{where } t_1 + t_2 = 1, t_1, t_2 \text{ are corresponding weight given to Data Packet Ratio and Control Packet Ratio.}
\]

Neighbour Trust (N): All the neighbouring nodes in 1 hop distance will quantify their trust observations on the node specified for which trust is calculated using the equation 3.

\[
\text{Neighbour Trust, } N = \frac{(k_1 \times T_1 + k_2 \times T_2 + k_3 \times T_3 + k_4 \times T_4 + \ldots + k_n \times T_n)}{\text{(Total No of Nodes within 1 Hop distance)}}
\]

Where, \( k_1, k_2, k_3, k_4 \ldots \) are corresponding weights given to the neighbour nodes based on their distance in the network.

Nodes Self-Appraisal (H): Nodes can rate themselves with a trust value based upon their performance in terms of packet forwarding. Self-Appraisal is quantified based on equation 4.

\[
\text{Self-Appraisal, } H = \frac{\text{No of Packets forwarded properly}}{\text{Total no of packets received}}
\]

Then, Secure Trust is evaluated based on equation 5.

\[
\text{Secure Trust (STBA), } T = m_1D + m_2N + m_3H
\]

Where \( m_1, m_2, m_3 \) are corresponding weights assigned to the trust observations.

B. Adaptive Trust Threshold (APTT)

Adaptive trust threshold computation has to represent many different network factors. Each node in the network may encounter various conditions such as node degree variations, rate of link changes and average neighborhood.

Network Parameters to be considered are:

1) Node Degree - \( \sigma \)

It is defined as No of nodes in 1 hop neighbourhood. The statics are presented as follows.

Node \( n \) at time \( t \), \( n(t) = 0 \), i.e.

Min Node Degree = 0, then it is considered as no neighbours for that node.

Max Node Degree = all are directly connected to Node \( \mu \).

Node Degree has a direct impact on Trust Threshold; the higher number of nodes in its 1-hop neighbourhood. The higher is the threshold value and vice-versa. Optimal Threshold Value for the Node Degree is calculated based on the equation 6.

Optimal Threshold value

\[
\varepsilon \sigma = \frac{\sigma n}{|T|}
\]

Where, \( T = \text{total number of nodes} \)

\( \sigma n = \text{Node Degree of node 'n'} \)

and 2 Hop connectivity may be considered.

2) Rate of Link Changes - \( \eta \)

Neighborhood changes occur in MANETs frequently due to Network Mobility. A Node can determine its Neighbor Mobility by computing the Neighborhood rate of link changes. Higher Mobility leads to higher rate of link changes in Nodes Neighborhood.

Rate of Link changes at Node \( \mu \) is given by equation 7.

\[
\eta \mu = \lambda \mu + \mu \mu
\]

Where,

\( \lambda \mu = \text{Number of new nodes coming in, means Neighbours of Node} \)

\( \mu = \text{Total Link arrival rate at Node } \mu \)

\( \mu \mu = \text{Total number of nodes moving out of Node's } \mu \text{ transmission range for time interval.} \)

Minimum Link Rate changes, \( \eta \mu_{\text{min}} = 0 = \text{No new nodes arrival, No Link Breakages, implies Temporary Static then considered as no mobility.} \)

Maximum Link Rate changes, \( \eta \mu_{\text{max}} = \text{When all the direct neighbors are out of the transmission zone, considered as High mobility.} \)

If the rate of change in Neighborhood is high, set Low Threshold (to avoid false positives).

If the rate of change in Neighborhood is low, set High Threshold (Network is static).

Optimal Threshold value for the Rate of link change factor is given by equation 8.

Optimal Threshold

\[
\varepsilon \eta = 1 - \eta \mu / 2 \sigma \mu [22]
\]

Where \( \eta \mu = \text{Rate of Link Changes of node '} \mu ' \)

\( \sigma \mu = \text{Node Degree of node '} \mu ' \)

3) Average Neighborhood Trustworthiness - \( \tau_{\text{avg}} \)

The formula for \( \tau_{\text{avg}} \) is given by equation 9.

\[
\tau_{\mu_{\text{avg}}} = \frac{1}{n} \sum_{j=1}^{n} T_j
\]

Where, \( T_j = \text{Trust of all the neighbour nodes of Node } \mu \text{ on it, where Self-appraisal/Historical Trust of nodes is taken into consideration.} \)

\( \tau_{\mu_{\text{avg}}} = 1: \text{Good Nodes are available, High Trust Worthy} \)

set High Threshold.

\( \tau_{\mu_{\text{avg}}} = 0: \text{More Misbehaving Nodes are available, Low Trust Worthiness, set Low Threshold value.} \)
Optimal Threshold value at node $\mu$ for malicious node isolation given by equation 10.

$$\chi_T = \tau_{\mu_{\text{avg}}}$$ (10)

Combining all the network parameters for estimating the proposed adaptive trust threshold using equation 11.

Final adaptive trust threshold, $\chi_{\mu}$ is

$$\chi_{\mu} = (a \chi_{\sigma} + b \chi_{\eta} + c \chi_T) / (a+b+c)$$ (11)

Where $\chi_{\sigma} = $ Optimal threshold value of Node Degree of the Node

$\chi_{\eta} = $ Optimal threshold value of Rate of Change in Linkage

$\chi_T = $ Optimal threshold value of Average Neighbourhood Trustworthiness of the Node.

And $a,b,c$ are constants and $a+b+c$ is considered for higher throughput, and the Node Degree and 2 Hop connectivity are given importance. So subsequently $\alpha$ should have more weight.

Then Decision of isolating a node depends upon.

T, Trust Evaluated of the node $\geq$ Adaptive Trust Threshold - $\chi_{\mu}$, Node is decided as Trusted Node.

T, Trust Evaluated $<$ Adaptive Trust Threshold - $\chi_{\mu}$, Node is decided as Untrusted Node, then, isolate the node from routing.

C. Proposed Algorithm for Adaptive Trust Threshold

Considering the 2-hop connectivity an algorithm is proposed for the adaptive trust threshold as follows:

Algorithm Optimal adaptive trust threshold computation

```
procedure Secure Trust(T, D, N, H)
{
    // T = Secure trust of the Node
    // D= Direct Trust of the Node
    // N=Neighbor Trust of the Node
    // H=Historical Trust/Self Appraisal of the Node

    Step:1 Node trustworthiness is initiated, for each and every node

    Step:2 Data Packet Forward ratio is
        $DF = w_1 * (D_{\text{ fwd}} / D_{\text{ id}}) + w_2 * (D_{\text{ drop}} / D_{\text{ id}}) + w_3 * (D_{\text{ mr}} / D_{\text{ id}}) + w_4 * (D_{\text{ ri}} / D_{\text{ id}})$

    Step:3 Control Packet Forward Ratio is
        $CF = w_1 * (R_{\text{ req}} / R_{\text{ reqc}}) + w_2 * (R_{\text{ rep}} / R_{\text{ repc}}) + w_3 * (R_{\text{ err}} / R_{\text{ ren}}) + w_4 * (R_{\text{ sec}} / R_{\text{ secc}})$

    Step:4 Direct Trust, $D = t_1 * DF + t_2 * CF$

    Step:5 Neighbour Trust, $N = (k_1 * T_1 + k_2 * T_2 + k_3 * T_3 + k_4 * T_4 + ... + k_n * TN) / (\text{Total No of Nodes within 1 Hop distance})$

    Step:6 Self-Appraisal, $H = \text{No of Packets forwarded properly/Total no of packets received}$

    Step:7 Secure Trust(STBA), $T = m_1 D + m_2 N + m_3 H$
}
```

end procedure

```
procedure Network Parameters ($T_{\text{avg}}, \chi_{\sigma}, \chi_{\eta}$)
{
    // $T_{\text{avg}} = $ Average Neighborhood Trustworthiness
    // $\chi_{\sigma} = $ Optimal Trust Threshold of Node Degree
    // $\chi_{\eta} = $ Optimal Trust Threshold of Rate of Change in Linkage

    Step:1 if new node appears then $\tau_{\text{avg}} = \tau_{\text{avg}} + \text{Threshold of new node}$

    Step:2 Calculating the optimal threshold through node degree using $\chi_{\sigma} = \sigma n / |T|$

    Step:3 Based on the mobility of the network calculate the total change of rate of linkage using $\chi_{\eta} = 1 - \eta_{\mu} / 2 \sigma_{\mu}$

    Step:4 if $\tau_{\mu_{\text{avg}}} = 0$ then consider it as Malicious node.

    Step:5 The threshold for malicious node is calculated
        $\chi_T = \tau_{\mu_{\text{avg}}}$
}
```

end procedure

```
procedure Adaptive Threshold ($\chi_{\mu}, \chi_{\sigma}, \chi_{\eta}, \chi_T$)
{
    // $\chi_{\mu} = $ Adaptive Trust Threshold
    // $\chi_{\sigma} = $ Optimal Trust Threshold of Node Degree
    // $\chi_{\eta} = $ Optimal Trust Threshold of Rate of Link Changes
    // $\chi_T = $ Optimal Trust Threshold of Average Neighbourhood Trustworthiness

    Step:1 Overall Adaptive Trust Threshold is calculated using
        $\chi_{\mu} = (a \chi_{\sigma} + b \chi_{\eta} + c \chi_T) / (a+b+c)$
}
```

end procedure

```
procedure Routing Decision ($T_{\mu}, \chi_{\mu}$)
{
    // $T_{\mu} = $ Secure trust of the Node $\mu$
    // $\chi_{\mu} = $ Adaptive Trust Threshold of the Node $\mu$

    if ($T_{\mu} < \chi_{\mu}$) then malicious node, isolate the node
    else
        Trustworthy node, Involve in routing process
    end if
}
```

end procedure

IV. EXPERIMENT AND RESULT ANALYSIS

Network Simulator 2 (NS2) is used for simulation of desired network. The network traffic is maintained with a size of 512Bytes with a packet rate of 200 and 100 packets per second. The malicious Nodes are defined in the physical layers. Hence, considering the parameters for configuration, the trust and other metrics are calculated. To analyze the results, the network configuration parameters and simulation parameters are given in Table I.
TABLE I. SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation tool</td>
<td>NS2</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>100</td>
</tr>
<tr>
<td>Malicious Nodes</td>
<td>18</td>
</tr>
<tr>
<td>Propagation Model</td>
<td>Two ray ground</td>
</tr>
<tr>
<td>Malicious Nodes Declaration</td>
<td>0t</td>
</tr>
<tr>
<td>Topography</td>
<td>700*500(M)</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>500s</td>
</tr>
<tr>
<td>Mobility(r)</td>
<td>5m/s</td>
</tr>
</tbody>
</table>

The simulations are carried out for three design goals in which the last scenario is the proposed method where calculations are obtained from the Adaptive trust threshold.

The parameters used to evaluate the results are Packet Delivery Ratio (PDR): It is defined to be the ratio denoting the number of packets received at the destination and the number of packets sent from the source [18].

Packet Drop Rate (PPR): It is defined as a ratio of the number of lost packets to the total number of sent packets [19].

False Positive Detection (FPR): It denotes the ratio the count of good nodes wrongly identified as malicious to the total available count of nodes. It is also used to calculate the FPR (False positive rate) [20, 21].

Malicious Node Detection Ratio (MDR): it gives the ratio of malicious/misbehaving nodes from the total nodes from the network [20, 21].

Throughput (T): It usually defines the amount of data transferability of a network through a period of time [20, 21].

Delay (D): This shows the time frame from delivering the packets through source and destination. [22].

These parameters are considered to evaluate the performance of three occurrences, where the first occurrence routing without any prior trust calculation.

The second occurrence considers the routing with nodes trust computation using the methodology Secure trust based approach (STBA) but compared with static trust threshold factor for node isolation.

Third occurrence is the proposed work, routing with Secure trust combined with Adaptive Trust threshold (STAT) which is the combination of Computation of Secure trust (STBA) and Computation of Adaptive trust threshold (APTT). More emphasis is on computation and comparison of Adaptive trust threshold. Results proved the proposed scheme with adaptive trust threshold comparison performs well over other two occurrences mentioned.

A. Result and Analysis

1) Secure Trust Based Approach Computation (STBA): Secure Trust is computed based upon the three tier observations using the above mentioned equations. Results obtained for secure trust are tabulated in Table II.

2) Adaptive Trust Threshold Computation (APTT): Adaptive Trust Threshold is computed based upon network parameters Node Degree, Rate of Link changes η, Average Node Behavior τavg using above mentioned equations. Results generated are tabulated in Table III. Identification of malicious nodes and their isolation using proposed STAT method with Node’s Secure Trust computation and comparison with Adaptive Trust Threshold is shown in Table IV.

TABLE II. SECURE TRUST THRESHOLD COMPUTATION

<table>
<thead>
<tr>
<th>Node</th>
<th>Direct Trust</th>
<th>Neighbor calculation</th>
<th>Historical Trust Calculation</th>
<th>Node Secure Trust</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.93</td>
<td>0.3417</td>
<td>0.94</td>
<td>0.75451</td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>0.2788</td>
<td>1</td>
<td>0.63364</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.3792</td>
<td>0.78</td>
<td>0.11376</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.5238</td>
<td>0.87</td>
<td>0.15714</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.5992</td>
<td>0.78</td>
<td>0.17976</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.2955</td>
<td>0.67</td>
<td>0.08865</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.03075</td>
<td>0.76</td>
<td>0.009225</td>
</tr>
<tr>
<td>7</td>
<td>0.03</td>
<td>0.624</td>
<td>0.87</td>
<td>0.2052</td>
</tr>
<tr>
<td>8</td>
<td>0.69</td>
<td>0.4672</td>
<td>0.91</td>
<td>0.55416</td>
</tr>
<tr>
<td>9</td>
<td>0.83</td>
<td>0.04975</td>
<td>0.995</td>
<td>0.612425</td>
</tr>
<tr>
<td>10</td>
<td>0.72</td>
<td>0.414</td>
<td>1</td>
<td>0.6562</td>
</tr>
<tr>
<td>11</td>
<td>0.49</td>
<td>0.4096</td>
<td>0.79</td>
<td>0.81688</td>
</tr>
<tr>
<td>12</td>
<td>0.47</td>
<td>0.4636</td>
<td>0.86</td>
<td>0.82108</td>
</tr>
<tr>
<td>13</td>
<td>0.67</td>
<td>0.2895</td>
<td>0.83</td>
<td>0.88885</td>
</tr>
<tr>
<td>14</td>
<td>0.31</td>
<td>0.179</td>
<td>0.85</td>
<td>0.4397</td>
</tr>
</tbody>
</table>
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TABLE III. ADAPTIVE TRUST THRESHOLD $\zeta_{\mu}$ COMPUTATION

<table>
<thead>
<tr>
<th>Node</th>
<th>#1hop Neighbor</th>
<th>Node Degree Value $\sigma$</th>
<th>Rate of Link Changes</th>
<th>2sigma</th>
<th>d/e</th>
<th>Link change $\eta$</th>
<th>Average Neighborhood Trustworthiness - $\tau_{avg}$</th>
<th>Adaptive trust Threshold - $\zeta_{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>12</td>
<td>0.5714286</td>
<td>2</td>
<td>24</td>
<td>0.083333</td>
<td>0.916667</td>
<td>0.4792</td>
<td>0.665777</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>0.5238095</td>
<td>5</td>
<td>22</td>
<td>0.227273</td>
<td>0.772727</td>
<td>0.4822</td>
<td>0.594324</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>0.6190476</td>
<td>4</td>
<td>26</td>
<td>0.153846</td>
<td>0.846154</td>
<td>0.4215</td>
<td>0.667425</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>0.5238095</td>
<td>4</td>
<td>22</td>
<td>0.181818</td>
<td>0.818182</td>
<td>0.5268</td>
<td>0.61242</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>0.6190476</td>
<td>3</td>
<td>26</td>
<td>0.115385</td>
<td>0.884615</td>
<td>0.5914</td>
<td>0.695953</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>0.5238095</td>
<td>5</td>
<td>22</td>
<td>0.227273</td>
<td>0.772727</td>
<td>0.4866</td>
<td>0.594764</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>0.6666667</td>
<td>8</td>
<td>28</td>
<td>0.285714</td>
<td>0.714286</td>
<td>0.5489</td>
<td>0.669176</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>0.7142857</td>
<td>3</td>
<td>30</td>
<td>0.1</td>
<td>0.9</td>
<td>0.5578</td>
<td>0.754351</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>0.4761905</td>
<td>6</td>
<td>20</td>
<td>0.3</td>
<td>0.7</td>
<td>0.5422</td>
<td>0.549934</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>0.4761905</td>
<td>3</td>
<td>20</td>
<td>0.15</td>
<td>0.85</td>
<td>0.4911</td>
<td>0.589824</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.5238095</td>
<td>5</td>
<td>22</td>
<td>0.227273</td>
<td>0.772727</td>
<td>0.4474</td>
<td>0.590844</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>0.7142857</td>
<td>3</td>
<td>30</td>
<td>0.1</td>
<td>0.9</td>
<td>0.5781</td>
<td>0.756381</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>0.7142857</td>
<td>2</td>
<td>30</td>
<td>0.066667</td>
<td>0.933333</td>
<td>0.5512</td>
<td>0.763691</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>0.6666667</td>
<td>2</td>
<td>28</td>
<td>0.071429</td>
<td>0.928571</td>
<td>0.4719</td>
<td>0.725761</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0.1428571</td>
<td>1</td>
<td>6</td>
<td>0.166667</td>
<td>0.833333</td>
<td>0.5144</td>
<td>0.387154</td>
</tr>
</tbody>
</table>

TABLE IV. MALICIOUS NODE ISOLATION

<table>
<thead>
<tr>
<th>Node</th>
<th>Node Secure Trust</th>
<th>Adaptive trust Threshold - $\zeta_{\mu}$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.75451</td>
<td>0.665777</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>1</td>
<td>0.63364</td>
<td>0.594324</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>2</td>
<td>0.11376</td>
<td>0.667425</td>
<td>Malicious</td>
</tr>
<tr>
<td>3</td>
<td>0.15714</td>
<td>0.61242</td>
<td>Malicious</td>
</tr>
<tr>
<td>4</td>
<td>0.17976</td>
<td>0.695953</td>
<td>Malicious</td>
</tr>
<tr>
<td>5</td>
<td>0.08865</td>
<td>0.594764</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>6</td>
<td>0.009225</td>
<td>0.669176</td>
<td>Malicious</td>
</tr>
<tr>
<td>7</td>
<td>0.2052</td>
<td>0.754351</td>
<td>Malicious</td>
</tr>
<tr>
<td>8</td>
<td>0.55416</td>
<td>0.549934</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>9</td>
<td>0.612425</td>
<td>0.589824</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>10</td>
<td>0.6562</td>
<td>0.590844</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>11</td>
<td>0.81688</td>
<td>0.756381</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>12</td>
<td>0.82108</td>
<td>0.763691</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>13</td>
<td>0.88885</td>
<td>0.725761</td>
<td>Trustworthy</td>
</tr>
<tr>
<td>14</td>
<td>0.4397</td>
<td>0.387154</td>
<td>Trustworthy</td>
</tr>
</tbody>
</table>

C. Packet Drop Ratio

From the simulation, it was observed that for 100pkts/s, out of 50000 packets sent, 2451 packets lost, Packet Drop Ratio is 4.9% for the proposed method, 5.8% for the second case where trust is compared with static trust threshold, 43.3% in case of third design goal where routing involved without trust calculation and for 200pkts/s, out of 100000 packets sent, 20785 packets lost, Packet Drop Ratio is 20.765%. In case of proposed method, whereas it is 23.4%, 69.2% for second and third design goal. Fig. 3 shows the Packet drop ratio for the three cases compared.

D. Throughput

From the simulation, it was observed that for 100pkts/s, Throughput is 380.4kbps for the proposed method, 358.2kbps for the second case where trust is compared with static trust threshold, 211.6kbps in case of third design goal where routing involved without trust calculation and for 200pkts/s, Throughput is 633.4kbps in case of proposed method, whereas it is 603.5kbps, 229.2kbps for second and third design goal. In Fig. 4, throughput efficiency of the proposed method STAT is shown.

B. Performance Metrics

1) Packet delivery ratio: It was observed that for 100pkts/s, out of 50000 packets sent, 47550 packets received, Packet Delivery Ratio is 95.1% for the proposed method, 91.1% for the second case where trust is compared with static trust threshold, 53.2% in case of third design goal where routing involved without trust calculation and for 200pkts/s, out of 100000 packets sent, 79235 packets received, Packet Delivery Ratio is 79.2%. In case of proposed method, whereas it is 75.3%, 30.1%. In case of second and third case, respectively whereas in Fig. 2, shows the Packet Delivery ratio of all the three design goals.

![Packet Drop Ratio Analysis](image-url)

![Packet Delivery Ratio](image-url)
E. Delay

Delay is observed as 187ms for 100pkts/s in case of proposed method, 198ms for the second case where trust is compared with static trust threshold, 232ms in case of third design goal where routing involved without trust calculation and for 200pkts/s, Delay is 270ms in case of proposed method, whereas it is 287ms, 302ms for second and third design goal. Fig. 5 depicts the delay parameter in case of three scenarios mentioned and proves the efficacy of the proposed method. Delay in the network in case of packet delivery is illustrated as follows.

F. False Positive Detection Rate

False Positive Detection Rate is found as 52% in case of proposed method, 44% for the second case where trust is compared with static trust threshold. In Fig. 6, False Positive Detection Rate is shown for the proposed method.

G. Malicious node Detection Rate

Malicious node Detection Rate is found as 23% in case of proposed method, 21% for the second case where trust is compared with static trust threshold. In Fig. 7, proposed method is performing better compared with the secure trust (static threshold) in terms of malicious node detection rate.

From results, it is interpreted that computation of adaptive trust threshold based on the network parameters when combined with secure trust mechanism, efficiently identifies the malicious nodes which are dropping packets and good natured nodes which are delivering packets and can be used for mobilization.

V. CONCLUSION

The work presented here shows a strategy which can be used to detect the nodes which are misbehaving in a network by considering the network parameters which plays an important role in network. The results evaluated and shown in Fig. 2 to 7 prove the efficacy of the proposed work STAT. The Packet delivery ratio for the method proposed (Adaptive trust Threshold) shows significant growth along with less packet
loss ratio as well which makes it easy to consider the technique proposed in the real-time traffic networks. The proposed method is evaluated and seemed better performing than other methods in particular with methods that uses static trust threshold. Results proves the efficiency of the proposed method when compared with other approaches like routing without trust calculation and routing with trust computation and static threshold approaches. The further scope of the work will be extended by considering the Power consumption scenarios in the networks in case of trustworthy nodes.
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Abstract—This study developed an application ontology related to the medical tourism supply chain domain (MTSC). The motivation for developing an ontology is that current MTSC studies use a descriptive approach to provide knowledge, which is difficult to comprehend and apply. The formalization of MTSC knowledge can provide medical tourism stakeholders with a shared understanding of the medical tourism business. As a result, the MTSC domain requires efficient semantic knowledge representation. Ontology is a popular approach for integrating knowledge and comprehension because it presents schema and knowledge base in an accurate and relevant feature. This paper employed the ontology engineering methodology, which included specification, conceptualization, and implementation steps. The conceptual model and facets of the MTSC are proposed. The MTSC objective and scope are tested with semantic competency questions against SPARQL Query formulations. The ontology metrics evaluation was used to verify the ontology quality including the external validation done by the domain experts. The results showed that the MTSC ontology has an appropriate schema design, terminologies, and query results.
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I. INTRODUCTION

The medical tourism (MT) industry is considered a high-value business that can generate a high income for the service providing country [1]. MT is a part of health tourism that focuses on medical intervention to improve or restore an individual's health [2]. MT is a specialized service and differs from general tourism in that medical tourists often have a significant problem and need of medical service, along with the desire to travel as well [3]. The medical tourism supply chain (MTSC) is distinct from both the general and health tourism supply chains. MTSC emphasizes medical and travel intervention, as well as relationships with connected parties who assist the major service providers in both the medical and tourism sectors.

At present, the MT business knowledge tends to relate to the key player side [4]. MT business activities are fragmented between stakeholders [5, 6]. Activities are short-lived interactions between a medical tourist and the providers. As a result, some MT actors are deficient in knowledge of the supply chain (SC). Since the MT business is being challenged by many factors such as the global situation, consumer demand, and business competition [7, 8], a new paradigm for enabling MT success is to integrate intra- and inter-organizational processes [9]. Understanding the MTSC is therefore important.

One method for developing concrete knowledge is to use ontology [10, 11]. Ontology supports aligning the understanding of knowledge by presenting it in an explicit specification and in a meaningful manner [11]. Ontology links the information relationships to a semantic structure. For over a decade now, organizations have used ontologies to build mutual comprehension in the SC [12, 13]. The ontology ideas emphasize making the practitioners understand business logistics, roles, and activities in the SC. We can see studies where ontologies are used for describing SC models, such as [14, 15, 16]. However, an ontology for encouraging MT practitioners to understand the MT business has not been reported. Previous MT studies have emphasized descriptive explanations [4, 6, 17, 18, 19]. At the same time, there is no mention of MT in the SC ontology. Numerous studies have avoided establishing semantic knowledge as a support to MTSC model. Practitioners in MT still lack explicit knowledge that would help them better understand the industry.

Current studies lack a shared understanding of MTSC model between practitioners. Therefore, strengthening business comprehension is of great importance to the business participation and the SC management. This study contributes to the visual linkage of MTSC model.

The paper's key contribution is the MTSC ontology, which was built for the MT domain and enhanced by domain experts. This study developed semantic knowledge utilized in the MT context, to represent MTSC knowledge by using ontology-based tools. The MTSC conceptual model and facets are proposed based on literature extraction and domain expert knowledge. The ontology engineering methodology is presented, adopting ontology engineering methodology of [10, 20]. The instances used for implementation are from Thailand. The evaluation of ontology is performed using the semantic competency questions and the well-known metric-based ontology quality analysis [21, 22]. Domain specialists in the MT industry assisted in the enumeration of terminology and the validation of ontology quality during the development of the ontology.

II. LITERATURE REVIEW

The paper includes MTSC and ontology engineering methodology terms. The literature review discusses the MTSC characteristics and processes followed by a discussion of
ontology engineering methodology and ontology evaluation. Then the previous ontology works are examined for MTSC ontology development.

A. Medical Tourism Supply Chain

SC is a term used for over a decade. The SC was originally associated with the manufacturing industry, from raw material procurement to manufacture, delivery, and distribution to clients or customers [23]. The system is interconnected and requires performance management [24]. The expected outcome of SC management is improved quality of operations and products that promote profits for the organization [25]. The actors involved in the SC cycle are grouped to suppliers, producers, transporters, distributors, and customers [14]. At each stage of the SC system, products are produced and transmitted depending on business objectives.

Subsequently, the SC system was introduced in the service business. MT industry has been examined using this concept [26]. MTSC is a network of individuals and organizations who handle information, product or service, and financial flows [27]. The objective of MTSC is to manage the healthcare and tourism processes for improving product and service value for all actors and for creating profits to the organization [26]. The two primary industries that MT is associated with are health and tourism [28]. The MTSC involves a process flow from beginning to end that encompasses the transfer of products or services from providers to customers (internal and external) [6, 19].

The MTSC processes commence with the marketing process to attract medical tourists followed by medical tourists’ decision-making regarding service, then making the necessary travel arrangements, followed by diagnostic activity and travel to the destination for medical treatment [6]. The subsequent recovery care is the main activity, involving the rechecking of the treatment result and assessing health risks. During the process of medical services in the destination country, medical tourists can participate in tourism activities [6, 18]. At the end of the process, the relevant activities are tourist departure, tracking potential symptoms, and follow-up activities at the country of origin [27, 29]. The actors in MT business are those who participate in the MTSC processes [4, 18]. Actors come from diverse industries and have various business objectives and roles including activities to be carried out inside and outside the organization [12, 15, 28]. The goods or services are produced by actors and delivered to others.

B. Ontology Engineering Methodology

Ontology engineering methodology is a method for aligning understanding of knowledge by presenting it in an explicit specification and in a meaningful manner [11]. Ontology links the information relationships to a semantic structure. Organizations use ontology to build mutual comprehension in the general business and in context-specific domains.

The goal of ontology development is to express knowledge in such a way that both people and computers can comprehend it [22]. Developing an ontology usually begins with recognizing the need for a certain purpose [20]. Then an ontology is created. Many methodologies can be used to develop an ontology. For example, the method of [22] designing and evaluating an ontology combined six steps: scenario motivation, informal competency questions, first-order logic: terminology, formal competency questions, first-order logic: axioms, and completeness theorems; methodology of [20] relating to the knowledge process consisted of five steps: feasibility study, ontology kickoff, refinement, evaluation, and maintenance; the method of [10] consists of seven steps: determining the ontology domain and scope, considering and reusing existing ontologies, enumerating ontology terms, defining the classes and hierarchy, defining class properties, defining the facets, and creating instances; the method of [30] combines development and support processes that can run in parallel with all of the development phases.

We can see that [22] focused on ontology development, whereas [20] detailed all steps in the process of maintaining. Identically [30] enumerated the entire process, but the steps were complex. On the other hand, [10] proposed the clear steps of ontology creation than other studies considered although they did not have much detail relating to the ontology testing process.

Taking into account the ontology development and quality testing objectives, this study employs a hybrid waterfall methodology by combining waterfall methodologies from [10, 20]. The creation of an ontology involves three major steps.

1) Specification The purpose is to gather informal knowledge about the domain. The specification step develops the conceptual taxonomy of MTSC ontology.

2) Conceptualization The purpose is to organize and structure the information into semantic framework. The conceptualization step defines the classes, objects and instances of ontology.

3) Implementation The purpose is to implement, verify and validate the ontology. The implementation step creates a concrete ontology with an ontology implementation tool and validates the ontology quality.

C. Ontology Evaluation

The ontology evaluation indicates the quality of the ontology. This study defines the quality as ontology should be validated by robust approaches in technical aspects and domain experts’ involvement. The methodology used in this paper adheres to the semantic competency questions method of [22] and the ontology metrics proposed by [21].

The semantic competency questions technique [22] generates answers to competency questions. The ontology concept is tested against SPARQL Query formulations. Domain experts will involve in the evaluation process by verifying competency questions and answers.

The ontology metrics [21] combine three evaluation aspects.

1) Ontology schema metrics assess ontology design and its capabilities for representing rich knowledge. The proposed metrics are as following:
Relationship richness (RR) relates to an ontology having many interrelated relationships. RR is a percentage representing the number of connections between classes with multiple relationships. If the percentage closes to one, it demonstrates ontology has various connections other than class-subclass. On the other hand, if RR value closes to zero then ontology does not have many relationships.

Attribute richness (AR) relates to an ontology having a sufficient amount of knowledge. AR is a number representing the amount of knowledge that ontology conveyed. The high AR means ontology has a high average attribute or knowledge per class. On the other hand, the lower AR means ontology has less knowledge.

Inheritance richness of schema (IRs) relates to an ontology having a wide knowledge distribution. IRs is a number representing the ontology's ability to arrange knowledge into multiple categories and subcategories. The low IRs means ontology is a very detailed knowledge, while the high IRs reflects a broad spectrum of generic knowledge.

2) Knowledgebase metrics assess the amount of knowledge representation and the design efficacy of the ontology. The proposed metrics include:

Class richness (CR) relates to an ontology having a class with knowledge. CR is a percentage representing the use of class with instances. The high CR indicates ontology has rich knowledge in class. By contrast the low CR reflects low knowledge.

Average population (P) relates to an ontology having described the schema's whole knowledge adequately. P is a number representing the average knowledge per class. The high P shows sufficient knowledge of schema, while the low P means insufficient knowledge representation.

Cohesion (Coh) relates to an ontology having relationships among nodes and edges. Coh is a number representing the isolated components. A high Coh indicates that the ontology knowledgebase has lost its connection. If the Coh value is small, it means that knowledge is connected.

3) Class metrics investigate the knowledge distribution of all ontology classes. The proposed metrics include:

Importance (Imp) concerns the instance distribution in each class. Imp value shows which classes have enough instances and which classes have fewer instances.

Connectivity (Cn) concerns the relationship of the instance in one class over another class. Cn number refers to how well instances are linked together.

Readability (Rd) concerns whether the ontology contains human-readable descriptions. Rd is calculated from comments, labels, or captions of ontology.

D. Medical Tourism Supply Chain Ontologies

MTSC ontology is categorized as application ontology because the terminology depends on both specific tasks that are MT processes and the domain that encompasses health and tourism [31]. Ontology has been proven to help practitioners clarify SC models including fragmented processes [32]. However, during this research, no ontology for building MTSC comprehension was discovered. Therefore, the common SC ontologies based on SC definition given by [23] and ontologies related to health tourism domain were reviewed.

Üreten and Đlter [14] present SCM ontology derived from the common concept of SC. There are four main classes: Agent, Product, Operations, and Flow. The Agent subclasses include supplier, producer, transporter, distributor, and customer. Agent has data properties that are production activity type, utility created, size, geographic location, service content, and make-buy decisions. The Product is identified to two subclasses: Goods, Services. Goods have data properties: process type, weight, size, resistance, durability, characteristics, and product type; while Service has service content, property, location, and degree of customer contact. The Operation subclasses are Plan, Source, Make, Deliver, and Return. There are sub-activities in a given operation. The Flow has three subclasses: Material, Money, and Information, with flow direction and flow between properties. There are relationships between the common classes. SCM ontology shows that Agent and Product have a link with produces object property. Also, Agent links with Operation by operation performed property and by contrast Operation has an inverse property performed by to Agent.

Ye, Yang, Jiang, & Tong [15] introduce Onto-SCM ontology for sharing the SCM conceptualization. The idea of Onto-SCM is evolved from general SCM. The ontology combines five main classes: SC_Management, SC_Structure, SC_Activity, SC_Resource, and SC_Item. The SC_management implies the management of SC operation in which activities and the important elements are linked from the remaining four main classes. SC_Structure classifies agent classes into five subclasses: Dyadic_Structure, Serial_Structure, Divergent_Structure, Convergent_Structure, and Network_Structure. The SC_Structure has Strategy that is derived from Goal class and has SC_Process that implies the implementation of SC to achieve the goal. SC_Activity has Activity class. Activity has sub-activity property that is connected under the interval time. SC_Resource presents resources used in SCM. There are four resource classes: Production_Resource, Storage_Resource, Transportation_Resource, and Human_Resource. Each resource has a role. SC_Item refers to products produced from SC. There are three item classes: Offer, Business_Order, and Plan. Offer has meant the products that are separated to Product or Service. Business_Order means the flow of object that transfers from one activity to other. Onto-SCM can explain the relationship between the activity and goal, the agent who performs activity, and the resource used in SCM at a given activity.

Soares, Azevedo, and Sousa [16] propose an ontology to support the process flow management of semiconductor manufacturing. The ontology helps agents to communicate regarding the requirement of the business’s particular planning and control system. There are three semantic processes: Organizations, Plans Management, and Orders Management. Organizations have VE Unit class that represents the agents involved in the SC process. Plan management has three main classes: Plan presents the semantics of activities; Planning presents the semantics of action to implement Plan; Resource
presents the necessary entity that serves a given activity. Resource class has a capacity as a data property, which means the allocation of resources used in each activity. Order management includes the classes of Order and Product. Order has been described by Order Item and its data properties such as quantity, due date, delivery date. Product is produced by supplier that is included in VE Unit.

Vegetti et al. [33] propose ontology for the SC domain. The goals are to demonstrate the SC structure, process, resource, and application evaluation. The structure identifies SC infrastructure, including roles, and combines the following classes: Supply Chain, Organizational Unit, Organizational Unit Role, and Functional Area. The process dimension defines SC’s processes and subprocesses, including the execution of a process within a specific timeframe. Process, Process Occurrence, Temporal Relationship, and Utilization are the classes that make up the process. The resource dimension depicts resource utilization and its role in the SC process. The resource combines the classes Resource and Resource Role. Each class has data properties as well as relationships to other classes.

Spoladore et al. [34] propose health tourism ontology. The goal is to connect natural resources with visitor demands. There are six main classes: Destination, Descriptor, Variable, KPI_Families, Optima, and Target_Groups. The Destination explains the tourism inflows, whereas Descriptor focuses on regional services and characteristics. The Variable, KPI_Families, and Optima depict the value that health tourists will receive. Target_Groups has six subclasses that explain different types of health tourists. Chantrapornchai and Choksuchat [35] provide an ontology that collects information on health tourism. Many classes make up the ontology, including Product, Package, Facility, Service, Treatment, and so on. Almost every class has subclasses; for example, the Service class has two subclasses: BeautyService and Massage. Ontology has re-used classes and inferred concepts.

Previous studies [14,15,16,33] created ontologies using the core SC concept. This study may benefit from some structure design. However, there is a difference between the SC and MTSC concepts. For example MTSC agents are grouped based on service provided to medical tourists such as medical providers, medical tourists, tourism providers whereas SC agents are derived from general industry such as suppliers, customers, transporters. The MTSC involves the process of utilizing medical tourists’ services until the follow-up process, while SC includes the process of producing items until selling products to customers. The flow of data, money, and product differs between MTSC and general SC. Medical tourists’ service requests and consumption of services are the objects exchanged between or within the activity flows of MTSC. On the other hand, SC’s flows are concerned with raw materials, physical goods trading, and purchase orders.

Taking into account the health tourism ontologies [34, 35], the earlier designs focused on gathering and formalizing information for tourist decision-making. The MTSC domain cannot be represented by previous ontology structures. Some health tourism terms, on the other hand, can be reused. The considerations for the reuse of ontologies are discussed in the following section. Table I compares previous studies that were unable to provide semantic knowledge about MTSC.

### Table I. Comparison of Previous Ontologies with the Present Work

<table>
<thead>
<tr>
<th>Aspects</th>
<th>Domain</th>
<th>Target User</th>
<th>Source of Knowledge</th>
<th>MTSC Related</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>General industry</td>
<td>Practitioners</td>
<td>International standard</td>
<td>No</td>
</tr>
<tr>
<td>[15]</td>
<td>General industry</td>
<td>Practitioners</td>
<td>Previous work, case study</td>
<td>No</td>
</tr>
<tr>
<td>[16]</td>
<td>Semiconductor industry</td>
<td>Practitioners</td>
<td>Previous work, case study</td>
<td>No</td>
</tr>
<tr>
<td>[33]</td>
<td>Food industry</td>
<td>Practitioners</td>
<td>Previous work, case study</td>
<td>No</td>
</tr>
<tr>
<td>[34]</td>
<td>Health tourism</td>
<td>Tourists, government</td>
<td>Case study</td>
<td>No</td>
</tr>
<tr>
<td>[35]</td>
<td>Health tourism</td>
<td>Tourists</td>
<td>Case study</td>
<td>No</td>
</tr>
<tr>
<td>This Work</td>
<td>Medical Tourism</td>
<td>Practitioners</td>
<td>Previous work, case study</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### III. Building a Medical Tourism Supply Chain Ontology

The goal of ontology development is to express knowledge in such a way that both people and computers can comprehend it [22]. Developing an ontology usually begins with recognizing the need for a certain purpose [20]. This study used a hybrid waterfall methodology with three key steps in the formation of the MTSC ontology adapted from [10, 20].

#### A. Specification

1) **Determination of ontology domain and scope**: The MTSC ontology focuses on the MT domain. This ontology represents the domain knowledge model that captures information of the MT attributes based on MTSC concept. The competency questions were created and measured the degree to which the ontology nailed its purpose and scope [22]. As a basis, the ontology should answer general questions, for example:

- How many actors are featured in the MTSC?
- What is the actor’s primary role in the MTSC?
- What is the main process chain of MTSC?
- What are the activities in a given MTSC process?
- What is the core product produced in MTSC and by whom?
- How many flows do appear in the MTSC?

For complex knowledge representation, the ontology should answer further questions, for example:

- Which actors are involved in a given MTSC process?
- What is the actor’s role when involving a given MTSC activity?
What are the flows that are activated in a given MTSC activity?

What are the inputs and outputs that relate to a given MTSC activity?

What is the direction of the MTSC flow in each activity and between whom?

2) Consideration of the existing ontology: The literature demonstrates the use of ontology to explain the SC semantically. Although the existing ontologies did not pertain to the MTSC domain, there is some idea that can be reused. Previous ontology for sharing SC information at the top-level [14] has been considered as a starting point for the MTSC ontology model and the idea of the class (actor, action, product, and flow) is re-used. Some terminology from [35] is taken into account in the MTSC ontology. However, there is no ontology in the MTSC domain that represents enough terminologies. As a result, the next step involves the enumeration of terminology.

3) Enumeration of important terms in the ontology: Because terms constitute the foundation of an ontology, it’s critical to be precise and unambiguous about the main terms and their associated attributes. The motivation of the ontology representation is derived from [14]. Fig. 1 shows an ontology model. The model is composed of seven main concepts: MT actors, MT processes, MT activities, MT roles, MT products, MT flows, and MT flow between.

MT actors represent the semantic knowledge of who is involved in the MTSC. MT actors can be organization units, companies who participate in MTSC system, or even individuals. MT actors have a role in MTSC. The MT actor and MT role conceptual model are derived from the stakeholder investigations [36, 4, 37, 18].

MT processes and MT activities represent the semantic knowledge of operations performed in the MTSC. The process description visualizes the logistics and flow of information and includes many activities. MT processes have been activated by MT actors. The actions of MT actors cause the forwarding of MT products and MT flows. The MT process and MT activity conceptual model is suggested by [6, 29, 27, 18].

MT products represent the semantic knowledge of objects produced from MT actors including objects required to perform activity. MT product conceptual model is captured from [14, 18, 35].

MT flows represent the semantic knowledge of object movement from a process starting point to the end of MTSC system. Flow is a thing with distinct and independent existence and involves the transfer of an object between respective activities and actors. The MT flow and MT flow between conceptual model is extracted from [14, 6, 29, 18].

This study focuses on the trustworthiness and practical benefits of ontology. Interviews with MT experts were used to build and verify the ontology structure and terminologies. Sixteen domain experts who have experience in MT business from Thailand, took part in the face-to-face interviews. The interviewing techniques begin by presenting the ontology design and components. Second, interviewers were requested to corroborate the ontology conceptualization and share MT knowledge. The final stage is to summarize the understanding and double-check the accuracy of the interview results with the interviewers right away. Table II lists the brief profiles of the MT experts who assisted with the interview parts.

<table>
<thead>
<tr>
<th>MT Domain Group</th>
<th>Number of MT experts</th>
<th>Approximate experience in MT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health provider (Hospital, Dental clinic)</td>
<td>4</td>
<td>10-20 years</td>
</tr>
<tr>
<td>Tourism provider (Hotel, Tour operator)</td>
<td>3</td>
<td>15-20 years</td>
</tr>
<tr>
<td>Collaborative institute (University)</td>
<td>2</td>
<td>12-25 years</td>
</tr>
<tr>
<td>Health and tourism supporter (Interpreter, Insurance, Shop, Restaurant)</td>
<td>7</td>
<td>5-21 years</td>
</tr>
</tbody>
</table>

As a result of sharing knowledge with domain experts, terms such as important MT actor terms, process and activity names, and linkages among terms were discussed according to actual usage. The initiated terms can be used to advance the construction of ontologies. The obvious benefit of bringing in a diverse group of experts is that they can share their knowledge and illustrate relationship design approaches.

B. Conceptualization

1) Definition of the classes and the class hierarchy: The class hierarchy is designed using the top-down approach [10]. Classes and subclasses are categorized based on MTSC ontology model designed with the terms mentioned earlier. The ontology classes are as follows:

MT_Actor: refers to the stakeholders involved in the business and has eight subclasses.

MT_Product: refers to the objects produced by actors including input/output used in activities and has two subclasses.

MT_Process: refers to the processes in MTSC.
MT_Activity: refers to the activities that are part of the process.

MT_Flow: refers to an entity that transfers objects within an activity or from one activity to another activity and has four subclasses.

MT_FlowBetween: refers to the interaction of the actors in any flow.

MT_Role: refers to the responsibility/task of actors in MTSC and has two subclasses.

2) Definition of classes-slot properties: The data properties were defined as the qualification for each particular class. Table III identifies data property, representation, and domain usage of ontology creation in this study.

<table>
<thead>
<tr>
<th>TABLE III. DATA PROPERTIES OF MTSC ONTOLOGY CLASSES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data property(Domain usage)</td>
</tr>
<tr>
<td>hasActorName(MT_Actor)</td>
</tr>
<tr>
<td>hasActorDesc(MT_Actor)</td>
</tr>
<tr>
<td>hasPrimaryRoleDesc(PrimaryRole)</td>
</tr>
<tr>
<td>hasRoleInActivityDesc(RoleInActivity)</td>
</tr>
<tr>
<td>hasProductDesc(MT_Product)</td>
</tr>
<tr>
<td>hasProductType(MT_Product)</td>
</tr>
<tr>
<td>hasProcessDesc(MT_Process)</td>
</tr>
<tr>
<td>hasActivityDesc(MT_Activity)</td>
</tr>
<tr>
<td>hasFlowDesc(MT_Flow)</td>
</tr>
<tr>
<td>hasFlowDirection(MT_Flow)</td>
</tr>
</tbody>
</table>

Object properties are defined to link the relationship between two instances. Table IV shows the object properties with the boundaries of their inferences between domains and ranges.

3) Creation of instances: This step provides values to the defined classes and properties. For the instances of MTSC ontology, they are derived mainly from academic literature and a case study for credibility and practicality. The case study is from the document of experienced private hospital agency in Thailand that provides medical tourism services to foreign patients. The knowledge obtained from the experiences correlates with academic education. The knowledge agents presented in MTSC are reliable and can be used to explain MTSC.

For example, Hospital/Clinic is an instance of the MT_Actor class and the HealthProvider subclass. Its data property is hasActorName and the attributions of the property are “Hospital, Clinic, Health Institution, Health Center, Medical Center”. This implies that the hospital/clinic has multiple names used in the MT business. We present an excerpt of the instances of the MTSC ontology in the implementation section.

<table>
<thead>
<tr>
<th>TABLE IV. OBJECT PROPERTIES OF ONTOLOGY CLASSES FOR ROLE-BASED RECOMMENDATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object property(Domain &gt; Range)</td>
</tr>
<tr>
<td>hasPrimaryRole(MT_Actor &gt; PrimaryRole)</td>
</tr>
<tr>
<td>hasRoleInActivity(MT_Actor &gt; RoleInActivity)</td>
</tr>
<tr>
<td>makeProduct(MT_Actor &gt; MT_CoreProduct)</td>
</tr>
<tr>
<td>performActivity(MT_Actor &gt; MT_Activity)</td>
</tr>
<tr>
<td>consistOfActivity(MT_Process &gt; MT_Activity)</td>
</tr>
<tr>
<td>activateFlow(MT_Activity &gt; MT_Flow)</td>
</tr>
<tr>
<td>isPerformedBy(MT_Activity &gt; MT_Actor)</td>
</tr>
<tr>
<td>relateToProcess(MT_Activity &gt; MT_Process)</td>
</tr>
<tr>
<td>getInput(MT_Flow &gt; MT_Object)</td>
</tr>
<tr>
<td>returnOutput(MT_Flow &gt; MT_Object)</td>
</tr>
<tr>
<td>isFlowBetween(MT_Flow &gt; MT_FlowBetween)</td>
</tr>
</tbody>
</table>

C. Implementation

1) MTSC ontology with protégé 5.0: This study implemented an ontology by using Protégé 5.0 software with OWL language. The tool can present knowledge and collaborate with other tools and is available as software implementation [38]. The OWL is a markup language focusing on semantic web representation and mostly manipulates XML language expressions. The MTSC ontology taxonomy is presented using OntoGraf (Protégé-OWL plugin). Fig. 2 shows the MTSC hierarchy and relationships in the top-level design.

Fig. 3 and 4 present an excerpt of the instances of the MTSC ontology.
2) **Ontology evaluation:** The MTSC ontology is assessed by competency questions and ontology metrics. The MTSC objective and scope are tested against SPARQL Query formulations. The query results were supposed to address competency questions. Some sample questions as SPARQL queries are as follows:

CQ: How many actors are featured in the MTSC?

```sparql
SELECT ?Actor ?ActorName ?ActorDesc
WHERE {?Actor p:hasActorName ?ActorName.
?Actor p:hasActorDesc ?ActorDesc.}
```

The sample answer:

CQ: What is the actor’s primary role in the MTSC?

```sparql
SELECT ?Actor ?PrimaryRole ?PrimaryRoleDesc
WHERE {?Actor p:hasPrimaryRole ?PrimaryRole.
?PrimaryRole p:hasPrimaryRoleDesc ?PrimaryRoleDesc.}
```

The sample answer:

Table V summarizes the result of ontology metrics.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Ontology schema metrics</th>
<th>Knowledgebase metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>50%</td>
<td>100%</td>
</tr>
<tr>
<td>AR</td>
<td>4.70</td>
<td>0.70</td>
</tr>
<tr>
<td>IRs</td>
<td>0.70</td>
<td>15.78</td>
</tr>
<tr>
<td>CR</td>
<td>100%</td>
<td>0</td>
</tr>
<tr>
<td>P</td>
<td>15.78</td>
<td>0</td>
</tr>
<tr>
<td>Coh</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The ontology schema metrics reflect the quality of ontology structure for representing knowledge. The RR result (50%) indicates that MTSC ontology has many connections other than class-subclass, such as object property relationships. The AR result (4.70) indicates that the ontology has a good average of attributes per class. There are many types of knowledge presented. The IRs result (0.7) indicates that the ontology has a general distribution of subclasses and is not considered detailed knowledge. Overall, the MTSC schema metrics indicate good quality of structure design.

The results of knowledgebase metrics show that all ontology classes are implemented to deliver knowledge by the CR result of 100%. The P result (15.78) indicates that this ontology has a not too small knowledge in schema. The Coh result (0) indicates that all components in the ontology are used to describe MTSC. Overall, the knowledgebase metrics have appropriate values. The MTSC ontology has enough knowledge representation.
Fig. 5 presents the class metric results. The class metrics results indicate that the most important classes are MT_Product, MT_Role, and MT_Flow. The Imp result makes logical because these three classes store detailed knowledge. The central connectivity is MT_Actor followed by MT_Activity and MT_Flow. The Cn result reflects that the MTSC can explain knowledge using actors and activities as the center linked with other knowledge classes. Rd reflects that almost all of the classes provide descriptions for the users to understand. Overall, the class metrics have appropriate values.

The MTSC ontology has a good knowledge distribution. This study was carried out with the collaboration of domain experts. The answers to SPARQL Queries and the ontology metrics values were verified by experts. The findings are adequate to clarify the study's goal and scope. The same group of 16 experts approved the MTSC ontology. Ontology structure and terminologies have quality.

IV. DISCUSSION

This study presented the development of an application ontology for representing MTSC knowledge. The ontology engineering methodology consisted of specification, conceptualization, and implementation steps. The steps are enriched with knowledge engineering techniques and present a practical conceptual design. The key views of MT were verified. The MTSC ontology combines seven main classes namely 'MT_Actor', 'MT_Role', 'MT_Process', 'MT_Activity', 'MT_Flow', 'MT_FlowBetween', and 'MT_Product'; and has sixteen subclasses. The class conceptualizations can describe MTSC structurally. The concepts are in line with general SC presented by [14].

This MTSC ontology provides instances of 21 actors, 21 primary roles, 5 processes, 20 activities, 21 core products, 122 objects, 82 roles in activity, and 61 flows. The MTSC logistics has two main routes: medical services or tourism services. The MTSC process is divided into five stages. The actor involved in all processes is a medical tourist. The players on the service side who are involved in all processes of the medical side and tourism side are the health provider and tourism provider, respectively, including many supporters. MTSC ontology offers four types of knowledge flows as in [14]. Flow provides insights into how activities contribute to the flow and who is involved in that activity and flow in MT context. MTSC logistics are different from general SC logistics [23]. The MTSC activities are different from general SC which involves stakeholders. The short flows do not pass data to the next step like a production line, such as flow of providing an interpreter during treatment, or flow of selling souvenirs. However, the knowledge flow representation is consistent with MTSC process of [6] and [18]. Core products in MTSC ontology are mostly classified as services that are different from general SC where the products are usually tangible [16].

The ontology evaluation employed competency questions and ontology metrics. Domain experts had verified the quality of structure, design, and usefulness. According to SPARQL Query results, the MTSC ontology can answer semantic questions given in the Specification section. It denotes that the ontology is trustworthy in terms of objective and scope. The ontology metric results reflect the suitability of ontology structure and design. The body of knowledge generated is sufficient to describe the MTSC. Knowledge is distributed in an acceptable manner.

V. CONCLUSION

MTSC ontology generates a clear business understanding for stakeholders in the MT domain. The ontology construction demonstrated a high-quality development approach that can be replicated. The ontology development incorporated academic material and case studies into the acquisition process. The collaboration of domain experts in many activities makes ontology more dependable and efficient. The proposed ontology comprises concepts relevant to the MT domain. The ontology can describe the supply chain of the medical tourism domain: it can tell who is involved in which processes, what roles they play, and what flows are taking place. Based on the evaluation results, the ontology design and knowledge representation are of a quality.

We plan to apply the ontology in our next work a role-based recommendation system. Stakeholders can use the system to learn about MTSC and the ontological relationship that exists in the MT domain. The expertise used in this paper, however, came from a case study. The limitation of this study
is that some aspects of the overall challenges may have been overlooked as a result of the different perspectives. Those who will use this work context must examine how well it fits within the framework of the business area.
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Abstract—This work proposes a metaheuristic algorithm that modifies the marine predator algorithm (MPA), namely, the stochastic marine predator algorithm with multiple candidates (SMPA-MC). The modification is conducted in several aspects. The proposed algorithm replaces the three fixed equal size iteration phases with linear probability. Unlike the original MPA, in this proposed algorithm, the selection between exploration and exploitation is conducted stochastically during iteration. In the beginning, the exploration-dominant strategy is implemented to increase the exploration probability. Then, during the iteration, the exploration probability decreases linearly. Meanwhile, the exploitation probability increases linearly. The second modification is in the prey’s guided movement. Different from the basic MPA, where the prey moves toward the elite with small step size, several candidates are generated with equal inter-candidate distance in this work. Then, the best candidate is chosen to replace the prey’s current location. The proposed algorithm is then implemented to solve theoretical mathematical functions and a real-world optimization problem in production planning. The simulation result shows that in the average fitness score parameter, the proposed algorithm is better than MPA, especially in solving multimodal functions. The simulation result also shows that the proposed algorithm creates 9%, 19%, and 30% better total gross profit than particle swarm optimization, marine predator algorithm, and Komodo mlipir algorithm, respectively.

Keywords—Metaheuristic; marine predator algorithm; stochastic system; production planning

I. INTRODUCTION

Optimization is a subject that is widely used and studied. Optimization is implemented in many areas, especially in operations research, such as manufacturing [1], logistics [2], transportation [3], education [4], finance [5], and so on. Optimization becomes more important because of its objective nature to maximize productivity or output or minimize resources within certain constraints and limitations. This circumstance often occurs in real-world problems, from the simple one like managing the school bus route to the complex one, such as handling the production process in manufacturing that builds products with many components, such as cars, airplanes, ships, and so on.

In general, optimization methods can be divided into two groups: exact and approximate. The exact methods have an advantage that true or global optimal is guaranteed to find. The problem is that the exact method needs excessive computation resources in solving complex and large dimension problems. On the other hand, approximate methods do not guarantee that global optimal can be found. The objective of approximate methods is to find near-optimal or acceptable optimal while avoiding local optimal [6], especially in multimodal problems. Fortunately, the approximate approach is popular because of its adaptability to computational resource constraints. The metaheuristic algorithm is a well-known and widely used method that uses an approximate approach. In metaheuristic, optimization is achieved during iteration.

Many studies have proposed new metaheuristic algorithms in this last decade. Many algorithms were inspired by nature, especially animals. These algorithms were developed based on animal behavior during foraging, such as grey wolf optimizer (GWO) [7], dragonfly algorithm (DA) [8], whale optimization algorithm (WOA) [9], and so on. Besides foraging, several algorithms were developed by mimicking animal behavior during reproduction, such as Komodo mlipir algorithm (KMA) [10], red deer algorithm (RDA) [11], Cuckoo search algorithm (CSA) [12], butterfly optimization algorithm (BOA) [13], and so on.

Besides proposing a new algorithm, many studies in metaheuristic algorithms were conducted to modify the existing algorithm. These modifications were conducted to improve the algorithm's performance or to make the algorithm more suitable to solve specific problems. Several well-known algorithms that have been widely modified or combined are genetic algorithm (GA), particle swarm optimization (PSO), simulated annealing (SA), tabu search (TS), and so on. Farag et al. [14] improved the binary-real coded genetic algorithm with k-means clustering to solve the unit commitment problem. Deb et al. [15] developed a non-dominated sorting genetic algorithm (NSGA II) derivative of a genetic algorithm to find pareto optimal in solving the multi-objective optimization problem. Sylia et al. [16] hybridized the PSO with proportional fair scheduling (PFS) to solve resource allocation in the orthogonal frequency division multiplexing (OFDM) transmission for future long-term evolution (LTE) and 5G networks.

One shortcoming metaheuristic algorithm is the marine predator algorithm (MPA). This algorithm is a metaphor-inspired algorithm that mimics the behavior of sea predators, such as shark, marlin, and swordfish, during hunting prey [17]. This algorithm is one of the rare metaheuristic algorithms that uses iteration to control the exploration and exploitation. The iteration is divided into three phases. The first phase conducts exploration [17]. The second phase conducts both exploration and exploitation [17]. The third phase conducts exploitation [17]. Exploration is mostly conducted by implementing the Brownian motion, while exploitation is conducted by implementing the Levy movement.
Even though this algorithm is new, it has been used in many optimization studies, such as in task scheduling [18], power system [19], hydrothermal scheduling [20], and so on. Moreover, studies conducted on MPA modification have been found but are still limited. Based on this circumstance, this MPA is still potential to modify. Several studies in metaheuristic, such as KMA [10], also used MPA as a performance comparison.

Based on this opportunity, this work proposes modifying and improving the basic MPA. As metaheuristic algorithm, the proposed model consists of conceptual model, algorithm in pseudocode, and the mathematical model. In this work, the proposed model is evaluated by implementing this proposed model into the simulation to solve the theoretical mathematical optimization problem and a real-world optimization problem. In this simulation, the convergence and sensitivity of the algorithm are also evaluated.

The contributions of this work are as follows:

1) The proposed algorithm replaces the static division of the iteration with the stochastic approach where the opportunity to conduct exploration or exploitation changes during the iteration.

2) This work proposes the existence of several candidates during the Brownian motion or Levy movement, where their fitness score is considered to become the prey’s next move.

3) This work implements the modified version of MPA to optimize real-world production planning problem.

The remainder of this paper is organized as follows. The mechanism of the basic MPA is discussed in the second section. The model of the proposed algorithm that consists of a conceptual, algorithm, and mathematical model is explained in the third section. The fourth section explains the simulation to evaluate the proposed algorithm’s performance. In this work, there are five simulations. The first to fourth simulations are conducted to evaluate the proposed algorithm’s performance in solving 23 well-known optimization functions. The fifth simulation is conducted to evaluate the proposed algorithm’s performance in solving a real-world production optimization problem. The more profound analysis related to the simulation result and findings is discussed in the fifth section. Finally, the conclusion and the future research potential related to this work are summarized in the sixth section.

II. RELATED WORK

The marine predator algorithm is a metaheuristic algorithm that adopts sea predator behavior or movement during foraging or hunting prey [17]. This algorithm combines Brownian motion and Levy movement. Levy movement is a derivative of random walk movement whose characteristics are closely related to sea predators, such as shark, swordfish, or marline, during searching for prey [21]. In this algorithm, the Levy movement is combined with the Brownian motion to conduct exploration and exploitation. MPA consists of two sets of agents: predators and prey. The adoption of the Levy movement is like the Cuckoo search algorithm (CSA). CSA is developed based on the parasitism behavior of cuckoo birds during finding a nest for their eggs [12]. In CSA, the cuckoo implements the Levy movement only [12].

This algorithm divides exploration and exploitation depending on the iteration. It is very different from many common metaheuristic algorithms, such as particle swarm optimization, genetic algorithm, harmony search (HS), and so on, where the decision of running the exploration or exploitation does not depend on the iteration. MPA focuses on avoiding local optimal in the early phase and improving the solution in the later phase.

Although rare, one example of an algorithm where the exploitation-exploration decision depends on the iteration is simulated annealing (SA). In general, SA focuses on exploitation by conducting neighborhood search in every iteration [22]. Exploration is conducted by accepting a new worse solution based on some probabilistic calculation to avoid local optimal [22]. In SA, the outer loop iterates from the initial high temperature to the final low temperature. When the temperature is high, the new worse solution is easily accepted. During the decrease in temperature, accepting the worse solution becomes more difficult [22]. In the end, a new worse solution is hard to accept. This exploration-to-exploitation approach is like MPA but with different mechanism.

In MPA, the iteration is divided into three phases with the same duration. In the first phase, the process focuses on exploration by implementing the Brownian movement for all prey. The objective is that local optimal should be avoided in the early phase. In the second phase, the population is divided into two equal-size groups. The first group consists of preys that conduct exploration by implementing the Brownian movement. The second group consists of preys that conduct exploitation by implementing the Levy movement. The objective is that the algorithm focuses on improving searching quality. In the third phase, all populations focus on exploitation by adopting the Levy movement. This division is illustrated in Fig. 1.

![Fig. 1. Static Division in Marine Predator Algorithm.](image-url)
In probabilistic calculations. If a certain generated random number is below the fish aggregating devices, the prey randomly conducts a long jump within its local problem space that narrows as iteration goes. Otherwise, this prey will move toward two randomly selected prey at a certain speed.

In the prey’s guided movement, whether Brownian movement or Levy flight, only one location is considered, as shown in Fig. 2. This location may be within the path between the prey and the elite or the extended distance from the elite. The determination of this new location depends on the step size, which is determined stochastically depending on the selected movement and the gap between the predator and the prey. The fitness value is not considered.

![Guided Movement in Marine Predator Algorithm](image)

**Fig. 2.** Guided Movement in Marine Predator Algorithm.

Moving toward the best solution is common in many metaheuristic algorithms. In particle swarm optimization (PSO), each agent moves toward local best and global best with a certain proportion [23]. In Komodo mlipir algorithm (KMA), female mates with the highest quality big male to produce two offspring [10]. The first offspring is close to the female, and the second one is close to the highest quality big male. Then, offspring whose fitness is better becomes the replacement. Meanwhile, the small male moves toward the big male. In the red deer algorithm, this idea is implemented during the fighting between the male commander and stag and the mating of the commander and harem [11].

Even though the MPA is proven as a competitive algorithm, there are several questions or review due to this algorithm. First, is there any possible method to conduct exploration-to-exploitation approach despite this fixed division during the iteration? Second, is there any method to improve the movement of the prey rather than the small step size?

There are several possible modifications due to this basic MPA mechanism. The first is eliminating the fixed size division of the iteration while the concept of exploration dominant in the early iteration and the exploitation dominant in the later iteration is still adopted. The second is to create several new location candidates for prey during the guided movement. Their fitness score is considered so that the prey moves to a more promising location.

III. PROPOSED MODEL

In this section, the proposed model will be discussed in detail. The model consists of a conceptual and mathematical model. The conceptual model explains the concept and the difference between the proposed algorithm and the original MPA, especially in the exploration and exploitation division and the improvement of the guided movement. The mathematical model consists of the main algorithm of SMPA-MC and the mathematical formulae following the algorithm.

Like MPA, this proposed algorithm consists of two sets of agents: preys and predators. Both preys and predators have equal population sizes. The relation between prey and predator is one-to-one. After the prey moves, then their fitness score is evaluated. If the prey’s fitness score is better than the predator’s fitness score, then the predator moves to the prey’s location.

As a metaheuristic algorithm, SMPA-MC consists of two parts: initialization and iteration. In the initialization, the initial prey’ and predators’ location is generated randomly within the problem space using a uniform distribution.

As a derivative version of MPA, the iteration affects the exploration and exploitation division in this proposed algorithm. Unlike MPA, where this division is divided into fixed three phases, this division is conducted based on a stochastic approach in this proposed algorithm. In the beginning, the probability of exploration is high. Contrary, the probability of exploitation is low. During the iteration, the probability of exploration declines linearly while the probability of exploitation climbs up linearly. At the end of the iteration, the probability of exploitation is high, while the probability of exploration is low. This mechanism is illustrated in Fig. 3.

![Stochastic-based Exploitation and Exploration](image)

**Fig. 3.** Stochastic-based Exploitation and Exploration.

The guided movement of the proposed algorithm is also different from the MPA. This proposed algorithm generates multiple candidates between the prey and the elite. The inter-candidate distance is equal. One candidate whose fitness is the best among these candidates is then chosen as the best candidate. This mechanism is adopted from KMA, especially in the mating process between the highest quality male and the female [10]. The difference is that in KMA, sexual reproduction only produces two offspring. In this proposed algorithm, the guided movement generates multiple candidates. The best new generation or candidate becomes the replacement. Then, this best candidate location becomes the prey’s next location. This concept is illustrated in Fig. 4.
Different mechanism also occurs during the eddy formation. During this process, there are two possible actions. The first is the prey moves randomly within its local problem space. In the beginning, the local problem space is wide. During the iteration, this local problem space decreases linearly too. It also reflects the transition from exploration to exploitation during the iteration. The second action is that the prey moves to a location in the middle of the prey’s current location, and the other prey’s location is selected randomly. Although the mechanism during eddy formation is different, the motivation is the same.

This conceptual model is then transformed into a mathematical model. The mathematical model consists of two parts: main algorithm and formulae. The main algorithm is shown in algorithm 1. Meanwhile, several annotations used in the mathematical model are as follows.

\begin{align*}
&b_l \quad \text{lower bound} \\
&b_u \quad \text{upper bound} \\
&c \quad \text{candidate} \\
&c_{best} \quad \text{best candidate} \\
&C \quad \text{set of candidates} \\
&f \quad \text{fitness} \\
&fad \quad \text{fish aggregating devices} \\
&P \quad \text{population} \\
&r \quad \text{predator} \\
&R \quad \text{set of predators} \\
&t \quad \text{time / iteration} \\
&t_h \quad \text{time threshold} \\
&t_{max} \quad \text{maximum iteration} \\
&y \quad \text{prey} \\
&Y \quad \text{set of preys}
\end{align*}

algorithm 1: SMPA-MC main algorithm

\begin{verbatim}
1: // initialization
2: for i = 1 to n(P)
3: generate (y_i)
4: generate (r_i)
5: end
6: // iteration
7: for t = 1 to t_{max}
8: generate (t_u)
9: for i = 1 to n(P)
10: if U(0, 1) < t_u then
11: for j = 1 to n(C)
12: generate-guided-exploitation (c_j, y_i, r_j)
13: end
14: c_{best} = select best candidate (C)
15: else
16: for j = 1 to n(C)
17: generate-guided-exploitation (c_j, y_i, r_j)
18: end
19: c_{best} = select best candidate (C)
20: end if
21: y_i = c_{best}
22: r_i = update (y_i, r_i)
23: if U(0, 1) < fad then
24: y_i = limited random move (y_i, t_u, t_h)
25: else
26: y_i = half move (y_i, y_{sad})
27: end if
28: end
29: end
30: end
31: x_{sad} = find best (R)
\end{verbatim}

All predators’ and preys’ initial location is generated in the initialization process. This initial location is generated randomly within the problem space. This process is formalized by using (1) and (2). Equation (1) generates the prey’s initial location, while (2) is used to generate the predator’s initial location. All predators and prey are distributed randomly within the problem space.

\begin{align*}
&y = U(b_l, b_u) \quad \text{(1)} \\
r = U(b_l, b_u) \quad \text{(2)}
\end{align*}

The iteration process runs after the initialization process ends. At the beginning of every iteration, a time threshold is calculated. This threshold determines whether this iteration is conducted for guided exploitation or guided exploration. The time threshold is calculated by using (3).

\begin{align*}
t_{h} = \frac{t}{t_{max}} \quad \text{(3)}
\end{align*}

A random number is then generated, and it follows uniform distribution as shown in algorithm 1. If this random number is less than the time threshold, guided exploitation is conducted. Otherwise, guided exploration is conducted. In both guided exploration and exploitation, several candidates are generated. Then, the best candidate is selected among these candidates. After the best candidate is selected, this candidate replaces the related prey. This process is formalized by using (4) to (6). Equation (4) is used for the guided exploitation. Equation (5) is used for the guided exploration. Equation (6) formalizes the best candidate selection.

\begin{align*}
c_j &= r + \frac{1}{n(C)} (r - y) \quad \text{(4)} \\
c_j &= y + \frac{1}{n(C)} (r - y) \quad \text{(5)}
\end{align*}
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movement. On the other hand, in the half movement, a prey
will move to the middle between its current location and other
prey selected randomly. The limited random movement is
formalized using (8), while the half movement is formalized using (9).
\[ y' = y + (2U(0,1) - 1)(1 - t_h)(b_u - b_l) \] \hspace{1cm} (8)
\[ y' = y + \frac{y_{\text{best}} - y}{2} \] \hspace{1cm} (9)

The last process in every iteration is applying the eddy
formation. There are two possible actions in this process. The
selection determined stochastically end depends on the fish
aggregating devices value. This process can be limited to
random movement or half movement. A prey will move randomly within its local problem space in the limited random
movement. On the other hand, in the half movement, a prey
will move to the middle between its current location and other
prey selected randomly. The limited random movement is
formalized using (8), while the half movement is formalized
using (9).

The complexity of this algorithm, as it is presented in big O
notation, is \(O(\maxP \cdot n(\maxC))\). This presentation means that the
complexity is the multiplication between the maximum
iteration, population size, and the number of candidates.

IV. SIMULATION AND RESULT

The proposed algorithm is then implemented into a
simulation to observe its performance. There are five
simulations conducted in this work. The first simulation is
conducted to evaluate its performance in solving mathematical
problems. The second simulation is conducted to evaluate its
performance in achieving the convergence condition. The third
simulation is conducted to evaluate the proposed algorithm’s
performance related to the fishing aggregate devices. The
fourth simulation is conducted to evaluate the performance
related to the number of candidates. The fifth simulation is
directed to evaluate its performance in solving a real-world
problem.

In this simulation, the proposed SMPA-MC algorithm is
compared with several algorithms: PSO, HS, hide object game
optimizer (HOGO), KMA, and MPA. The reason for choosing
these algorithms as a comparison is that these algorithms use
distinct exploration-exploitation mechanisms. PSO and HS
represent the well-known old-fashioned algorithm. HOGO and
KMA represent the shortcoming algorithms that hybridize
many common methods. MPA is chosen to observe the
performance improvement due to modifying its basic form.

PSO is a well-known algorithm that is developed based on
swarm intelligence. In PSO, each agent moves to a new
location depending on the weighted cumulative method among
its current location, its local best, and the global best [23]. The
global best represents the collective intelligence shared among
agents, and it is updated every time a new local best is found
[23].

HS represents the non-population-based metaheuristic
algorithm. Moreover, this algorithm is the simplest one among
other algorithms. The exploration-exploitation decision is
conducted based on the stochastic approach [24]. A new
solution can be generated from the harmony memory
exploitation or anywhere else within the problem space
exploration) based on the harmony memory considering rate
(HMCR) [24].

HOGO represents a game-based algorithm. It mimics the
behavior of the old hide-object game. This algorithm is also a
population-based algorithm that consists of a set of agents. The
agent’s movement depends on the global best, the global worst,
and the randomly selected agent through a weighted
cumulative method [25]. An agent tends to move toward the
global best and avoid the global worst [25].

KMA represents a hybrid metaheuristic algorithm. It
combines swarm intelligence and an evolution system. The
males conduct the PSO-like movement by moving toward the
better big males [10]. On the other hand, the evolution system
is conducted by the female by mating with the highest quality
big male to generate better offspring [10]. Meanwhile,
exploration is conducted by parthenogenesis or asexual
reproduction [10].

MPA represents an algorithm where the current iteration
affects the decision to conduct exploration or exploitation. In
KMA, HOGO, HS, and PSO, the iteration does not affect the
decision. It also represents a population-based algorithm where
an agent consists of two engaged agents: prey and predator.

There are several common parameters used in the
simulation. These parameters are shown in Table I. The value
of population size and maximum iteration represents the
moderate computation process. The weights in PSO represent
the balance movement.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>20</td>
</tr>
<tr>
<td>maximum iteration (except HS)</td>
<td>200</td>
</tr>
<tr>
<td>maximum iteration (HS)</td>
<td>4000</td>
</tr>
<tr>
<td>fishing aggregate devices (MPA and SMPA-MC)</td>
<td>0.2</td>
</tr>
<tr>
<td>current speed weight (PSO)</td>
<td>0.5</td>
</tr>
<tr>
<td>social weight</td>
<td>0.5</td>
</tr>
<tr>
<td>cognitive weight</td>
<td>0.5</td>
</tr>
<tr>
<td>number of candidates (MPA-MC)</td>
<td>10</td>
</tr>
</tbody>
</table>

In the first simulation, the proposed algorithm is
implemented to solve or find the global optimal of the given
functions. There are 23 functions to be solved. Seven functions
are unimodal functions. Six functions are multimodal functions.
Ten functions are fixed dimension multimodal functions. The
seven unimodal functions include Sphere, Schwefel 2.22,
Schwefel 1.2, Schwefel 2.21, Rosenbrock, Step, and Quartic.
The multimodal functions include Schwefel, Rastrigin, Ackley,
Griewank, Penalized, and Penalized-2. The fixed dimension
multimodal functions include Foxholes, Kowalki, Six Hump
Camel, Branin, Goldstein-Price, Hartman 3, Hartman 6, Shekel
5, Shekel 7, and Shekel 10. The detail of the functions, which consists of formulae, dimension, problem space, and global optimal, is shown in Table II. Meanwhile, the result is shown in Table III.

Table III shows that in general, the proposed algorithm performs well and meets the metaheuristic criteria in finding the near-optimal solution and avoiding the local optimal trap. Moreover, the proposed algorithm can find the true optimal solution in solving five multimodal functions: Shekel Foxholes, Kowalik, Six Hump Camel, Branin, and Goldstein-Price. Unfortunately, its performance is not so good in solving Hartman 3 function.

Compared to other algorithms, the proposed model is competitive enough. Its performance is superior in solving 10 functions. Meanwhile, HOGO has become the most challenging algorithm due to its outstanding performance in solving 9 functions. Compared with MPA, the proposed SMPA-MC is better at solving 13 functions. Most of these are multimodal functions, especially the fixed dimension multimodal functions with narrow problem space. The proposed algorithm also outperforms at least three algorithms in solving 22 functions.

The second simulation is conducted to evaluate the performance of the proposed algorithm in achieving the convergence situation. This simulation is conducted by solving the 23 benchmark functions. There are three maximum iterations in this simulation: 50, 100, and 150. The result is shown in Table IV.

<table>
<thead>
<tr>
<th>No</th>
<th>Function</th>
<th>Model</th>
<th>Dimension</th>
<th>Problem Space</th>
<th>Global Opt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sphere</td>
<td>[\sum_{i=1}^{d} x_i^2]</td>
<td>10</td>
<td>[-100, 100]</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Schwefel 2.22</td>
<td>[\sum_{i=1}^{d}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{d}</td>
<td>x_i</td>
</tr>
<tr>
<td>3</td>
<td>Schwefel 1.2</td>
<td>[\sum_{i=1}^{d} (x_i^2 - 10 \cos(2\pi x_i))^2]</td>
<td>10</td>
<td>[-100, 100]</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Schwefel 2.21</td>
<td>[\max(</td>
<td>x_i</td>
<td>, 1 \leq i \leq d)]</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Rosenbrock</td>
<td>[\sum_{i=1}^{d-1} (100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2)]</td>
<td>10</td>
<td>[-30, 30]</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Step</td>
<td>[\sum_{i=1}^{d} (x_i + 0.5)^2]</td>
<td>10</td>
<td>[-100, 100]</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Quartic</td>
<td>[\sum_{i=1}^{d} x_i^4 + \text{random} [0,1]]</td>
<td>10</td>
<td>[-1.28, 1.28]</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Schwefel</td>
<td>[\sum_{i=1}^{d} -x_i \sin\left(\sqrt{</td>
<td>x_i</td>
<td>}\right)]</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>Ratsrigin</td>
<td>[10d + \sum_{i=1}^{d} (x_i^2 - 10 \cos(2\pi x_i))]</td>
<td>10</td>
<td>[-5.12, 5.12]</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Ackley</td>
<td>[-20 \cdot \exp\left(-0.2 \cdot \left(\frac{1}{d} \sum_{i=1}^{d} x_i^2\right)\right) - \exp\left(\frac{1}{d} \sum_{i=1}^{d} \cos(2\pi x_i)\right) + 20 + \exp(1)]</td>
<td>10</td>
<td>[-32, 32]</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>Griewank</td>
<td>[\frac{1}{4000} \sum_{i=1}^{d} x_i^2 - \prod_{i=1}^{d} \cos\left(\frac{\sqrt{x_i}}{\sqrt{2}}\right) + 1]</td>
<td>10</td>
<td>[-600, 600]</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>Penalized</td>
<td>[\frac{1}{d} \sum_{i=1}^{d} \left(10 \sin(\pi x_i) + \sum_{j=1}^{d} \left(1 + \frac{\sin^2(\pi x_{ji})}{100}\right)\right) + \frac{1}{d} \sum_{i=1}^{d} u(x_i, 10, 100, 4)]</td>
<td>10</td>
<td>[-50, 50]</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>Penalized 2</td>
<td>[0.1 \left(\sin^2(3\pi x_1) + \sum_{i=1}^{d} \left((x_{i-1} - 1)^2 + \sin^2(3\pi x_{i+1})\right)\right) + (x_d - 1)^2\left(1 + \sin^2(2\pi x_d)\right) + \sum_{i=1}^{d} u(x_i, 5, 100, 4)]</td>
<td>10</td>
<td>[-50, 50]</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>Shekel Foxholes</td>
<td>[\left(\sum_{i=1}^{d} x_i^2 + \frac{1}{d} \sum_{i=1}^{d} \frac{1}{5} a_i \left(\frac{x_i(a_i + x_i - a_i)}{a_i + x_i + a_i}\right)^2\right)^{-1}]</td>
<td>2</td>
<td>[-65, 65]</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>Kowalik</td>
<td>[\sum_{i=1}^{d} \left(a_i - \frac{x_i(a_i + x_i - a_i)}{a_i + x_i + a_i}\right)^2]</td>
<td>4</td>
<td>[-5, 5]</td>
<td>0.0003</td>
</tr>
<tr>
<td>16</td>
<td>Six Hump Camel</td>
<td>[4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_1^2 + 4x_2^2]</td>
<td>2</td>
<td>[-5, 5]</td>
<td>-1.0316</td>
</tr>
<tr>
<td>17</td>
<td>Branin</td>
<td>[\left(x_2 - \frac{5}{4d+1} x_1^2 + \frac{5}{d} x_1 - 6\right)^2 + 10 \left(1 - \frac{1}{6d}\right) \cos(x_1) + 10]</td>
<td>2</td>
<td>[-5, 5]</td>
<td>0.398</td>
</tr>
<tr>
<td>18</td>
<td>Goldstein-Price</td>
<td>[\left(1 + \left(x_1 + x_2 + 1.5\right)^2 \left(19 - 14x_1 + 3x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2\right)\right) \left(30 + \left(2x_1 - 3x_2\right)^2 \left(18 - 32x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2\right)\right)]</td>
<td>2</td>
<td>[-2, 2]</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>Hartman 3</td>
<td>[\sum_{i=1}^{d} (c_i \exp(-\sum_{j=1}^{d} (a_j(x_j - p_{ij})^2)))]</td>
<td>3</td>
<td>[1, 3]</td>
<td>-3.86</td>
</tr>
<tr>
<td>20</td>
<td>Hartman 6</td>
<td>[\sum_{i=1}^{d} (c_i \exp(-\sum_{j=1}^{d} (a_j(x_j - p_{ij})^2)))]</td>
<td>6</td>
<td>[0, 1]</td>
<td>-3.32</td>
</tr>
<tr>
<td>21</td>
<td>Shekel 5</td>
<td>[\sum_{i=1}^{d} (x_i - c_{i})^2 + \beta_i]</td>
<td>4</td>
<td>[0, 10]</td>
<td>-10.1532</td>
</tr>
<tr>
<td>22</td>
<td>Shekel 7</td>
<td>[\sum_{i=1}^{d} (x_i - c_{i})^2 + \beta_i]</td>
<td>4</td>
<td>[0, 10]</td>
<td>-10.4028</td>
</tr>
<tr>
<td>23</td>
<td>Shekel 10</td>
<td>[\sum_{i=1}^{d} (x_i - c_{i})^2 + \beta_i]</td>
<td>4</td>
<td>[0, 10]</td>
<td>-10.5363</td>
</tr>
</tbody>
</table>
Table III. Simulation Result (Means)

<table>
<thead>
<tr>
<th>Function</th>
<th>PSO</th>
<th>HS</th>
<th>KMA</th>
<th>HOGO</th>
<th>MPA</th>
<th>Proposed Model</th>
<th>Better than</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>329.99</td>
<td>505.1458</td>
<td>507.3948</td>
<td>4.4651e-11</td>
<td>0.1662</td>
<td>0.1857</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Schwefel 2.22</td>
<td>3.0223e-18</td>
<td>0</td>
<td>0.0021</td>
<td>1.1295e-7</td>
<td>0</td>
<td>0</td>
<td>PSO, KMA, HOGO</td>
</tr>
<tr>
<td>Schwefel 1.2</td>
<td>1,410.4218</td>
<td>1,203.6542</td>
<td>1,677.9713</td>
<td>0.1747</td>
<td>0.8628</td>
<td>13.5649</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Schwefel 2.21</td>
<td>14.2562</td>
<td>16.0000</td>
<td>14.4289</td>
<td>0.0008</td>
<td>0.2600</td>
<td>0.8221</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>39,750.9494</td>
<td>48,923.1293</td>
<td>58,963.9907</td>
<td>8.6153</td>
<td>10.5113</td>
<td>21.5729</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Step</td>
<td>199.4486</td>
<td>327.0324</td>
<td>457.9096</td>
<td>0.0120</td>
<td>2.0221</td>
<td>0.0776</td>
<td>PSO, HS, KMA, MPA</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.1062</td>
<td>0.0901</td>
<td>0.3252</td>
<td>0.1152</td>
<td>0.0030</td>
<td>0.0046</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Schwefel</td>
<td>-3,342.1276</td>
<td>-3,328.4096</td>
<td>-3,172.5575</td>
<td>-2,758.9118</td>
<td>-2,031.1057</td>
<td>-3,212.5081</td>
<td>KMA, HOGO, MPA</td>
</tr>
<tr>
<td>Ratsrigin</td>
<td>31.9483</td>
<td>24.1875</td>
<td>37.1191</td>
<td>14.6673</td>
<td>0.1469</td>
<td>0.7118</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Ackley</td>
<td>7.6684</td>
<td>9.0253</td>
<td>9.4044</td>
<td>0.6494</td>
<td>0.3033</td>
<td>1.1982</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Griewank</td>
<td>3.9131</td>
<td>5.4470</td>
<td>5.9587</td>
<td>0.0559</td>
<td>0.1842</td>
<td>0.3709</td>
<td>PSO, HS, KMA</td>
</tr>
<tr>
<td>Penalized</td>
<td>15.2125</td>
<td>17.6490</td>
<td>12.2738</td>
<td>0.0175</td>
<td>0.7669</td>
<td>0.5726</td>
<td>PSO, HS, KMA, MPA</td>
</tr>
<tr>
<td>Penalized 2</td>
<td>17,158.3907</td>
<td>7,766.3057</td>
<td>6,452.3411</td>
<td>0.8064</td>
<td>2.7432</td>
<td>0.1720</td>
<td>PSO, HS, KMA, MPA</td>
</tr>
<tr>
<td>Shekel Foxholes</td>
<td>10.1559</td>
<td>0.9980</td>
<td>7.1567</td>
<td>5.9722</td>
<td>5.1568</td>
<td>0.9980</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Kowalik</td>
<td>0.0102</td>
<td>0.0017</td>
<td>0.0111</td>
<td>0.0047</td>
<td>0.0027</td>
<td>0.0004</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Six Hump Camel</td>
<td>-1.0316</td>
<td>-1.0308</td>
<td>-1.0278</td>
<td>-1.0313</td>
<td>-1.0280</td>
<td>-1.0316</td>
<td>PSO, HS, KMA, MPA</td>
</tr>
<tr>
<td>Branin</td>
<td>0.3980</td>
<td>0.3984</td>
<td>0.4167</td>
<td>0.4086</td>
<td>0.8053</td>
<td>0.3980</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Goldstein-Price</td>
<td>3.0000</td>
<td>3.0000</td>
<td>3.0038</td>
<td>3.0195</td>
<td>4.1111</td>
<td>3.0000</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Hartman 3</td>
<td>-3.4724</td>
<td>-0.0495</td>
<td>-0.7724</td>
<td>-0.0495</td>
<td>-3.7843</td>
<td>-0.0495</td>
<td>-</td>
</tr>
<tr>
<td>Shekel 5</td>
<td>-6.4334</td>
<td>-5.8036</td>
<td>-7.9029</td>
<td>-4.6978</td>
<td>-2.0375</td>
<td>-10.1310</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Shekel 7</td>
<td>-5.7752</td>
<td>-7.4658</td>
<td>-8.0417</td>
<td>-5.9069</td>
<td>-2.4365</td>
<td>-10.3892</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
<tr>
<td>Shekel 10</td>
<td>-4.8883</td>
<td>-5.0071</td>
<td>-6.0913</td>
<td>-6.1175</td>
<td>-2.2369</td>
<td>-10.5257</td>
<td>PSO, HS, KMA, HOGO</td>
</tr>
</tbody>
</table>

Table IV shows that in general, the convergence performance of the proposed algorithm is good. It achieves convergence in the early iteration while solving all fixed dimension multimodal functions. Besides, it also achieves convergence in the early iteration in solving the Schwefel 2.22 and Shekel Foxholes functions. Otherwise, it needs a higher maximum iteration to achieve convergence.

The third simulation is conducted to observe the sensitivity of the fishing aggregate devices related to the proposed algorithm’s performance. The fishing aggregate devices are chosen due to their role in determining the exploration mechanism. In this simulation, there are three values of the fishing aggregate devices: 0.25, 0.5, and 0.75. These values represent the low, moderate, and high fishing aggregate devices. The result is shown in Table V.

Table V shows that the sensitivity of the fishing aggregate devices is various depend on the problem to solve. The increase of the fishing aggregate devices worsens the proposed algorithm’s performance in solving the most of unimodal functions, except Schwefel 2.22. On the other hand, the fishing aggregate devices do not affect the proposed algorithm’s performance in solving most of the multimodal functions.

The fourth simulation is conducted to evaluate the sensitivity of the number of candidates related to the proposed algorithm’s performance. In this simulation, there are three values of the number of candidates: 5, 10, and 15. These values represent the low, moderate, and high number of candidates. The result is shown in Table VI.

Table VI shows that in general, the number of candidates has positive relation the proposed algorithm’s performance. The increase of the number of candidates tends to improve the performance. This circumstance occurs in all functions: unimodal functions and multimodal functions. In the beginning, the improvement is significant. But, after the algorithm reaches its peak performance, the improvement is less significant. In some functions, such as Schwefel 2.22 and Goldstein-Price, the peak performance is achieved in the small number of candidates.

The fifth simulation is conducted to evaluate the performance of the proposed algorithm in solving the real-world optimization problem. An algorithm test using a real-world optimization problem is needed to prove that the algorithm is good theoretically and practically. In this simulation, the proposed algorithm is implemented to optimize the production planning process in a manufacturing company.
### TABLE IV. CONVERGENCE TEST RESULT

<table>
<thead>
<tr>
<th>Function</th>
<th>Average Fitness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_{max} = 50$</td>
</tr>
<tr>
<td>Sphere</td>
<td>46.4677</td>
</tr>
<tr>
<td>Schwefel 2.22</td>
<td>0.0020</td>
</tr>
<tr>
<td>Schwefel 1.2</td>
<td>148.1581</td>
</tr>
<tr>
<td>Schwefel 2.21</td>
<td>4.8131</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>652.8542</td>
</tr>
<tr>
<td>Step</td>
<td>24.0461</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.0145</td>
</tr>
<tr>
<td>Schwefel</td>
<td>-2.6394568</td>
</tr>
<tr>
<td>Ratsrigin</td>
<td>9.5166</td>
</tr>
<tr>
<td>Ackley</td>
<td>4.4461</td>
</tr>
<tr>
<td>Griewank</td>
<td>1.3237</td>
</tr>
<tr>
<td>Penalized</td>
<td>2.6256</td>
</tr>
<tr>
<td>Penalized 2</td>
<td>9.6735</td>
</tr>
<tr>
<td>Shekel Foxholes</td>
<td>1.0821</td>
</tr>
<tr>
<td>Kowalik</td>
<td>0.0008</td>
</tr>
<tr>
<td>Six Hump Camel</td>
<td>-1.0316</td>
</tr>
<tr>
<td>Bralin</td>
<td>0.3981</td>
</tr>
<tr>
<td>Goldstein-Price</td>
<td>3.0000</td>
</tr>
<tr>
<td>Hartman 3</td>
<td>-0.0495</td>
</tr>
<tr>
<td>Hartman 6</td>
<td>-3.2780</td>
</tr>
<tr>
<td>Shekel 5</td>
<td>-9.6085</td>
</tr>
<tr>
<td>Shekel 7</td>
<td>-10.1142</td>
</tr>
<tr>
<td>Shekel 10</td>
<td>-10.0074</td>
</tr>
</tbody>
</table>

### TABLE V. RELATION BETWEEN FISHING AGGREGATE DEVICES AND FITNESS SCORE

<table>
<thead>
<tr>
<th>Function</th>
<th>Average Fitness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$fad = 0.25$</td>
</tr>
<tr>
<td>Sphere</td>
<td>4.3085</td>
</tr>
<tr>
<td>Schwefel 2.22</td>
<td>0</td>
</tr>
<tr>
<td>Schwefel 1.2</td>
<td>40.6408</td>
</tr>
<tr>
<td>Schwefel 2.21</td>
<td>2.4441</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>131.9147</td>
</tr>
<tr>
<td>Step</td>
<td>1.5093</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.0077</td>
</tr>
<tr>
<td>Schwefel</td>
<td>-2.955718</td>
</tr>
<tr>
<td>Ratsrigin</td>
<td>10.4572</td>
</tr>
<tr>
<td>Ackley</td>
<td>2.6340</td>
</tr>
<tr>
<td>Griewank</td>
<td>0.8104</td>
</tr>
<tr>
<td>Penalized</td>
<td>1.1464</td>
</tr>
<tr>
<td>Penalized 2</td>
<td>1.1628</td>
</tr>
<tr>
<td>Shekel Foxholes</td>
<td>0.9981</td>
</tr>
<tr>
<td>Kowalik</td>
<td>0.0004</td>
</tr>
<tr>
<td>Six Hump Camel</td>
<td>-1.0316</td>
</tr>
</tbody>
</table>

### TABLE VI. RELATION BETWEEN NUMBER OF CANDIDATES AND FITNESS SCORE

<table>
<thead>
<tr>
<th>Function</th>
<th>Average Fitness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n(C) = 5$</td>
</tr>
<tr>
<td>Sphere</td>
<td>10.2168</td>
</tr>
<tr>
<td>Schwefel 2.22</td>
<td>0</td>
</tr>
<tr>
<td>Schwefel 1.2</td>
<td>63.8637</td>
</tr>
<tr>
<td>Schwefel 2.21</td>
<td>3.7031</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>173.8898</td>
</tr>
<tr>
<td>Step</td>
<td>4.2628</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.0111</td>
</tr>
<tr>
<td>Schwefel</td>
<td>-2.5842545</td>
</tr>
<tr>
<td>Ratsrigin</td>
<td>17.5424</td>
</tr>
<tr>
<td>Ackley</td>
<td>3.1073</td>
</tr>
<tr>
<td>Griewank</td>
<td>0.9317</td>
</tr>
<tr>
<td>Penalized</td>
<td>1.2564</td>
</tr>
<tr>
<td>Penalized 2</td>
<td>2.7543</td>
</tr>
<tr>
<td>Shekel Foxholes</td>
<td>1.3601</td>
</tr>
<tr>
<td>Kowalik</td>
<td>0.0008</td>
</tr>
<tr>
<td>Six Hump Camel</td>
<td>-1.0316</td>
</tr>
<tr>
<td>Bralin</td>
<td>0.3980</td>
</tr>
<tr>
<td>Goldstein-Price</td>
<td>3.0000</td>
</tr>
<tr>
<td>Hartman 3</td>
<td>-0.0495</td>
</tr>
<tr>
<td>Hartman 6</td>
<td>-3.0389</td>
</tr>
<tr>
<td>Shekel 5</td>
<td>-9.8176</td>
</tr>
<tr>
<td>Shekel 7</td>
<td>-10.3370</td>
</tr>
<tr>
<td>Shekel 10</td>
<td>-10.4374</td>
</tr>
</tbody>
</table>

The simulation scenario is Muslim socks manufacturer in Bandung, Indonesia. This company produces 40 product items. Half of them are long socks, while half others are short socks. Six items are fast-moving products while the others are moderate ones. The most fast-moving products are the light brown socks, both short and long. The other fast-moving products are white socks and black socks. Each item should be produced within the minimum and maximum production ranges. On the other hand, there is a limitation in the storage and financial capacity so that all produced socks cannot surpass the total production quantity. The maximum total capacity is only 5,250 dozen. The characteristics of every item are shown in Table VII. The production quantity is presented in dozen while the price is presented in rupiah. The objective is to maximize total gross profit.
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This optimization problem can be seen as a Knapsack optimization problem. The concept of the Knapsack problem is that there is a space with a limited capacity [26]. On the other hand, there are several products to pick up. The objective is to determine the items, and the quantity picked to minimize or maximize the objective parameters.

The proposed algorithm is compared with PSO, HS, KMA, and MPA in this simulation. Due to its characteristic as a multi-dimension problem with a large search space, the maximum iteration for PSO, KMA, MPA, and SMPA-MC is set at 300. Meanwhile, the maximum iteration for HS is set at 12,000. The result is shown in Table VIII.

Table VIII shows that the proposed SMPA-MC outperforms three algorithms in creating better total gross profit. Its total gross profit is 9% higher than PSO, 19% higher than MPA, and 30% higher than KMA. On the other hand, its performance is only 1% lower than HS. This result shows that although HS is inferior in solving a theoretical mathematical problem, its performance is superior in solving real-world high dimension problems.

V. DISCUSSION

In general, Table III shows that the proposed SMPA-MC algorithm is better than the original MPA in solving multimodal functions. Its superiority especially occurs in solving multimodal functions with low dimension and narrow problem space, as indicated by the last ten functions. On the other hand, MPA is better at solving unimodal functions. The proposed algorithm is better at avoiding local optimal trap (exploration), while the MPA is better at finding the near-optimal solution or more precise solution. In the context of the method used in these algorithms, it is shown that the Levy movement creates more precise solutions than a uniform random or simple random walk.

There are several notes due to the competitiveness of the proposed algorithm. All metaheuristic algorithms use iteration to improve their current solution [6]. The result in Table IV shows this circumstance. Some functions can be solved faster, while others need more iteration, such as high dimension functions or functions with large problem space. Besides, an algorithm may be better in the early iteration, which means they are better in finding the convergence. On the other hand, some algorithms may be worse in the early iteration but better in the long run.

Metaheuristic is also identical with adjusted parameters. These parameters are provided to tune the algorithm’s performance in the adaptation of many optimization problems. The inferior performance of PSO, HS, and KMA in Table III may come from the adjustment. By implementing different adjustments, an algorithm may perform better or worse depending on the problem it faces. It means that competing with one algorithm with the others is not the only tool to judge the algorithm’s performance.

The adjustment also affects to the performance as it is shown in Table V and Table VI. Although exploration is important to avoid the local optimal trap, targeted exploration is proven more effective rather than the fully randomized exploration, especially in the later iteration. Higher fishing aggregate devices makes the probability of the fully randomized exploration higher. It means, the searching process will restart at location somewhere in the problem space and it is not productive in the later iteration. In some circumstance, the number of candidates gives positive results. But, after the algorithm reaches its peak performance, the increase of the number of candidates does not improve the algorithm’s performance significantly.

Table III also strengthens the no-free-lunch theory [27]. Although, in general, PSO and HS are inferior compared to HOGO, MPA, and the proposed SMPA-MC, they are still superior in solving several functions. PSO is superior in solving four functions, while HS is superior and can find the true optimal solution in solving three functions.

As shown in Table VIII, the real-world simulation result demonstrates that superiority in solving a high-precision mathematical problem may not work in solving real-world problems. In theoretical mathematical problems, the parameters are usually represented in floating-point numbers. Very little difference between two floating-point numbers may give a significant gap in the result. An algorithm can achieve better performance by generating a more precise floating-point number. This process can usually be conducted by making small and high-precision step sizes during the guided movement. Small step size is usually achieved by generating a more precise random number, for example by using Levy movement or normal distribution. On the other hand, uniform random is usually less precise.

On the other hand, many real-world problems do not need very precise floating-point numbers. Many of them usually use integer numbers, especially in operations research. Many studies in operations research use integer numbers, for example, to find the number of products that should be produced or ordered. It is impossible to produce goods, for example, shoes, cars, and so on, in a fractional quantity. This circumstance makes the high precision optimization algorithm, such as KMA, MPA, or HOGO, lose their advantage.
Moreover, the objective function in real-world problems is simpler than the theoretical mathematic problems. In real-world problems, especially in operations research problems, most of their objectives can be presented in multi-variate linear functions, such as minimizing total tardiness [28], production cost [29], travel distance [30], and so on. This objective can be achieved by accumulating these parameters in all dimensions, for example, by accumulating all due date penalties of all executed orders or accumulating the total quantity of all unexecuted orders due to limited production or storage capacity. This objective is even simpler than Sphere and Schwefel 2.22 functions, which are the simplest among 23 benchmark functions. But in real-world problems, some optimization problems use a multi-objective model.

This circumstance is also related to the popularity of the algorithm. Many studies in optimization, especially operations research, still use old-fashioned algorithms, such as genetic algorithm, tabu search, simulated annealing, or variable neighborhood search. This phenomenon indicates that these algorithms are still well-proven and competitive enough to solve real-world problems. However, they are often beaten by the shortcoming algorithms in solving mathematical functions. Besides, the mechanism of these old-fashioned algorithms is simple so that they are easy to modify or hybridize.

VI. CONCLUSION

This work has demonstrated that the proposed algorithm, the stochastic marine predator algorithm with multiple candidates, has proven as a good metaheuristic algorithm. It has achieved two main objectives of metaheuristic algorithm: finding a near-optimal solution and tackling the local optimal. The simulation result shows that its performance is competitive in solving optimization problems theoretically and practically. Among 23 benchmark functions, it achieves true optimal solution in solving 5 functions. Compared with other algorithms, its performance is also superior in solving 10 functions. This algorithm also outperforms the original form of the marine predator algorithm in solving 13 functions, which means 57 percent of total functions. Practically, it is also competitive in solving real-world problems. It outperforms particle swarm optimization, marine predator algorithm, and Komodo milipir algorithm in optimizing production planning problems. Its performance is 9%, 19%, and 30% better than these three algorithms consecutively.

This work has shown that improving the existing algorithm is also important compared to proposing a new algorithm. This improvement can be conducted by modifying the current form of the algorithm or hybridizing this algorithm with another algorithm to combine the advantage of every algorithm. In the future, modifying the marine predator algorithm is still possible and challenging. Besides, implementing this proposed algorithm to solve more real-world optimization problems is still potential, especially in solving combinatorial problems, such as scheduling, timetabling, etc.
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Abstract—To prevent fraud in e-shopping, the High-Speed Key Transmission Technique (HSKT) is primarily focused on safe and efficient transactions of payments and product content. The privacy of users, traders, trader information, product content, and the payment procedure are all protected by this framework. High speed key transmission is also committed to providing an effective, sensible approach to privacy in order to minimize the complexity of applications and the load on consumers. This paper proposes a new key transmission technique that allows users to conduct multi-banking account transactions from a single location. The proposed system is devoted to preventing unwanted people from gaining access. The secret key is used to represent access mechanisms, allowing authorized users to verify the transaction if and only if its characteristics meet secret key access requirements. Finally, the proposed high-speed key transmission technique (HSKT) improves the chances of success and throughput by reducing the time it takes to decrypt and encrypt, the amount of energy it uses, and the average delay.
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I. INTRODUCTION

Payment issues plague e-commerce applications including electronic transactions using Visa otherwise debit cards, net banking, PayPal, or other tokens take more inconsistency issues since it is more vulnerable to being targeted. To prevent fraud in e-shopping, the high-speed key transmission method (HSKT) is primarily focused on safe and efficient payment processes and product content [1-5]. The privacy of users, traders, trader information, product content, and the payment procedure are all protected by this framework. HSKT is also committed to providing an effective, sensible approach to privacy in order to minimize the complexity of applications and the load on consumers. This method allows users to conduct multi-banking account transactions from a single location. This system is devoted to preventing unwanted people from gaining access [6-10].

The secret key used to represent access mechanisms, allowing authorized users to verify the transaction characteristics meet secret key access requirements. Finally, HSKT reduces decryption and encryption time, energy consumption, average delay, and increases achievement rate and throughput compared to other sites, which incur greater consequences if information is lost or modified. Although, the Indian government took positive steps encouraging rapid expansion of E-commerce enacting cyber-laws, by lowering framework taxes. People are hesitant to make online purchases due to concerns about security and installation methods [11]. Additionally, there are fraudulent debit cards and credit cards that happens to anybody when shopping online.

E-commerce applications suffer from payment problems; for instance, automated transactions using Debit cards or Visa, PayPal or Net banking, or methods by the way of other tokens partake added consistency issues and are more likely to be targeted than other sites because they suffer more consequences if information is lost or modified. Although, the Indian government has made significant steps to promote the rapid growth of E-commerce by enacting cyber legislation, lowering framework taxes, and so on. People are hesitant to make online purchases due to concerns about security and installation methods.

A. Objectives

The resulting ones are the main objectives of this work:

- To create a High-Speed Key Transmission (HSKT) technique that will allow for safe and quick financial transactions while preventing fraudulent behavior.
- To use a privacy method to keep track of traders and consumer content profiles.
- To provide an E-Commerce information retrieval system that is both effective and secure for both merchants and consumers.

To enhance the suggested method's success rate by reducing encryption and decryption time, average delay, and energy usage when compared to current methods.

II. LITERATURE REVIEW

The term "cryptography" comes from the Greek and means "the process of making data unintelligible." This prevents an unauthorized user from getting their hands on sensitive information. To put it another way, it's a method for concealing data in transit [12]. As soon as the transmitter uses cryptographic methods and a particular key to turn the data into cypher text, it is sent to the recipient. Encryption is the name given to this technique. To decrypt a message, the receiver uses a known key to decipher the ciphertext. Decryption is the term for this step.
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There are two types of cyphers known as symmetric (or secret) and asymmetric (or public). In order to accomplish security, each of them makes use of a discrete and distinct set of techniques. Symmetric key cryptography focuses on the structure of simple repeated cryptographic processes, while asymmetric cryptography relies on the complexity of a mathematical problem [13].

To save energy, network designers should employ symmetric key cyphers to encrypt data sent by sensor nodes. Due to resource limits, standard cryptographic techniques cannot be used on sensor nodes. For these networks, a key management method provides the best security. Before exchanging information, nodes must safely exchange keys. The key management is a multi-operational approach where the initial key is produced, then disseminated and traded across the nodes, then utilized by the sender and recipient, and finally abandoned and renewed. Thus, key management system essential processes are: creation, distribution, exchange, usage, abolish, and refresh. WSNs are managed in several ways [14].

Conventional public-key cryptosystems have a major drawback in that in order to provide the high degree of security required, the key size must be suitably big [15]. In the third place, we have hybrid key cryptography, which brings together symmetric and public key elements. It combines the best features of the two approaches. Public-key cryptography (PKC) has been demonstrated to be a viable method of encrypting data[16].PKC is gaining traction in WSNs because it is capable of solving two basic and challenging challenges, namely authentication and symmetric key distribution, using DSA and Diffie-Hellman key exchange [17][18]. For sensor nodes with limited resources, ECC is an excellent choice since it has less overhead than RSA, but ECC operations are still hefty [19]. ECC is superior to RSA in terms of security [20].

III. PROPOSED METHODOLOGY

It concentrated on the cryptography algorithms. The reader can get a clear comparison of the key length and the analytical view of the cryptography methods to be utilized in the real-time applications utilizes the model. Where, AES, DES and Blowfish algorithm are discussed details with their key generation, key comparisons, encryption and decryption process. All conventional method is evaluated on regular postponement, energy intakes, throughput, encryption and decryption time. Blowfish algorithm is more secure for increasing the key size. It compared to other symmetric key algorithms and offered less processing time and rounds [21-25].

The secure and efficient payment transaction (SEPT) approach aims to prevent hackers from tracing one's online transaction. Initially, entering account numbers are very simple. Hence, the system gathers account numbers with allotted password details. Next, due to a multi encryption method, consumer will receive interim password for activating the account. Finally, Aadhar number should be entered to validate the consumer profile verifications and activate the account for further transactions [26-30].

A. Implementation Preprocessing Steps for SEPT

Implementation preprocessing steps are as follows Authentication process, Purchase Request, Authorization Demand, Authorization Response, Cardholder Authentication Demand, Cardholder Authentication Response and Ending Payment and Secure and Efficient Payment Transaction (SEPT) Approach.

The system has highly concentrated on the secure and efficient payment transactions to avoid fraudulent action. The study's primary goal is to provide an effective smart method to protect privacy while avoiding the complexity of apps and consumer burden. The study explains about HSHT algorithm with their system workflow, implemented modules, the implementation details, mathematical proof, operational details, and dataflow diagram. It explains the implementation, logical, analytical, and view of HSHT.

The HSHT method is used to get a clear concept of the logical and the analytical view of the proposed HSHT method for implementing in the real-time e-commerce applications. The proposed methodology ensures secrecy and efficiency in payment transactions of product content to avoid fraudulent activity in e-commerce.

B. Implementation Pre-Processing Steps for EHSKT

Implementation preprocessing steps are as follows Admin, Product Upload Module, Product Update and Product History, User Authentication, Product Search, View Shopped Products, Order Process and Payment Process. For safe and quick financial transactions, as well as to prevent fraudulent behavior, a High-Speed Key Transmission (HSKT) Technique is suggested. The suggested method generates a unique id for financial transactions using a UUID (Universally Unique Identifier). To prevent fraud, the proposed system produces a Unique ID (Identifier) that consists of a mix of numbers, alphabets, and special characters. This method allows users to conduct multi-banking account transactions from a single location. The suggested system is devoted to preventing fraud and unauthorized users.

The approach enhances the RSA methodology by using a 4096-bit key length, which makes it more successful for creating and distributing secret keys in hazardous settings. The secret key of authorized user is used to represent access mechanisms in this case, allowing transaction to be verified if and only if transaction features satisfy secret key access criteria. Vertical or horizontal partitioning of data is often anticipated. In case of horizontally partitioned data, several places collect the same set of information about distinct entities. The proposed system created security based on data attributes. The suggested method reduces the time required for encryption, decryption, and key complexity. The suggested design approach is as follows: Setup:

The method accepts a collection of numbers, alphabets, and a special character k as an input parameter and reverses public key PK and user secret key, USK. For the creation of unique transaction IDs, PK is used.
1) Secret key generation: Generating two large random prime numbers h and k and it has approximately equivalent size to item N = hk necessitated 4096 bits length. Computing N = secret key exponent SE, 1 < SE < ϕ becomes SE = 1 mod ϕ. The private key is (SE, h, k) and public key is (N, i). Maintain all the values of SE, h, k and ϕ secretly. When using SE, the private key is sometimes expressed as you need as the value of N. We could write the key pair as ((N, I SE) at other instances.

Modulus is a term that refers to the number N. The exponent is also known as the public exponent, encryption exponent, or simply exponent. The secret key exponent (SE) is also known as the decryption exponent.

This method will utilize the access tree structure h and k as well as the user secret key USK as inputs. This method uses a secret key or signature S that allows the user to verify transactions for specific users. Only an authorized user may generate using USK. Transactions Validations:

The user has the ability to make modifications, such as generating a message digest of the material to be shared. Exponent DE between 1 and N-1 is used to represent this message or content digest. Calculates the signature S = DESE mod N using the private key (N, SE) and sends it to the recipient. On the receiver's side, calculate integer x = Si mod N using the sender's public key exponent (N, I) Calculates the message or content digest of the data that has been signed independently. It calculates the expected representative integer x' by encoding the expected message digest if x = x', the signature is correct.

It takes user input together with their signature S in order to initiate the key access structure's payment validation process. The suggested method validates payment transactions if and only if the set payment characteristics matches the user signature in the access tree.

2) Encryption: The user may get the receiver's public key and represent the plaintext content as a positive integer PI with 1PIN, compute the ciphertext CT = PI mod N, and send the ciphertext to the receiver in the following methods.

3) Decryption: Based on the size of SE and N, the receiver uses his/her private key (N, SE) to compute PI = CTSE mod N using his/her private key (N, SE). It retrieves plain text from a message or a PI that represents content.

C. Working with EHSKT Technique System Constraints

H and K are two important prime numbers with bit widths of 4096 that are kept hidden. The size difference between the two sizes must be large enough in the security scenario.

N = H * K, ϕ = (H - 1) (K - 1), and ϕ is kept secret. Our software utilizes a 4096 bit modulus EHSKT implementation. PI can use only positive integer, but then great general separation with respect to N and ϕ should bw 1. SE * i = 1 mod ϕ where i is an integer.

PK (PI, N) referred as public key PK, whereas SK (SE, N) is the private key. Considering PT equals plaintext, (PTPI) SE ≡ PT mod N = PT mod H, PT mod K.

Process

Encryption: CT = Enc (PI, PT) = PTPI mod N.

Decryption: PT = Dec (SE, CT) = CTSE mod N = CTSE mod H, CTSE mod K.

Operations

Choose two big prime numbers and calculate N and ϕ. To speed up encryption select PI=3. Depends on PI and N then SE can be estimated. Calculate P(key mod H, PTkey mod K, where the key can be PI as well as SE.

For ϕ = (H-1) (K-1) is even, PI may be tried from 3. As a result, PI can be raised by 2 once.

The following is an example of a PI computation algorithm:

```java
BigInteger ComputePI(BigInteger ϕ) {
    BigInteger PI = 3; 
    While (GCD(ϕ, PI) != 1) // Here Greatest Common Divisor is the function to calculate the greatest common division of two integers, and it can be executed with Euclid’s Algorithm.
        PI = PI + 2;
    Return PI;
}

GeneratePublicKey(BigInteger PI) {
    BigInteger one = BigInteger.ONE; BigInteger two = one.add(two);
    Return i;
}

GeneratePrivateKey(BigInteger N, BigInteger DE) {
    Key = key.add(two);
    Return key;
}

Encryption(BigInteger PI, BigInteger SK) {
    BigInteger VS = powerModule(SK);
    if(VS.compareTo(SK) == 0) {
        Return true;
    }
    Return false;
}

Decryption(BigInteger CT, BigInteger SK) {
    BigInteger VS = powerModule(SK);
    if(VS.compareTo(SK) == 0) {
        Return true;
    }
    Return false;
}
```

IV. RESULT AND DISCUSSION

A. Comparative Analysis of Closest Conventional Approaches

For safe payment in financial transactional processes, DES, AES, and BLOWFISH are used. As shown in Table I, it also
supports the suggested technique for reducing delay, encrypting time, energy usage, decryption time, and increasing throughput, and it was discovered that blowfish has the best score for each given constraint for the corresponding parameter.

The suggested method is evaluated based on average delay, throughput, encryption time, energy consumption, and decryption time, as shown in Fig. 1. Based on average delay, throughput, encryption time, energy consumption, and decryption time, Blow Fish (BF) is calculated using Data Encryption Standard (DES) and Advanced Encryption Standard (AES) methods. The nearest competitor is AES. The data confidentiality and integrity were supplied by AES. AES fails to reduce key complexity, and it readily compromises key privacy. Blow Fish (BF) has enhanced security for safe and fast financial transactions while also preventing fraud. Blow Fish (BF) improves 7.02 percent by 0.40 AD (Average Delay), 2.45 EC (Energy Consumption), 0.52 ET (Encryption Time), and 0.68 DT (Decryption Time) (Throughput). Finally, the article argues that the Blow Fish (BF) algorithm is the best.

B. Comparative Analysis of Closest Conventional Approaches using RSA

The RSA (1024) and RSA (2048) key length is used for secure and efficient payment transaction process. It also supports proposed methodology for minimizing the average delay, encryption time, decryption time as shown in Table II seen that RSA (2048) shows best score on every specified constraint for the respective parameter.

Based on the observation of Fig. 2 is estimated RSA algorithm utilizing key length of 1024 and 2048 bits. The RSA algorithm set the public exponent keys 1 to 3. Since, it offers better performance in key validations. The public exponent is generally utilized in constrained surroundings anywhere various validations have to occur. The results utilizing other exponents, key generations are more proficient, and validations are efficient. Finally, the performance of the RSA algorithm is good for security.

The cryptography method is used for the protection of information. These methods are utilized for decryption and encryption process over information. The Secure and Efficient Transaction System through RSA algorithm set the public exponent keys and it offers better performance in key validations. The public exponent is generally utilized in constrained surroundings, anywhere various validations have to incur security.

It concentrates on the secure and efficient payment transaction system and subsequently formulates new criterion functions for secure payment framework. It also prohibits hackers from tracing one's online transaction. The proposed system works based on Aadhar for secure payment transaction systems. Here, Aadhar act as a unique identification number (UID). The design narrated above in this chapter, is utilized to get a clear idea of the logical and analytical view of the proposed Encryption and Decryption process of Secure and Efficient Transaction System through Aadhar approach for real-time applications. The study explains the secure payment system through Aadhar ID for internet or web-based business using secure and efficient payment transaction with RSA algorithm process flow, mathematical steps. The system workflow diagrams and security of payment system details are displayed. It explains the implementation, logical, analytical, and mathematical view of secure and efficient payment transaction algorithm. Here RSA algorithm uses 2048 key size. It enhances protection for secure payment process.

TABLE I.  ENCRYPTION TIME, DECRYPTION TIME FOR E-COMMERCE AVERAGE DELAY, THROUGHPUT, ENERGY CONSUMPTION

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Encryption Time (s)</th>
<th>Decryption Time (s)</th>
<th>Average Delay (s)</th>
<th>Throughput (Kbps)</th>
<th>Energy Consumption (Joules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>0.314</td>
<td>0.321</td>
<td>49.1367</td>
<td>5.27</td>
<td>72.087</td>
</tr>
<tr>
<td>DES</td>
<td>0.434</td>
<td>0.451</td>
<td>48.7766</td>
<td>28.13</td>
<td>83.087</td>
</tr>
<tr>
<td>BF</td>
<td>0.262</td>
<td>0.253</td>
<td>48.7349</td>
<td>35.2</td>
<td>85.544</td>
</tr>
</tbody>
</table>

TABLE II.  DECRYPTION TIME, AVERAGE DELAY AND ENCRYPTION TIME

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AverageDelay (s)</th>
<th>EncryptionTime (s)</th>
<th>Decryption Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSA(1024)</td>
<td>2.5</td>
<td>4.52</td>
<td>3.12</td>
</tr>
<tr>
<td>RSA(2048)</td>
<td>2.9</td>
<td>5.13</td>
<td>4.13</td>
</tr>
</tbody>
</table>

Fig. 1. Encryption Time, Decryption Time for e-Commerce Average Delay, Throughput, EnergyConsumption.

Fig. 2. Decryption Time, Average Delay and Encryption Time.
C. Simulation Result

The proposed technology represents a mathematical model to estimate the performance of Customer Success Rate, Mean of Transaction Time (MTT), and Reliability (R) to find the effectiveness of Secure and Efficient Payment Transaction with Aadhaar technology. The proposed technology expresses the payment process in secure and efficient way in e-commerce applications.

1) Customer success rate (CSR): The customer success rate refers to the person's discernment that utilizing a specific framework to deal with. It considered one of the most influential features behalf of new technology adoption like as the customer success rate. It has an effect on the attitude, self-viability, and instrumentality with utility. The impact of the perceived customer success rate has been exhibited in various database forums with various setting. The customer success rate is depending upon the attitude and aim whose details are explained in equation (1).

\[
CSR = \frac{TF_{\text{True}} + T_{\text{False}}}{T_{\text{Fail}} + T_{\text{True}} + FTF_{\text{False}} + FTF_{\text{True}}} \tag{1}
\]

Where, TF Transaction Fail, TT is Transaction True, FTF is False Transaction fail and FTT is False Transaction True. This derivation notifies that CSR mostly based on some features condition.

2) Mean of transaction time (MTT): The mean of transaction time is estimated by separating the total value of all exchanges by the number of exchanges or sales. This can be estimated on a day-day, month to month or yearly premise. The mean of transaction time is exhibited in equation (2).

\[
MTT = \frac{\text{Total Transaction Value}}{\text{Number of Salele.}} \tag{2}
\]

3) Reliability (R): A client's total number of partnerships with an organization and its products. Client experience management is a fundamental component of client relationship management. The client's overall impression of the organization and contributions is reflected in the overall experience. In equation, the suggested approach provides a mathematical model for Reliability (R) (3).

\[
\text{Reliability} = \frac{\text{Performances of Process} - \text{Exception of Products}}{\text{Performances of Process}} \tag{3}
\]

Table III represents the Customer Success Rate, Mean of Transaction Time (MTT) and Reliability (R) with payment data for secure and efficient payment transactions. The proposed technology displays their average values for respective parameters with the respective data. The SEPT with Aadhaar technology is evaluated with the existing technology; namely, POS (Point of Sale), Mobile-based technology, Micro-ATM, Kiosk. According to Table III, it noticed that SEPT approach is best method compare than other existing method that have the best result on every specific aspect for the respective parameter.

Based on Table III, the proposed technique SEPT with Aadhaar ID computes Customer Success Rate, Mean of Transaction Time and Reliability for identifying the effectiveness of the technology. Fig. 3 shows the payment processing of CSR, R and MTT values. The proposed method is evaluated with POS payment technology, Mobile payment technology, Micro-ATM payment technology and Kiosk payment technology existing method on behalf of Customer Success Rate, Mean of Transaction Time, and Reliability. The POS technology depended on resolutions with or without Smart Card for payment process. A customer to offer their payment data in the transaction for a product or service utilizes it. However, there are many forms of POS frameworks utilized in numerous company types and it have privacy problems. The proposed method is providing efficient schemes for secure payment transaction process. Micro ATMs permit clients to perform fundamental economic exchanges utilizing only their unique number and fingerprint as unique evidence (according to a Bank Identification Number for inter-bank exchanges). However, it has manual access to all submitted document works. Kiosk payment technology is banking resolutions utilizing little bandwidth Internet for connectivity. However, it fails to maintain customer success rate and transaction time of payment process. The mobile payment technology is the nearest competitor on overall parameters. Mobile-based technology for transaction achievement will be able to meet their requirements and expectation much better than other delivery resolutions or platforms. However, it fails to maintain security and transaction time for all most cases. Proposed technique reduces 0.6 MTT (Mean of Transaction Time) and improves 0.9% (Reliability) and 0.9% of CSR (Customer Success Rate). Finally, the study concluded that the suggested SEPT technique outperforms all other evaluation matrices and input characteristics. As a result, the SEPT is the best technique in terms of overall characteristics.

<table>
<thead>
<tr>
<th>Technology</th>
<th>CSR</th>
<th>MTT</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>4.05</td>
<td>2.6</td>
<td>3.6</td>
</tr>
<tr>
<td>Mobile</td>
<td>1.8</td>
<td>1.5</td>
<td>2.24</td>
</tr>
<tr>
<td>Micro-ATM</td>
<td>3.4</td>
<td>2.4</td>
<td>3.2</td>
</tr>
<tr>
<td>Kiosk</td>
<td>2.9</td>
<td>2.1</td>
<td>2.51</td>
</tr>
<tr>
<td>SEPT</td>
<td>4.95</td>
<td>0.9</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Fig. 3. Customer Success Rate (CSR), Reliability (R) and Mean of Transaction Time (MTT) for Payment Processing.
D. HSKT Technique

To prevent fraud, the HSKT investigates performance indicators to enhance security for safe and fast financial transaction processes in e-commerce applications. It provides evaluation metrics such as average delay, throughput, energy usage, encryption time, and decryption time.

1) **Average delay:** The timing difference between current data packets received as well as preceding data packets transmitted is evaluated using the HSKT method in the stages. In equation, the suggested approach is defined as a mathematical model for the average delay in equation (4). The average delay (AD) is calculated as follows:

\[
\text{Average Delay} = \frac{\text{Pkt Received Time} - \text{Pkt Sent Time}}{\text{time}}
\]  

2) **Throughput:** The throughput is an average of successful finance transactions and client record maintenances. The proposed method is described as a mathematical model for throughput in equation (5). Throughput is evaluated as:

\[
\text{Throughput} = \frac{\sum \text{Packets Received} \times \text{Packet Size}}{1000}
\]

Where \( n \) is number of packets.

3) **Energy consumption:** Over the simulation period, the energy usage is really the difference between the new and residual energy. The energy consumption graph depicts the total amount of energy used in the Tx and Rx modes throughout the whole operation. Tx mode is used when one process transmits data to another process. Tx energy of a process state is the amount of energy needed to transmit a data packet. Tx energy is calculated depending on the size of the data packet (in bits). When a process state receives the packet from some other process state, it is in Rx mode. RX energy is the amount of energy required to receive a data packet. In equation (6), the suggested approach is defined as a mathematical model (7). The following is an estimate of the Energy Consumption (EC):

\[
\text{Energy Tx} = \frac{(330 \times \text{data Size})/2 \times 106}{\text{time}}
\]

\[
\text{Energy Rx} = \frac{(230 \times \text{data Size})/2 \times 106}{\text{time}}
\]

Where \( Tx \) is initial energy and \( Rx \) is residual energy.

4) **Encryption time (ET):** The encryption time finds to changes over the plaintext to the ciphertext. The encryption time depended on the message chunk size and the key size and illustrated in milliseconds. It has direct impact on the execution of the HSKT technique. The HSKT technique has the less encryption time, to create the encryption technique responsive and quick. The proposed methodology is defined as a mathematical model in equation (8). The Encryption Time (ET) is estimated as:

\[
\text{ET} = (I, CT \{EPi \} \in I)
\]

Where \( \text{ET} \) is an encoding process, and \( I \) is an attribute set. \( CT \) is ciphertext.

5) **Decryption time (DT):** The decryption time is a total time required to recuperate the plaintext from the ciphertext. For this purpose of HSKT technique is quick and responsive, it is attractive that the time taking for decoding is similar to the encryption time, and it is measured in milliseconds. A mathematical model in equations is used to describe the suggested approach (9). The following is an estimate of the Decryption Time (DT):

\[
\text{EP} = \text{EP}(g, s) \left( \text{EPi} \right)^{p(0)s}
\]

Where \( \text{EP} \) is an encoding process, and \( sk \) is a secret key.

With traditional methods, Table IV shows the Average Delay, Throughput, Energy Consumption, Encryption Time, and Decryption Time for various input restrictions. The suggested technique compared current methods to different types of algorithms such as DES, AES, and BF. On the basis of Table IV, it can be concluded that the suggested approach outperforms current methods. The method calculates Average Delay, Throughput, Energy Consumption, Encryption Time, and Decryption Time, as well as displaying average values for each parameter with specific data.

As shown in Fig. 4, the HSKT is computed using the average delay, throughput, encryption time, energy consumption, and decryption time. The suggested HSKT is computed using Data Encryption Standard (DES), Advanced Encryption Standard (AES), and Blow Fish (BF) techniques based on average delay, throughput, encryption time, energy consumption, and decryption time. The method that comes closest is BF. AES ensured the secrecy and integrity of the data. AES, on the other hand, fails to decrease key complexity and often compromises the secrecy of critical keys. The framework provides details about the programming environment, execution steps for the experimental process, tabular result, and comparative analysis of the proposed HSKT technique. It discovers the complete overview of how the proposed systems works, what is the necessary software required to implement this methodology. How these approaches are best when compared to other methods. The average delay, throughput, encryption time, energy consumption, and decryption time of the HSKT method are all assessed. The findings of the HSKT approach are compared to the nearest traditional methods in tabular and graphical form. HSKT enhances privacy for safe and fast financial transactions while also preventing E-commerce fraud. The HSKT improves by 59.8% and lowers 4.73 AD (Average Delay), 23.91 EC (Energy Consumption), 0.95 ET (Encryption Time), and 0.85 DT (Decryption Time) (Throughput). Finally, the study argues that the suggested HSKT technique outperforms all other evaluation matrices and input parameters.
TABLE IV. AVERAGE DELAY, THROUGHPUT, ENERGY CONSUMPTION, ENCRYPTION TIME AND DECRYPTION TIME FOR 50 USERS WITH VARIOUS DATA SIZES

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Delay (s)</th>
<th>Throughput (Kbps)</th>
<th>Energy Consumption (Joules)</th>
<th>Encryption Time (s)</th>
<th>Decryption Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DES</td>
<td>48.776</td>
<td>28.13</td>
<td>83.087</td>
<td>0.434</td>
<td>0.451</td>
</tr>
<tr>
<td>AES</td>
<td>49.136</td>
<td>5.27</td>
<td>72.087</td>
<td>0.214</td>
<td>0.221</td>
</tr>
<tr>
<td>BF</td>
<td>48.734</td>
<td>35.2</td>
<td>85.544</td>
<td>0.262</td>
<td>0.253</td>
</tr>
<tr>
<td>EHSKT</td>
<td>13.334</td>
<td>95.16</td>
<td>48.168</td>
<td>0.119</td>
<td>0.136</td>
</tr>
</tbody>
</table>

Fig. 4. Average e-Commerce Delay, Throughput, Energy Consumption, Encryption Time and Decryption Time.

V. CONCLUSION

The World Wide Web is the most important resource in contemporary business, since it opens up new business possibilities. E-commerce refers to an online store where goods is sold or purchased electronically. The High-Speed Key Transmission (HSKT) Technique was created to provide secure financial transactions, protect product content privacy, and prevent fraud. The privacy system keeps track of and controls the content profiles of merchants and clients. To prevent fraudulent behavior, the proposed approach increases throughput of safe besides effectual payment transactions, as well as the privacy of product content. The proposed method shows better results in performance parameters. In future, the method needs to focus more on transmission delay.
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Abstract—Automated document classification is the machine learning fundamental that refers to assigning automatic categories among scanned images of the documents. It reached the state-of-art stage but it needs to verify the performance and efficiency of the algorithm by comparing. The objective was to get the most efficient classification algorithms according to the usage of the fundamentals of science. Experimental methods were used by collecting data from a sum of 1080 students and researchers from Ethiopian universities and a meta-data set of Banknotes, Crowdsourced Mapping, and VxHeaven provided by UC Irvine. 25% of the respondents felt that KNN is better than the other models. The overall analysis of performance accuracies through various parameters namely accuracy percentage of 99.85%, the precision performance of 0.996, recall ratio of 100%, F-Score 0.997, classification time, and running time of KNN, SVM, Perceptron and Gaussian NB was observed. KNN performed better than the other classification algorithms with a fewer error rate of 0.0002 including the efficiency of the least classification time and running time with ~413 and 3.6978 microseconds consecutively. It is concluded by looking at all the parameters that KNN classifiers have been recognized as the best algorithm.
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I. INTRODUCTION

Document classification is a vital research area or topic since the establishment of digital documents used widely [1]. This is one of the major parts of the manual effort. More tech companies outsource the job and business processes people have to sort the documents of the packages manually. There is the availability of the hundreds of documents types. Nowadays, text classification is an important task because of the very large amount of text documents required to deal with day-to-day activities. In general, document classification can be classified as topic-based document classification and document genre-based classification. Topic-based document categorization can be classified documents according to their topics [2]. Also, texts can be written in many different genres, for example, academic papers, advertisement updates, political news, and movie reviews. Genre referred to the way a text is made, the way it was modified, the identification of language used, and the type of listeners to whom it is addressed. Existing studies on genre classification found that task differs from the categorization of topic-based [3]. Commonly, most data based on genre classification were collected from the newspaper, web, noticeboards, and live broadcasts.

The classification is an information retrieval from the metadata, manually classified, or via an automatic classifier retrieving information from the content. As manually classifying documents can be a time-consuming and inconsistent task. It is usually not beneficial on a larger scale. Instead, automatic Document Classification is suggested to solve the categorization of retrieved information, because of the automatic process for larger systems [4].

Although some degree of automation is achieved that helps to search through keywords and expressions the accuracy and efficiency of such solutions are questionable and not satisfactory. An approval of efficiency matters to show the user’s satisfaction that needs assessing and analyzing machine learning algorithms. It increases the satisfaction of automated document classification. The document classification contains many concepts as Fig. 1 shows.

Fig. 1. By [5] Venn Diagram of the Text Mining Area.
This study is organized as follows, In Section 1, Introduction is presented. Section 2 presents different types of Classification Algorithms. Section 3 describes the related works. Section 4 introduces the Methodology. Section 5 shows the Results and Discussions of the study. Conclusions and recommendations are discussed in Section 6 and Reference is cited in Section 7.

II. CLASSIFICATION OF ALGORITHM

A. Logistic Regression

According to [6], the binary outcomes either something happens or nothing happens, yes or no, pass or fail, living or dead are calculated using logistic regression. In addition, two factors were described: independent and dependent variables, which were examined to determine the binary outcome based on whether the outcomes were numeric or categorical. The independent variables might be categorical or numeric, but the dependent variable was categorical all the time and stated in equation (1):

\[ P(A=1|B) \text{ or } P(A=0|B) \]  

Whereas, A and B calculate the probability of the dependent variable and independent variable consequently.

Positive or negative connotation \{0, 1\} word or tree, grass and flower which was common object contained in a photo calculated by probability of each object between 0 and 1 R. Wolf, 2021.

B. K-Nearest Neighbor (KNN)

The objects in KNN were categorized as [7], defined, and filled by selecting numerous labeled training examples with the shortest distance from each other. The k-nearest neighbor classification method stood out with its simplicity and commonly used techniques for text categorization. Even if classifying items took longer when a large number of training samples were provided. Even with multi-categorized documents, this strategy works well for regulating categorization jobs. KNN should be chosen manually, and some of them can be determined by calculating the distance between each test object and all of the training samples.

C. Decision Trees

A decision tree is a tree in which internal nodes are labeled with terms, according to [8]. The branch was labeled by numerical data, while the leaf was labeled by categories. The "divide and conquer" method was employed in decision tree concepts. [8], further stated that each node in a tree corresponded to a collection of cases. Terms should check whether these were under the same label or not, according to this entire training example. Then, if not the same label, select partitioning terms from the pooled classes of documents with similar values for the term and place each of them in a distinct subtree.

D. Random Forest

The random forest algorithm was the enlargement of the decision tree, as mentioned in [6]; constructing the actual world an axis of decision tree from training data in the real world. It essentially normalizes data so that it bonds to a nearby tree on the data scale. Random forest prototypes are important because they solve the decision tree's problem of unnecessarily "pushing" data points into a category.

E. Naive Bayes Algorithm

A Naive Bayes classifier [9] is a "simple probabilistic classifier based on Bayes' Theorem and strong independence assumptions." It calculates the document's subsequent probability of being assigned to multiple classes and assigns the document to the class with the highest subsequent probability, employing the autonomous feature as the probability model. As a result, the existence of one feature in a classification task has no bearing on the existence of other features.

F. Perceptron

A threshold function serves as an activation function in a perceptron, which is an artificial neuron. Assume an artificial neuron with input signals \(x_1, x_2, \ldots, x_n\) and associated weights \(w_1, w_2, \ldots, w_n\) with \(w_0\) for constant, [10]. If the output of a neuron is assumed to be a perceptron, the equation is as follows in (2).

\[ O(x_1, x_2, \ldots, x_n) = \begin{cases} 1, & \text{if } w_0 + w_1 x_1 + \ldots + w_n x_n > 0 \\ -1, & \text{if } w_0 + w_1 x_1 + \ldots + w_n x_n \leq 0 \end{cases} \]  

G. Support Vector Machines

Support Vector Machines (SVM) are utilized for test classification which is a supervised classification algorithm. Text classifiers must cope with a large number of features [11] with high-dimensional input space. It is also capable of handling vast feature spaces and employed in place of adequate protection that is not based on the number of features. Furthermore, the majority of text categorization issues are linearly separable. Therefore, SVMs were developed to locate and search for linear separators.

H. Gaussian Naive Bayes

Gaussian Naive Bayes is also known as Gaussian NB which is based on the Gaussian Normal Distribution and supports continuous data, as specified by [12]. It's a Naive Bayes variation to compute continuous data, continuous values were often associated with each class and distributed according to the normal distribution.

III. RELATED RESEARCH

Automated document classification is the machine learning fundamental that refers to assigning automatic categories among scanned images of the documents. KNN is the most researched topic by most researchers, with the most important aspect being to perform a detailed study over survey applications that were performed by implementing introductory data mining books and survey reports that were documented by [13], which proposed many improvements of KNN algorithms for implementing data classification. Another noteworthy study by [14] was on the weighted KNN classification method based on various symbolic characteristics, in which the distance was measured and calculated before being depicted in the form of tables to produce real-valued distances from symbolic domains that
also represent features. The authors claim that the suggested method outperforms existing algorithms such as KNN because it was tested on three different application areas, with the key advantage being training speed and ease of implementation. 

[15], an optimization function based on the "leave-out-out cross-validation" technique and "greedy hill-climbing technique" and introduced three major "decision tree algorithms" was published that focused on an adjustment of weight while implementing KNN for identifying optimum weighted vector by using an optimization function that was based on the "leave-out-out cross-validation" technique and "greedy hill-climbing technique" and introduced three major "decision tree Many other studies conducted extensive surveys of applications based on various decision tree algorithms in the fields of machine learning and data mining technologies [16].

SVMs are a type of classification algorithm that works by examining a feature space and attempting to build a hyperplane to divide data points belonging to distinct classes [16][17]. It worked by employing a kernel function to translate data onto a higher-dimensional space and defining the hyperplane. Although SVMs are binary classifiers by nature, they can be adjusted for multiclass issues by employing pairwise classification, which treats a problem as a series of binary problems. The illustration in support vector machines is comprised of self-learning kernels, where the survey was demonstrated in SVMs and their mathematical foundation. Major parts of SVMs were applied to the implementation of text categorization in other works [18].

Many scholars used Decision Trees to solve the challenge of automatic affect identification. This was a simple classifier that used data observations and map observations to make class ownership decisions [16][17]. It works by repeatedly querying a test instance for more information about the classes to which it may belong using a set of if-then rules.

IV. METHODOLOGY

A. Data Collection

The interviews were taken as a data collection tool from nine first-generation Ethiopian universities either face-to-face or via the medium of wire. We focused to question from research students, senior teachers, and individual researchers.

Our objective was to get the most efficient classification algorithms according to usage and level of understanding of the fundamentals of science. 720 research students, 225 teachers, and 135 individuals of computing domain as the sum of 1080 were questioned using the Question: “which algorithm is better for document classification, in terms of simplicity and accuracy?” We gave them eight different classification algorithms including; KNN, SVM, Perceptron, and Gaussian NB, 15% suggested that Gaussian NB is easy for them and the rest have recommended as described in Fig. 2.

Therefore, the study was compared with four different classification algorithms that the respondents felt were the most used classifiers with a response rate of 15% or above are, KNN, SVM, Perceptron, and Gaussian NB which were included in the analysis.

B. Experiments

This study was used on a whole meta-data set called Banknotes, Crowdsourced Mapping, and VxHeaven provided by UC Irvine [19] holds information about the different categories of data. We used the Irvine dataset to get the exact performance of every algorithm. Overall, functions and commands were used in the platform of Python 3.7.

The detail of the data is mentioned in Table I which is employed to perform the k-Fold cross-validation technique for training and testing the datasets were used. Here, the value is assumed as k=10 which shows the unbiased result of the datasets. KFold() Scikit-learn class used with an argument of the number of splits whether to shuffle the sample. We created an instance that splits a dataset into k folds split returned each group of train and test sets after calling the split() function. Index of a way returned into the original data samples of observation to use for train and test sets on each repetition.

Fig. 3 illustrates the first 10 rows in the banknotes dataset that were used to train and test the algorithm. Similarly, all the datasets were trained and tested.

1) Datasets: All the files are images in which banknotes are pictures of various banknotes and measuring different properties of currency and in particular, they categorized each of these banknotes as either counterfeit banknotes or not counterfeit (authentic).

![Fig. 2. Classifiers for Interviewees in Ethiopia.](image)

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Interviewees at Ethiopia</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td></td>
</tr>
<tr>
<td>Perceptron</td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td></td>
</tr>
<tr>
<td>Logistic</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 3.](image)

TABLE I. DATASETS AND DATA SIZE

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Data Size</th>
<th>Text Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banknotes</td>
<td>1372</td>
<td>10-fold Cross-Validation</td>
</tr>
<tr>
<td>Crowdsourced Mapping</td>
<td>10546</td>
<td>10-fold Cross-Validation</td>
</tr>
<tr>
<td>VxHeaven</td>
<td>2598</td>
<td>10-fold Cross-Validation</td>
</tr>
</tbody>
</table>
Crowdsourced Mapping Images were taken through satellites of different land cover classes of the farm, forest, orchard, and water being categorized. VxHeaven is the detection of malware observed through various features of the text in the Operating System.

2) Machine learning algorithms were evaluated using a resampling procedure called k-Fold cross-validation. A dataset is split into o number of groups known as k-Fold. The score with high variance may change the idea based on data to fit the algorithm or overestimate the skill of the algorithm due to biased data if the value of k is selected poorly. Here, k=10, which is less biased of the algorithm than another method to split the train or test result.

Each row of the dataset represents the banknote and has four different input values. These inputs have an output value of 0 or 1. 0 means a genuine (authentic) bill and 1 means a counterfeit bill.

So, this study used supervised learning to begin to predict some sort of function that can take four values as input and predict the output would be the algorithm was built using Python language, Jupyter Notebook as a compiler, and libraries including, Pandas, Scikit-Learn, and Matplotlib.

V. RESULT AND DISCUSSION

In evaluations, data were divided into two different sets, training and testing datasets using the k-Fold model. Training data sets were used to build the algorithm (classifier) and then tested the classifier for the prediction of the goal.

A. Confusion Matrix

A confusion Matrix is also known as an Error Matrix that is used to define the analyses of classification algorithms on a set of test data for which the true values are well known. It is a table that has two dimensions; actual value and predicted value as Table II illustrates.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>No</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>TN</td>
<td>FP</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>FN</td>
<td>TP</td>
</tr>
</tbody>
</table>

So, the confusion matrixes of mentioned classification algorithms are illustrated in the below matrixes.

<table>
<thead>
<tr>
<th>Confusion Matrix 1.1 KNN</th>
<th>363</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>322</td>
</tr>
<tr>
<td>Confusion Matrix 1.2 SVM</td>
<td>389</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>290</td>
</tr>
<tr>
<td>Confusion Matrix 1.3 Perceptron</td>
<td>382</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>294</td>
</tr>
<tr>
<td>Confusion Matrix 1.4 Gaussian NB</td>
<td>348</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>239</td>
</tr>
</tbody>
</table>

The evaluation metrics are classified in Accuracy, Precision, Recall, Error Rate, and F-Score which are described in paragraphs (1), (2), (3), (4), and (5) consecutively below that what variable function for their parameters calculated. The summary of all the evaluations of the analyzed algorithm is shown in Table III.

1) Accuracy: It is close to the measured value to the actual (true) value.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{Total Tuples in Test Dataset}}
\]  

(3)

The accuracy of these four algorithms; KNN, SVM, Perceptron, and Gaussian NB were scored 99.85%, 98.98%, 98.54%, and 85.57% respectively.

2) Precision: It is an evaluation analysis technique that finds the closeness of the measured values to each other.

\[
\text{Precision} = \frac{\text{TP}}{\text{Predicted Yes}}
\]  

(4)

Performance of precisions of algorithms KNN, SVM, Perceptron, and Gaussian NB were 0.996, 0.976, 0.996, and 0.856 respectively.

3) Recall: The ratio of all correctly predicted positive predictions was measured using Recall.

\[
\text{Recall} = \frac{\text{TP}}{\text{Actual Yes}}
\]  

(5)

The algorithms, KNN, SVM, Perceptron, and Gaussian NB reached 100%, 100%, 97%, and 79% respectively.

4) Error rate: It is an evaluation analysis technique that calculates the number of all incorrect predictions divided by the total number of the datasets. The worst error rate is 1.0 and the best error rate is 0.0.

\[
\text{Error Rate} = 1 - \text{Accuracy}
\]  

(6)

KNN, SVM, Perceptron, and Gaussian NB algorithm errored 0.002, 0.011, 0.015, and 0.145 respectively of error rate declares.

5) F-Score: It is an evaluation analysis technique that calculates the harmonic mean of precision and recall.

\[
\text{F-Score} = \frac{2(\text{P} \times \text{R})}{\text{P} + \text{R}}
\]  

(7)

Where P is Precision and R is Recall.
for training and testing of the datasets was used where the value of k=10 was assumed. In addition, the study focused on identifying a better algorithm for document classification that executed well on different meta-data sets. However, it was observed that the accuracies of the tools depend on the data set used. Also, noted that the classifiers of a special group did not perform with equal accuracies in terms of the overall performance accuracies algorithm. KNN performed better than the other classification algorithms with a fewer error rate of 0.0002 the efficiency of the least classification time and running time with ~413 and 3.6978 microseconds consecutively. It is concluded that KNN classifiers have been recognized as the best algorithm for document classification with a percentage accuracy of 99.85%, recall value of 100%, and F-Score of 0.997. There would be platform variations of the algorithm that might be the case of study in the future.
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Abstract—The state-of-the-art misinformation detection techniques mainly focus on static datasets. However, a massive amount of information is generated online and the websites are flooded with this legitimate information and misinformation. It is difficult to keep track of this changing information and provide up-to-date accurate status of webpages giving either legitimate information or misinformation. Therefore, to keep the features up-to-date, authors have proposed evolving sentimental Bag-of-Words approach. This involves, updating sentimental features every time the new or changed web contents are read. This process accumulates the sentimental features at different time intervals that can be utilized to detect misinformation in URLs and upgrade the status of the webpage with timely information. Apart from sentimental features, other state-of-the-art features viz. syntactical, Part-Of-Speech Tagging (POST), and Term-Frequency (TF) are updated in a timely manner and utilized to detect misinformation. The model performed well with the support vector machine showing an accuracy of 80% while the decision tree classifier showed less accuracy of 56.66%.
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I. INTRODUCTION

In an era of the information explosion, the volume of information available on the web has increased rapidly. Social media and the web as a whole have become an important source of information for people due to its easy access, low cost, availability, and popularity [1], [2]. At every moment millions of people access the internet to share information and interact over social media. This information has many hidden patterns inside. In one of the surveys in 2012 from the USA, it was found that 49% of people have connected to social media and the web to disseminate information, while in 2016 over 62% have accessed social media regularly to browse news articles [3], [4]. Therefore, the data disseminated on the web and social media have become the topic of interest for many researchers.

This large volume of proliferated data can cause the spread of misinformation. The misinformation or false information is inaccurate or incorrect information that is confirmed with existing evidence [4]. The false information may appear in the form of fake news, rumor, satire news, hoaxes, misinformation, disinformation, and opinion spam [3]. Thus, a massive amount of false information has been observed to spread in an uncontrolled fashion over the web.

The misinformation propagated via the web gets spread quickly, resulting in a widespread impact on people, business, healthcare, politics, and all other aspects. For example, in the 2016, USA presidential elections, the spread of misinformation resulted in public shootings. Also, rumors about the outbreak of the Zika virus were portrayed as a bioweapon and that the Zika vaccine is developed to depopulate the earth had been the considerable activity on Twitter and Facebook [5]. Hence, the persistent effects of misinformation are harmful and can contribute to violent conflicts which may lead to the death of people, especially in the healthcare domain. A substantial quantity of fictitious and fabricated information passes through the web creating an untrustworthy feeling among the public. Thus to raise the reliability of the web and social networks and reduce the detrimental effects of misinformation, detecting and combating false information has become the need of time and is highly recommended [6], [7].

Detecting misinformation is a challenging task due to three key reasons. First, to verify information with factual data; the second is the unavailability of structured data in a specific domain; third, adapting to the changing web data [4], [8]. The researchers have been keen on finding the answers to these challenges and detecting misinformation from raw text data. The detailed process of detecting misinformation is explained in the related work section of the paper.

The sentimental features are exclusively used in the literature to detect misinformation, fake news, rumors, etc.

*Corresponding Author
The studies have observed that the sentiment polarity features in misinformation and true information are totally different. For misinformation, there are more negative words that may be due to guilt or tension while writing wrong information leading to very strong negative sentiment [9]. In a study of identifying prominent features to detect rumor propagation authors found that rumors are dominated by sentiments like anxiety, and uncertainty [10]. In [11], authors considered sentiment analysis as one of the important factors to assess information credibility.

Although there is a sufficient machine learning-based model in the literature to detect misinformation using sentiment features, the authors did not find any work dealing with newly emerging data in the healthcare domain. As the data change gradually during the period of time the sentimental words may also alter i.e. increase or decrease and it may affect the percentage of misinformation. As information in the real world is time-critical and newly emerging data needs to be adapted accordingly by the model, the efforts are required to furnish the newly arriving data, thus making it a challenging task [4], [12]. Hence, a technique like incremental learning is most suitable to handle this new chunk of data arriving at different time intervals due to its less memory requirement and short training time [13].

Therefore, in this research authors have used incremental learning to record the sentimental changes occurring in the data by generating sentimental “Bag-of-Words” in the healthcare domain and thus detect the change in percentage of misinformation at different time intervals. The aim is to find the URLs showing legitimate content initially and which later spread misinformation at different time intervals and vice versa and detect a change in the percentage of misinformation.

Hence, the objectives of this study are as follows: 1) Generate a sentimental “Bag-of-Words” for healthcare domain, 2) Incrementally evolve the sentimental “Bag-of-Words” using sentiment relevance score function, 3) Generate fact-check dataset of 100 URLs related to the healthcare domain, 4) Extract features to detect misinformation 5) Use state-of-the-art machine learning classifiers to classify the URLs as legitimate or non-legitimate, 6) Identify and study the change in URLs at Time T1 and T2 in terms of misinformation and sentiments.

The remaining sections of the paper are structured as follows: Section 2 defines the literature survey in the field of misinformation detection using sentiment analysis and incremental learning in the healthcare domain, Section 3 explains the methodology, Section 4 discourses the results and discussion and Section 5 describes the conclusion and Section 6 elaborates on limitations and future enhancements.

II. LITERATURE SURVEY

This section discusses the outline of related work, which are focused on: (i) misinformation detection techniques, (ii) Incremental Learning and sentiment analysis approaches and their applications, (iii) application of incremental learning in the healthcare domain (iv) application of sentiment analysis in the healthcare domain. Although tasks (ii), (iii), and (iv) are effectively examined independently, there is a shortage of research that would merge them and come up with a sentiment analysis-based approach for detecting misinformation, which would be capable of controlling changes in newly arriving data. In other words, there is no implementation of a model which would detect misinformation in the healthcare domain with incremental learning and sentiment analysis on a real-world dataset. Similar efforts by [14], incorporate behavioral features with linguistic features to detect misinformation. However, the proposed research categorically focuses on using incremental learning to accommodate newly arriving information into the model along with the sentiment and linguistic features so that the real-time changes are incorporated in the model.

A. Misinformation Detection Techniques

The researchers are keenly driving in with a lot of efforts to detect misinformation. Several supervised, unsupervised and semi-supervised machine learning and deep learning-based algorithms exist which can detect misinformation. Machine learning is the component of Artificial Intelligence that can acquire knowledge and progress with past experiences [3], [4].

The basic process of detecting misinformation using machine learning techniques contains the following steps: data collection, data pre-processing, manual classification in case of the gold standard dataset using expert knowledge, feature extraction, and classification. The latest machine learning models from the literature have used features like content/syntactical features, user-specific features, sentiment features, grammatical features, linguistic features, image-specific features. Upon identifying and extracting the required feature set, the significant machine learning classifiers are used to perform the classification viz. Support Vector Machine, Naïve Bayes, Random Forest, Decision Tree, Logistic Regression, k-Nearest Neighbors [3]. Feature Extraction is a significant aspect of misinformation detection as the effectiveness of machine learning algorithms is mainly dependent on feature extraction. According to [11] sentimental features are considered to be crucial in detecting the credibility of contents. Hence, authors have considered sentimental features as central features in this study.

B. Incremental Learning and Sentiment Analysis

Sentiment analysis is the process of detecting sentiment polarity in terms of positive and negative words in a text. However, the user perception of data in terms of sentiment polarity may change as time passes. The static models designed require updates to adapt to the changes. The incremental learning affords to adapt to these changed instances of data with the efficient cost of computations. Hence, incremental learning and sentiment analysis together can tackle the problem of sentiment shifts and new word generations [15], [16]. In the literature, researchers have used sentiment analysis to detect commuter emotions using incremental learning by computing emotion density at different time intervals [17]. Sentiment analysis with incremental learning benefits to make a more granular analysis of the user’s opinion. In another research, lexicons are built dynamically and evolved incrementally for Arabic text.
incremental learning helps to build and expand the lexicons dynamically [18].

C. Incremental Learning in Healthcare

Incremental learning in healthcare was used in literature to enhance the predictive accuracy and decrease the computation time of classification many disease diagnosis systems have used incremental learning techniques, incremental SVM, and incremental PCA. Incremental learning was applied to the numeric datasets to classify diabetes disease using a combination of support vector machine, Expectation-Maximization, and Principal Component Analysis [19]. An incremental knowledge-based health management information system is designed to fetch and process the electronic medical records and expert guidance to accommodate the knowledge system [20]. In another approach, for newly arriving chunks of data, the network was trained using incremental learning by remembering the earlier patterns of data. This approach helped the researchers to discover heart rate changeability patterns in mobile healthcare services [21]. Hence, the newly arriving chunk of data of electronic medical records is captured using incremental learning techniques.

D. Sentiment Analysis in Healthcare Domain

The sentiment analysis determines the dominant sensitive views from the text to know about the author’s approach towards sentiments as either positive, negative, or neutral. In the state-of-the-art techniques, [22] the researchers collected medical terms from the Unified Medical Language System (ULMS) and clustered similar documents with medical terms using Latent Dirichlet Allocation (LDA) to form condition topics. The sentiment analysis helped the user to identify the feelings of other users with similar conditions. The researchers have been using sentiment analysis to discover the tendency of sentiments about vaccination like measles vaccine, and HPV vaccine through social media platforms. Sentiment libraries like VADER, Google Cloud Sentiments are used for analysis. Machine learning techniques such as TF-IDF, K-means clustering, and topic modeling using Latent Dirichlet Allocation (LDA) are applied for sentiment classification [23]–[25]. These investigations help the health experts or researchers to identify the various reasons for vaccine scares or hesitancy and take corrective actions to improve vaccine uptake. Sentiment analysis is proved as efficient and consistent while dealing with huge amounts of data [11]. However, the existing sentiment polarity libraries are restricted to general-purpose sentiments and not towards domain-based sentiments. To acquire improved accuracy of sentiment analysis, domain-based sentimental libraries are essential. However, due to the scarcity of such domain-based sentiment libraries in the healthcare domain, it is essential to generate sentimental Bag-of-Words in the healthcare domain [18].

E. Research Contributions

With the proposed system platform following are the research contributions.

1) Generation of sentimental Bag-of-Words (BoW) using incremental learning.
2) A novel sentiment-based incremental machine learning model to detect misinformation from web URLs.
3) Analyzing the performance of the proposed model.

III. METHODOLOGY

Fig. 1 shows the diagrammatic representation of the proposed model. The detailed techniques are discussed in the following section.

A. Data Collection and Pre-Processing

This section explains the methodology used to collect the dataset for misinformation detection. To fetch the web URLs, a Google search engine is used. Google is extensively used for collecting information online. According to the statistics, 60% of desktop users and 90% of mobile or tablet users use Google while searching [11]. Initially, the authors identified and shortlisted 25 keywords related to the healthcare domain by identifying the most frequently occurring words in the healthcare domain. Table I displays the 25 keywords used for data collection. The various combinations of these keywords are used in the query for the Google search engine and the top 100 URLs are fetched every time, resulting in a group of 500 URLs. These 500 URLs were a mixture of healthcare URLs, non-healthcare URLs, and duplicate URLs. Thus, the authors manually segregated the URLs into two categories healthcare and non-healthcare, and also removed duplicate URLs and the final set of 100 URLs was used for analysis. Further, authors along with domain experts performed fact-checking of URLs and manually categorized 100 URLs into legitimate and non-legitimate based on contents, contact information available on the website. Also, the authors have considered URLs from the CoAID [26] dataset after verifying them with domain experts. The authors observed that maximum legitimate URLs are from .gov, and .edu domains while non-legitimate URLs are from other domains. Further, URLs are pre-processed to get cleaned data. The process begins with the grouping of data from web URLs and generated words. Regular expressions are used to remove punctuations, and numbers from the data. The pre-processing technique sanitization was used to transform the words into lower case, followed by the stop-word removal technique which is applied to reduce the corpus size by removing unnecessary words not providing any useful information. Also, all the single characters and duplicate data are removed to further minimize the corpus size and build quality information. In addition, 2 wordlists are developed manually containing Bag-of-Words (BoW) with sentiment polarity of 452 positive words, and 341 negative words by using healthcare URLs after carefully understanding the meaning of each word, especially the core medical terms by referring to MeSH (Medical Subject Headings) dictionary which explains the biomedical terminologies [27] and taking expert opinion about the usage of those words. Table II displays the sample words list of manually labeled sentiments of words.
Fig. 1. Process of Healthcare Related Misinformation Detection Model.

TABLE I. LIST OF KEYWORDS FOR GOOGLE SEARCH

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Keyword Name</th>
<th>Sr. No.</th>
<th>Keyword Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Doctor</td>
<td>14</td>
<td>Consultation</td>
</tr>
<tr>
<td>2</td>
<td>Medical</td>
<td>15</td>
<td>Ambulance</td>
</tr>
<tr>
<td>3</td>
<td>Pharmacy</td>
<td>16</td>
<td>Medicare</td>
</tr>
<tr>
<td>4</td>
<td>Healthcare</td>
<td>17</td>
<td>Medi-claim</td>
</tr>
<tr>
<td>5</td>
<td>Chronic</td>
<td>18</td>
<td>Surgery</td>
</tr>
<tr>
<td>6</td>
<td>Disease</td>
<td>19</td>
<td>Damage</td>
</tr>
<tr>
<td>7</td>
<td>Treatment</td>
<td>20</td>
<td>Specialist</td>
</tr>
<tr>
<td>8</td>
<td>Prevention</td>
<td>21</td>
<td>Kill</td>
</tr>
<tr>
<td>9</td>
<td>Therapy</td>
<td>22</td>
<td>Chemical</td>
</tr>
<tr>
<td>10</td>
<td>Medication</td>
<td>23</td>
<td>Organ</td>
</tr>
<tr>
<td>11</td>
<td>Illness</td>
<td>24</td>
<td>Infection</td>
</tr>
<tr>
<td>12</td>
<td>Clinic</td>
<td>25</td>
<td>Vaccine</td>
</tr>
<tr>
<td>13</td>
<td>Cancer</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II. SAMPLE OF MANUALLY DEVELOPED WORD LIST

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Positive Words</th>
<th>Negative Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Survivors</td>
<td>Abnormal</td>
</tr>
<tr>
<td>2</td>
<td>Lifesaving</td>
<td>Scary</td>
</tr>
<tr>
<td>3</td>
<td>Protect</td>
<td>Depression</td>
</tr>
<tr>
<td>4</td>
<td>Painless</td>
<td>High-risk</td>
</tr>
<tr>
<td>5</td>
<td>Specialists</td>
<td>Illegal</td>
</tr>
<tr>
<td>6</td>
<td>Safeguard</td>
<td>Fatigue</td>
</tr>
<tr>
<td>7</td>
<td>Relieving</td>
<td>Crime</td>
</tr>
<tr>
<td>8</td>
<td>Efficacy</td>
<td>Die</td>
</tr>
<tr>
<td>9</td>
<td>Support</td>
<td>Funeral</td>
</tr>
<tr>
<td>10</td>
<td>Raised</td>
<td>Ruth</td>
</tr>
<tr>
<td>11</td>
<td>Inspiring</td>
<td>Fear</td>
</tr>
<tr>
<td>12</td>
<td>Careful</td>
<td>Threatening</td>
</tr>
<tr>
<td>13</td>
<td>Cure</td>
<td>Damaged</td>
</tr>
<tr>
<td>14</td>
<td>Ability</td>
<td>Abolished</td>
</tr>
<tr>
<td>15</td>
<td>Better</td>
<td>Harm</td>
</tr>
</tbody>
</table>
B. Incremental Learning

Upon getting cleaned data, the term-frequency is generated and matched every term with the sentimental “Bag-of-Words”. Here, each term is referred to as a word. These newly arriving words are assigned sentiment polarity using the sentiment relevance score function; thus, updating the sentimental bag-of-words incrementally. This function generates synonyms and antonyms of the newly arriving word using the WordNet library of the NLTK tool. To find the closeness between newly arriving words and their synonyms and antonyms authors have used Jaccard similarity co-efficient. The Jaccard similarity coefficient of sets A and B is given by $|A \cap B| / |A \cup B|$. It is the fraction of the intersection of the number of elements of A and B to the number of elements of their union. It is used in various applications like mail filtering [28] to find the co-occurrence of values of all pairs of words in an email.

Further, the threshold value was chosen after carefully analyzing the synonyms and antonyms generated. For example, for the word “good” the relevant words above 0.5 were honourable=0.9, beneficial=1.0, effective=1.0, etc. while below 0.5 were like satisfactory=0.4, fair=0.33, etc. Hence, the threshold of 0.5 was decided manually to assign sentiment polarity to a new word. However, for the first batch of 10 URLs, it was observed that Bag-of-Words was upgraded with the most relevant words, but during the second batch of 10 URLs, there was an addition of a few irrelevant words. Hence, authors again sensibly tried identifying the best applicable threshold value which could fetch only relevant synonyms or antonyms of the word. This was possible with a change in the threshold of 0.95 instead of 0.5. After using a new threshold value of 0.95, for the next batches of URLs, it showed a good collection of relevant words. Therefore, choosing the right threshold value can improve the collection of the most relevant sentimental “Bag-of-Words” in the healthcare domain. This process continues in an incremental fashion. The relevance score function is defined as shown in Fig. 2. Next, incremental learning is adopted to update features. This is achieved by fetching the URLs at time T2. Thus, URL TF has computed again at time T2 and these terms are matched with bag-of-words to get the final list of terms. These newly arriving terms are appended to TF. Also, based on changed bag-of-words the sentimental, syntactical, and grammatical features are extracted and updated. The syntactical features consist of word count and sentence count. Grammatical features contain a number of verbs, nouns, adverbs, adjectives, and pro-noun. While sentiment-based features include a number of positive, negative words, the percentage of positive and negative words. The final set of 11 features is as listed in Table III.

C. Model Building and Performance Evaluation

To build the model, five different state-of-the-art supervised classification algorithms Logistic Regression (LR), Support Vector Machine (SVM), Naïve Bayes (NB), Decision Trees (DT), and Random Forest (RF) are used. Further, the performance of the model is evaluated based on confusion matrix, accuracy, precision, recall, f1-score, ROC, and AUC.

<table>
<thead>
<tr>
<th>Input: word</th>
<th>Output: sentiment score for the word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithmic Steps:</td>
<td></td>
</tr>
<tr>
<td>1. Procedure relevance_score (word)</td>
<td></td>
</tr>
<tr>
<td>2. Generate synonyms and antonyms for a given word</td>
<td></td>
</tr>
<tr>
<td>3. For every synonym w</td>
<td></td>
</tr>
<tr>
<td>4. jd = Jaccard Similarity Coefficients (word, w)</td>
<td></td>
</tr>
<tr>
<td>5. elseif jd &lt;= 0.95, append w with “word” sentiment</td>
<td></td>
</tr>
<tr>
<td>6. elseif jd &gt; 0.95, append w with “word” antonym</td>
<td></td>
</tr>
<tr>
<td>7. For every antonym w</td>
<td></td>
</tr>
<tr>
<td>8. id = Jaccard Similarity Coefficients (word, w)</td>
<td></td>
</tr>
<tr>
<td>9. elseif id &lt;= 0.95, append w with “word” sentiment</td>
<td></td>
</tr>
<tr>
<td>10. elseif id &gt; 0.95, append w with “word” antonym</td>
<td></td>
</tr>
<tr>
<td>11. End Procedure</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Function to Compute a Relevance Score.

### TABLE III. DESCRIPTION OF EXTRACTED FEATURES

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactical Features</td>
<td>w_count</td>
<td>Total number of words</td>
</tr>
<tr>
<td></td>
<td>s_count</td>
<td>Count the number of sentences in the document</td>
</tr>
<tr>
<td>Sentiment Features</td>
<td>pw_count</td>
<td>Positive Words Count</td>
</tr>
<tr>
<td></td>
<td>nw_count</td>
<td>Negative Words Count</td>
</tr>
<tr>
<td></td>
<td>perc_pos</td>
<td>Percentage of Positive Words</td>
</tr>
<tr>
<td></td>
<td>perc_neg</td>
<td>Percentage of Negative Words</td>
</tr>
<tr>
<td></td>
<td>sen_net_score</td>
<td>Sentence Net Score</td>
</tr>
<tr>
<td>Grammatical Features (POST)</td>
<td>verb_count</td>
<td>Count of verbs in the document</td>
</tr>
<tr>
<td></td>
<td>nouns_count</td>
<td>Count of nouns in the document</td>
</tr>
<tr>
<td></td>
<td>adverbs_count</td>
<td>Count of adverbs in the document</td>
</tr>
<tr>
<td></td>
<td>adj_count</td>
<td>Count of adjectives in the document</td>
</tr>
<tr>
<td></td>
<td>pronoun_count</td>
<td>Count of Pronouns in the document</td>
</tr>
</tbody>
</table>
IV. EXPERIMENTAL RESULTS AND DISCUSSION

This section discusses the experiments accomplished to evaluate the performance of the newly developed features. The results of Classification with the combination of feature categories are shown in Table V, along with the combination of features set. From Table IV, the syntactical grammatical and sentiment features when applied together, the models Support Vector Machine and Logistic Regression showed 80% and 76.6% of accuracy. Fig. 3 shows the performance of all the models based on precision, recall, and F1-score. Fig. 4 represents the percentage of misinformation in terms of sentiment features for 30 URLs of test data. It is observed that URL 2, URL 4, URL 8, URL12, URL18, URL19, and URL26 showed the maximum percentage of misinformation. Fig. 5 displays the word cloud for objectionable words on a cancer web page. It is seen that objectionable words like symptoms, smoking, chemotherapy, disease, death, risk factor play a vital role in detecting misinformation. Also, Fig. 6 represents the word cloud for legitimate words which can be used to detect true URLs. The words like covid, vaccine, treatment, vaccine trials sound positive and refer to legitimate information. Fig. 7 displays the Receiver Operating Characteristic (ROC) curve with 10-fold cross-validation and Area Under the Curve (AUC). Algo_1 represents the first fold, Algo_2 represents the second fold, and so on.
Fig. 8. Fluctuation in the Percentage of Misinformation in Updated URLs.

Fig. 9 depicts the updated positive and negative word count in the URL. The experimental results show that the URL has more positive words and fewer negative words in the first iteration whereas showed an increase in the number of negative words in the second iteration and a decrease in the number of positive words. The experimental results among updated URLs i.e. URLs with changes in textual contents in the second iteration show 61% of average positive count and 39% of the average negative count. It is observed that 39% of negative changed URLs showed a change in misinformation. Fig. 8 shows this fluctuated change in misinformation. Fig. 10 and Fig. 11 display the sentiment median values and standard deviation of sentiment values for legitimate and non-legitimate URLs respectively. It is observed that in legitimate URLs the positive sentiment values are more compared to negative sentiment values. In non-legitimate URLs, the negative sentiment values count is superior to positive values. Fig. 12 depicts the increase in Bag-of-Words for the first batch of 10 URLs. Fig. 13 shows the increase in Bag-of-Words after 10 batches of 10 URLs each. Also, the same URLs were scraped again on 3rd April 2021 to observe the increase or decrease of words in sentimental “Bag-of-Words”. Thus, it can be seen from Fig. 14 that the Bag-of-Words evolved over time reaching up to 1069 words at T1 and 1663 words at T2. Fig. 15 shows the total number of positive and negative words generated at time T1 and dT2, respectively.
A. Theoretical Implications

While there is a reasonable volume of earlier research to detect misinformation on the web in the healthcare domain, these methods do not adapt to the recurrently changing data and are thus unable to encounter the sentimental changes occurring in the data. Theoretical Implications of the study are as follows. First, the study describes a facet of incremental learning and sentiment analysis to generate evolving sentimental “Bag-of-Words” in the healthcare domain. This theoretically generated knowledge can be suitably implemented in the other domains like politics and business which are more susceptible to misinformation generation. Hence, this is an important theoretical contribution. Secondly, the study defines a new aspect by developing sentiment analysis and incremental learning models for false information detection. The study presents a collaborative process of incremental learning and sentiment analysis to classify healthcare-related web URLs as legitimate or non-legitimate. The authors have experimentally verified and confirmed the importance of sentimental features and incremental learning in false information detection. These results have exposed new factors of false information change and its detection, proposing an incremental learning and sentiment features-based model. These observations have certainly augmented the knowledge base of misinformation detection in the healthcare domain.

B. Practical Implications

Practically, results indicate that this evolving Bag-of-Words can be used to find the sentiment intensity of the articles in the healthcare domain. The sentiment shifts of the patients can be studied using “Bag-of-Words” in the healthcare domain. Thus, these outcomes could help Researchers, Scientists, Doctors, Patients, and Organizations to employ them to detect false misinformation and mitigate it.

C. Comparison with Existing Research with SVM Model

Table IV shows the comparison of studies in healthcare domain. It can be seen that proposed model have outperformed the existing techniques.

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Domain</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[29]</td>
<td>Healthcare</td>
<td>0.75</td>
</tr>
<tr>
<td>[30]</td>
<td>Healthcare</td>
<td>0.64</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>Healthcare</td>
<td>0.84</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARISON OF PROPOSED MODEL WITH EXISTING STUDIES

<table>
<thead>
<tr>
<th>Features Combination</th>
<th>Logistic Regression</th>
<th>SVM</th>
<th>Naïve Bayes</th>
<th>Decision Tree</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactical Features</td>
<td>37.10%</td>
<td>37.10%</td>
<td>40.10%</td>
<td>51.61%</td>
<td>56.00%</td>
</tr>
<tr>
<td>Syntactical Features + Sentiment Features</td>
<td>73.33%</td>
<td>76.66%</td>
<td>73.33%</td>
<td>53.33%</td>
<td>63.33%</td>
</tr>
<tr>
<td>Syntactical Features + Sentiment Features + Grammatical Features</td>
<td>76.6%</td>
<td>80%</td>
<td>73.33%</td>
<td>56.66%</td>
<td>66.66%</td>
</tr>
</tbody>
</table>

TABLE V. CLASSIFICATION RESULTS OF MODELS BASED ON ACCURACY (IN %)
V. CONCLUSION AND FUTURE ENHANCEMENTS

In this research, we have proposed a method to detect healthcare-related misinformation using sentiment-based incremental learning approaches. This framework can help to analyze and identify misinformation using central features such as sentiments and other features consisting of syntactic and grammatical features. A relevance score function assigns the sentiment to the newly arriving words using the Jaccard distance measure. The model was built with five machine learning classifiers viz. LR, SVM, NB, DT, and RF. The results show that SVM has outperformed other classifiers with an accuracy of 80%. The decision tree classifier showed the lowest accuracy of 56.66%. Thus, it was observed that incremental learning plays a crucial role in determining the consistency of correct information by detecting changes in the percentage of misinformation at different time intervals.

VI. LIMITATIONS AND FUTURE ENHANCEMENTS

The research has several benefits in terms of finding misinformation in the healthcare domain, but it does have certain limitations too. Firstly, though authors have used the BoW approach, the n-gram approach can be used to correctly predict the sequence of occurrence of words. The second limitation is the dataset size. It is a need to increase the dataset to thousands to verify the change in accuracy.

In the future, the authors are willing to dynamically assign threshold to the sentiment relevance score which may lead to more accurate Bag-of-Words, and later build the model using incremental clustering techniques to handle the real-time data.

REFERENCES


Data Security Awareness in Online Learning

Roslilah Hassan
Center for Cyber Security
Faculty of Information Science and Technology
Universiti Kebangsaan Malaysia
Bangi, Malaysia

Wahiza Wahi
School of Liberal Studies (CITRA-UKM)
Universiti Kebangsaan Malaysia
Bangi, Selangor

Nurul Halimatul Asmak Ismail
Department of Computer Science and Information Technology, Applied College
Princess Nourah bint Abdulrahman University
Riyadh, Kingdom of Saudi Arabia

Samer Adnan Bani Awwad
Deanship of Information and Communication Technology
Imam Abdulrahman Bin Faisal University
Dammam, Kingdom of Saudi Arabia

Abstract—The Covid-19 pandemic has intensified the online learning activities, which have becoming the most crucial platforms for learning sessions. With these online learning activities, a major concern arises particularly on the security of educators and students’ data. Every element in an online learning system can be a potential target of hacking or attack. Therefore, this paper examines students’ awareness of data security in online learning. Google forms have been used to gather the students’ feedback. Forty-two (42) students, involving the secondary school, pre-university and university students, responded to the survey questions. The results show that most of the respondents are well aware of how to keep their data safe in online learning. It is discovered that the level of awareness about data security in online learning amongst the students is commendable. The findings of this study indicate there are various ways to secure students’ data especially during online learning.
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I. INTRODUCTION

The massive spread of Covid-19 virus has disrupted many human activities all around the globe. One common daily activity, which has been significantly affected by Covid-19, is education. The Covid-19 pandemic has caused UNICEF, WHO, and IFRC to appeal when the virus situation spreads rapidly, schools must be closed in the ‘Prevention and Control of Covid-19’ spreading in schools [1]. On 8th April 2020, it was reported that 220 million post-secondary students across 175 countries [2] had experienced severe disruptions to their education given that their colleges and universities were forced to shut down in order to stop the spread of the virus [3]. This represents 13 percent of the total number of students affected globally [4]. Hence, most educational institutions have opted for online learning platforms to ensure that learning sessions continue to operate within the pandemic [5, 6].

Online learning is “a type of delivery method used in distance education that allows synchronous and asynchronous exchanges of resource over a communication network” [7] by using various devices with internet access such as mobile phone, laptops, and computer [8, 9]. Online learning is seen as a tangible form of technological development that is not restricted to the current 4.0 Industrial Revolution (4IR) only [10]. Haseeb (2018) denotes that online learning is one of the important aspects for future education or Education 4.0 to produce highly creative graduates [11]. The Education 4.0 is a global framework introduced by the World Economic Forum (2020) to ensure a high-quality education within the context of the 4IR and the future of the new global economy and society [12]. For example, the 4IR has observed that learners play a critical part in their learning activities, as well as a flexibility in the method and ambience of learning provided to them in many online classes given by higher learning institutions [13].

It is apparent that the current and future of education relies greatly on the use of advanced technology and automation whereby online learning plays a central role [14]. Fig. 1 illustrates the major trends of Education 4.0.

In fact, the Covid-19 pandemic has brought about tremendous challenges on students having to go through online learning sessions [15]. According to Chung et al. [16], the pandemic’s quick shifts have had a significant impact on students and lecturers at higher education institutions critically. Many lecturers and students in schools all around the world have expressed their frustrations with adopting online learning platforms for teaching and learning. The ramifications of this epidemic are unexpected, according to Shahzad et al. [17], and it has transformed the education system into a new teaching and learning paradigm.

Fig. 1. Major Trends of Education 4.0.
Indeed, various aspects of the new education system such as the curriculum, the role of educators, student positions as well as assessments have been modified to cope with current trends [18, 19]. For instance, educators need to fill in students’ data and update them constantly. Students, on the other hand, need to access their online learning platform persistently to obtain information and instructions related to their assignments and exercises. When everything is done online, the data security of educators and students has becoming a crucial concern. This is especially true when the users commit malicious acts and access the data illegally. These malicious acts include instilling viruses and malicious code such as worms and Trojan horses into the device with the intent to steal users’ information. Every component of an online learning system is vulnerable to hackers or attacks.

Data security is to protect valuable and sensitive personal data such as email and bank information. Valuable data comprise of educational information that collected, stored and managed by universities as well as confidential information such as financial data, phone numbers, and sensitive personal information about students’ personal life and family data are the goldmine for hackers. In data security, the processes and technologies should be used to safeguard the data is a crucial element in protecting personal data at best. The created, collected, stored, and exchanged data is a valuable asset. Safeguarding data from corruption and unauthorized access by internal or external hackers protects individual’s data from being stolen and used without his or her consent and knowledge.

Researchers have devised a number of remedies and methods to increase security in online learning in response to rising dangers, particularly during current epidemic. This paper reports on a study that investigated students’ understanding on data security as they are taking online learning during the Covid-19 pandemic. The reminder of this paper is organized as follows; Section II presents related works on online learning and data security, Section III describes methodology, Section IV depicts results and discussion, and Section V concludes the paper.

II. RELATED WORK

A. Online Learning

Online learning refers to the teaching and learning method carried out in a web-based environment [20]. With access to the internet, the learning process can be conducted anywhere and anytime with the use of gadgets or online platforms which are accessible by any users. There are various teaching and learning applications available on the internet such as Google Classroom, Google Meet, Microsoft Teams, Skype, WhatsApp, and Zoom. Most educators and students depending on their own teaching and learning needs utilize these applications.

The occurrence of the Covid-19 pandemic has instigated the implementation of online learning on a vast scale worldwide. Interactions between educators and their students have now changed from a face-to-face to screen mode. This unexpected transition has led to many challenges encountered by both the educators and students. Some students are facing internet connectivity problems and lack of digital devices for their virtual learning [21]. Likewise, most lecturers are experiencing various challenges including financial, physical, and mental issues [22]. Most of them are grappling with the demands of online learning lessons and the advanced technologies in their attempt to ensure that learning takes place without disruption [20].

B. Security in Online Learning

Security in online learning relates to the safeguarding of resources against deliberate or unintentional usage [23]. According to previous research, there are three main needs for security: confidentiality, integrity, and availability [24], as shown in Fig. 2.

Confidentiality refers to the protection of sensitive information against unauthorized access as well as the absence of illegal dissemination [25]. Many online learning environments have a huge number of users (among them students, visitors, instructors, tutors, and administrators). To protect access to the proper user, both a login mechanism and a robust delimitation designating registered users and user groups are necessary [24]. Security precautions such as authentication and encryption are widely used to secure personal information.

Integrity, a critical element of security, refers to “the protection of data from intentional or accidental unauthorized changes” [24]. It also denotes “the absence of improper system alterations” [25]. It assures that “information and data have not been accidentally or maliciously modified or destroyed, and are in accurate, correct, and complete original form” [26]. Access control is the key to maintaining integrity in the online learning environment [24].

Availability means the readiness for correct service [24]. It connotes that any authorized users whenever needed can access an online learning system [24]. Additionally, it assures that “information and communication resources are readily accessible and reliable in a timely manner by authorized persons” [26]. Availability can be destroyed mainly by denial of service and/or loss of data processing capabilities [24].

![Fig. 2. Basic Requirements of Security.](image)

III. METHODOLOGY

Google forms questionnaire was used to acquire feedback from students in this study. The questions were designed to measure the level of awareness among students on their understanding regarding data security in online learning. A total of 42 students responded the survey. The respondents include secondary school students, pre-university students, and university students. The methodology for conducting this research is shown in Fig. 3.
This paper targets to measure the students’ awareness level and practice of data security while they use online learning. The students’ awareness level has been measured based on the following indicators:

- General awareness about online security.
- Using anti-virus on the device that they use for online learning.
- Using two factor authentications when logging in to the online learning application.
- Practicing logging out of online learning applications after using them.
- Using their own personal device individually or sharing the device with other students.
- Awareness about the confidentiality of the data that the student share in online learning.
- Using common information such as birthday, identity card (IC) number, matric number as the passwords for their online learning software.
- Using online learning platform on public computers or Wi-Fi such as in the library.
- Sharing the information in trusted website only.

IV. RESULT AND DISCUSSION

Forms Questionnaire. Fig. 4 shows the gender of the respondents. As the figure depicts, 71.4% of the respondents are male while the remaining 28.6% are female.

Fig. 5 exhibits the education level of the respondents whereby 69% of the respondents are university students, 16.7% are pre-university students, and 14.3% are secondary school students.

Fig. 6 displays the respondents’ awareness about online security. The highest percentage of students, 50% of them, is well aware about online security. On the other hand, the lowest percentage, 2.5% of them, represented respondents who are unaware about online security. Meanwhile, the chart shows that almost 4.8% of the respondents have little awareness, 16.7% have awareness, and 26.2% have excellent awareness about online security.

As can be depicted from the figure, the majority of respondents are aware about online security, which indicates a positive result. However, it will be a lot better if all the respondents are very well aware about online security since this will prevent them from any malicious actions such as data theft.

Fig. 7 shows whether or not the respondents have practiced online security in online learning. The highest percentage of the respondents, almost 42.9% of them, has practiced online security well. On the other hand, the lowest percentage of them, almost 2.4%, are unaware about practicing online security. Meanwhile, the chart shows that also 4.8% have practiced a little, 19% have practiced, and 31% have very well practiced the online security. An overall result indicates that most of the respondents have at least used an anti-virus in their electronic devices in order to protect their devices from virus such as Trojan [27]. However, it is speculated that half of the respondent have never practiced online security. For example, they do not used two factor authentications to secure third party platforms.
Fig. 8 shows that 83.3% of the respondents have used antivirus software during online learning. On the other hand, 16.6% respondents have not used any anti-virus software and that they are aware of the importance of it particularly in online learning. The pie chart clearly depicts that majority of the respondents have used anti-virus. This is due to the fact that anti-virus is a common software that can be easily installed in most devices.

Fig. 9 shows whether the respondents log out of the online learning applications software after using them. It is obvious that half of the respondents log out of the applications software after using them while 40.5% of them do not. 9.5% of the respondents are not sure whether they log out after using the applications software or not.

It is important to note that 50% of the respondents, who log out from the applications software after using them, are those who are very much aware of online security and thus, logging out after using the applications has become a common practice to them. These respondents understand the risks of not logging out of the applications software. For example, they are aware of the risks when someone else uses their devices and gets an access to their personal information like e-mails. It can be concluded that another 50% of the respondents, who do not log out of the applications software, are less mindful and unconcerned of the effects of their actions.

Fig. 10 illustrates the respondents’ answers on whether or not they have used two factor authentications during their online learning. The results depict that 52.4% of the respondents have used two factor authentications for their online learning platform. On the other hand, 35.7% of them have not used two factor authentications for online platform while the remaining 11.9% are not aware about using two factor authentications for online learning platform.

This indicates that some respondents are totally not aware of the function of two factor authentications. This is rather dangerous as other users using their e-mail’s accounts or passwords can easily access their accounts.

The respondents were asked whether they have individually used their own devices or they have shared their own devices with others during online learning. Fig. 11 presents the results in which approximately 69% of the respondents used their own personal devices, whilst, 23.8% indicated that they shared their devices with others during online learning. The remaining 7.1% of the respondents are not sure whether they have used their own device or they have shared devices with others during online learning.

The results indicate that it is better for the respondents to use their own personal devices instead of sharing the devices with others as this can avoid from sharing their data with others. By having their own devices, the respondents can also manage their files more strategically and efficiently. If the respondents share their devices with others, there is a possibility that they may unintentionally expose their confidential information.

Fig. 12 shows whether the respondents are aware about the data that they share in online learning including the privacy of the data like personal information, pictures and location. Majority of the respondents, 66.7%, are aware about the data their share in online learning. Conversely, 33.3% of the respondents are not aware about the of the privacy data they share in online learning.
The respondents should be aware of the data that they share in online learning especially when it involves confidentiality of the data. This is because hackers could either use the respondents’ information to blackmail them or sell their data to other parties. It is recommended that 33.3% of the respondents to take classes about data security or use self-reading to gain more information about the importance of protecting data especially during this pandemic.

Fig. 13 shows whether the respondents use common information such as birthday, identity card (IC) number, matric number as the passwords for their online learning software. 59.5% of the respondents have been using common information for their online learning software’s password. This is probably because it is easier for the respondents to remember their password whenever they want to log in into their accounts. 26.2% of the respondents have not used common information for their online learning software’s password.

This indicates that the respondents are alert that most hackers these days can easily guess users’ password particularly their personal data such as birthdate or real name as their passwords. Next, 14.3% of the respondents are not aware or unsure if they use common information for their online learning software’s password.

Fig. 14 shows whether the respondents have ever used online learning platform on public computers or Wi-Fi such as in the library. The figure shows that 54.8% of the respondents have not used online learning platform on public computers or Wi-Fi such as in the library. This is generally because of the pandemic that forces the students to do their online learning at home [28]. 38.1% of the respondents have used online learning platform on public computers or Wi-Fi such as in the library or even McDonald’s.
V. CONCLUSION

The demands of the use of technology, especially during the Covid-19 pandemic, have led to the growth of end user devices and the widespread of online learning around the globe. Indeed, these massive applications of online learning bring along with them various security risks to many users. Nevertheless, it is safe to say that online learning is still at its premature and impulsive phase because most educators and students alike are still struggling in getting themselves familiar with its applications and operations. Concurrently, its providers are still taking the security risks of online learning lightly although it has become the most vital means of learning in the world today. It is important to note that most providers had to opt for an impulsive execution of the information and communication technology without taking into consideration relevant security concerns such as two-factor authentications. This was deliberately done to ensure that learning continues regardless the challenges experienced by students and educators during the pandemic. Given this scenario, it is discovered that most of them are not concerned about the importance of online security. This is evidenced in the study in which students at various levels of education were found to be insensitive towards the crucial needs to protect data security when conducting online learning. It is recommended that the stakeholders, such as the Ministry of Higher Education and the university, to enforce on data security in online learning. Online talks and forums on the most effective ways of online learning security should be conducted for educators and students to enhance their awareness. Therefore, data security awareness among students is essential.
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Abstract—Automatic key-phrase extraction (AKE) is one of the most popular research topics in the field of natural language processing (NLP). Several techniques were used to extract the key-phrases: statistical, graph-based, classification algorithms, deep learning, and embedding techniques. AKE approaches that use embedding techniques are based on calculating the semantic similarity between a vector representing the document and the vectors representing the candidate phrases. However, most of these methods only give acceptable results in short texts such as abstracts paper, but on the other hand, their performance remains weak in long documents because it is represented by a single vector. Generally, the key phrases of a document are often expressed in certain parts of the document as, the title, the summary, and to a lesser extent in the introduction and the conclusion, and not of the entire document. For this reason, we propose in this paper KP-USE. A method extracts key-phrases from long documents based on the semantic similarity of candidate phrases to parts of the document containing key-phrases. KP-USE makes use of the Universal Sentence Encoder (USE) as an embedding method for text representation. We evaluated the performance of the proposed method on three datasets containing long papers, namely, NUS, Krapivin2009, and SemEval2010, where the results showed its performance outperforms recent AKE methods which are based on embedding techniques.

Keywords—Key-phrase extraction; natural language processing; semantic similarity; embedding technique; universal sentence encoder

I. INTRODUCTION

The explosive growth in the number of digital documents has prompted researchers to find effective ways to analyze and summarize all these documents [1]. AKE is one of the best document content analysis solutions. Researchers have used several techniques to improve the performance of key-phrase extraction [2]. Sentence embedding [3] is a recent technique that has been used to select key-phrases using a similarity measure [4]. Most of these methods perform less well, especially in long documents, because the document contains a large amount of information, which negatively affects its representation by a single vector. In general, most documents contain the title, abstract, introduction, and conclusion. These are the parts likely to contain key-phrases. The calculation of the similarity between the candidate phrases and the document must therefore take this factor into account.

The objective of this article is to propose KP-USE, a new, unsupervised method for key-phrases extraction from documents. KP-USE divides the document into five main parts: title, abstract, introduction, body, and conclusion. It represents each part by a USE technique [5] as a sentence embedding technique, in which the semantic similarity between candidate key-phrases and document is based on the phrases proximity to these parts, giving preference to parts that often contain key-phrases.

The rest of the article is organized as follows. In Section 2, we discuss related works. The USE sentence embedding technique is presented in Section 3, and then we present the proposed method for key-phrase extraction in Section 4. We empirically evaluate KP-USE in Section 5. Finally, we conclude the article in Section 6.

II. RELATED WORK

In this section, we will talk about the most important related work to automatic key-phrases extraction, and in addition, we will introduce sentence embedding techniques.

A. Key-phrases Extraction Approaches

Over the past twenty years, many automatic methods of key-phrase extraction have been proposed. Siddiqi et al. in [6] classify these approaches into three sets, supervised, Semi-Supervised and unsupervised methods. Generally, the extraction by supervised approaches can be considered as a binary classification problem, where the candidate phrases are classified either as a key-phrase or a non-key phrase. While unsupervised methods rely on ordering candidate phrases based on calculating the score from one or more weights.

While Papagiannopoulou et al. in [2] suggested classifying these methods according to the approved techniques, methods based on statistics such as [7], [8], [9]. Graph-based methods such as [10], [11], [12]. Methods that use binary classification such as [13], [14]. Methods based on deep learning as [15],[16], [17] and methods based on embedding techniques such as [18], [19], [20].

B. Sentence Embedding Technics

Sentence embedding is an efficient way to convert textual data into fixed-length multidimensional vectors. Sentence embedding methods can be classified into two categories: (i) non-parameterized methods such as SIF [21], uSIF [22], and GEM [23] which rely on a simple technique, by encoding the words that make up the sentence and averaging the resulting vectors as a vector representing the sentence. However, this technique neglects information about word order and sentence semantics. (ii) parameterized more complex methods and generally perform better than unparameterized models [24].
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The popularity of encoders has led to a great evolution of these methods. Conneau et al. propose in [25] InferSent is a technique based on a supervised RNN model predicting the semantic relations between pairs of sentences. Universal Sentence Encoder [5] is a trained and optimized technique for short sentences and paragraphs, it is based on two encoder models, Transformer and Deep Average Network (DAN). Subramanian et al. propose in [26] a more complex model for learning sentence embeddings in a multitasking configuration. Reimers and Gurevych propose in [27] Sentence-BERT, which also uses a Siamese network to create BERT-based sentence embeds [28]. Generally, Parameterized methods outperform non-parameterized ones on many tasks, but they are computationally expensive and require more training time.

III. UNIVERSAL SENTENCE ENCODER

Universal Sentence Encoder (USE) is a sentence embedding model that encodes a sentence or paragraph into a 512-dimensional vector. This vector encodes the meaning of the sentence and can therefore be used as input for NLP tasks such as document classification, key-phrase extraction, and textual similarity analysis.

A. USE Process

The idea of USE is to encode sentences into 512-dimensional vectors, via an encoder. These vectors are used in many NLP tasks. Depending on the errors made in these tasks, USE again reproduces vectors for these sentences. Fig. 1 shows the USE process.

The USE process begins with a tokenization operation, where sentences are converted to lowercase and tokenized into tokens. In the second step, USE encodes the sentence.

B. Encoder

USE offers two architectures for encoding the sentence. The first is based on a transformer consisting of six layers. Each layer has a feedback network preceded by a self-attention module that takes into account word order and context when generating each word representation. Fig. 2 shows USE architecture with transformer encoder.

The second is based on Deep Average Network (DAN) proposed by Iyyer et al in [29], where the vectors of the words in the sentence are averaged. The resulting vector is then passed through a 4-layer deep neural network (DNN) to obtain a vector of 512 dimensions. Fig. 3 shows USE architecture with DAN.

Generally, the result obtained through the transformer is very precise but requires more calculation time. It is therefore difficult to use for long texts, whereas DAN generates text encoding in less time but with less accuracy than a transformer.

C. Multi-task Learning

After the encoding of the sentences, either by transformers or by DAN. USE relies on multi-task learning (MTL) [30] to exploit commonalities and differences across tasks. This improves its learning efficiency and the accuracy of its predictions in the vector representation of sentences. Also, the authors of USE exploited a set of sources as training data. In addition to Stanford Natural Language Inference (SNLI) corpus [31], some web resources such as Wikipedia, web news, question and answer web pages, and discussion forums were also used.

Once USE has been trained, it can be used to represent any text, whether it is a phrase, a sentence, or a paragraph, with a 512-dimensional vector.
D. Evaluation of USE

To show that embedding USE provides a better text representation. The authors used semantic similarity in the different tasks of SentEval [32]. They also preferred using angular distance (Formula 2) as a measure of similarity rather than cosine (Formula 1) because, in their opinion, it gave better results.

\[
sim(p, q) = \frac{\sum p_i q_i}{\sqrt{\sum p_i^2 \sum q_i^2}}
\]

\[
\text{ang}_{\text{sim}}(p, q) = 1 - \frac{1}{\pi} \arccos (\text{sim}(p, q))
\]

- DataSet: Binary classification and sentence similarity tasks in SentEval are used to evaluate the quality of sentence representations. Table I shows the datasets used to evaluate the performance of USE. These datasets are used by USE authors to evaluate the two USE models, Transformer and DAN.

- Results: The experimental results showed the performance of USE in many tasks, whether in the transformer model or the DAN model. In Table II, we show the results of the two models for different datasets.

We also observe that encoding by transformer generally works better than encoding by DAN. On the other hand, the USE authors point out that the complexity of the transformer-based model is \(O(n^2)\), while the DAN model is \(O(n)\). Therefore, the transformer model is slower than the DAN model, especially with increasing sentence length.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of samples</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text REtrieval Conference (TREC) [33]</td>
<td>6,000</td>
<td>Question and answering</td>
</tr>
<tr>
<td>Customer Reviews (CR) [34]</td>
<td>4,000</td>
<td>Product reviews</td>
</tr>
<tr>
<td>Subjectivity Summarization (SUBJ) [35]</td>
<td>10,000</td>
<td>Subjectivity/Objectivity</td>
</tr>
<tr>
<td>Multi-Perspective Question and Answering (MPQA) [36]</td>
<td>11,000</td>
<td>Opinion polarity</td>
</tr>
<tr>
<td>Movie Reviews (MR) [37]</td>
<td>11,000</td>
<td>Sentiment</td>
</tr>
<tr>
<td>Stanford Sentiment Analysis (SST) [38]</td>
<td>67,300</td>
<td>Sentiment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>USE DAN</th>
<th>USE Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC</td>
<td>91.19</td>
<td>92.51</td>
</tr>
<tr>
<td>CR</td>
<td>80.97</td>
<td>87.43</td>
</tr>
<tr>
<td>SUBJ</td>
<td>92.65</td>
<td>93.87</td>
</tr>
<tr>
<td>MPQA</td>
<td>85.38</td>
<td>86.98</td>
</tr>
<tr>
<td>MR</td>
<td>74.45</td>
<td>81.44</td>
</tr>
<tr>
<td>SST</td>
<td>77.62</td>
<td>85.38</td>
</tr>
</tbody>
</table>

IV. KP-USE APPROACH

In this section, we propose KP-USE, which is a new method for key-phrases extraction from documents.

A. KP-USE Process

The KP-USE process presented in Fig. 4 shows that our method consists of five main steps:

1. Extraction of candidate key-phrases;
2. Split the document into five main sections;
3. Vector representation of main sections and candidate key-phrases by USE;
4. Calculate the score of each candidate key-phrase;
5. Sorting the candidate key-phrases according to their score and extracting the phrases with the best score as key-phrases.

B. Candidate Key-phrases

The process of candidate key-phrases extraction (Fig. 5) begins with removing non-text data from the document, as well as converting all text to lowercase, and translating foreign words from the text into the language being studied. Then, the tokenization technique is used to convert the cleaned text into an array of tokens, to determine the grammatical category of each word using the Part-Of-Speech Tagging (POST) technique.
Several AKE approaches have noted that key-phrases are noun phrases composed of one or more words such as [1], [39], and [40]. According to [19], the gerund form of a verb (VBG) can be used as a noun and the past participle form of a verb (VBN) can be considered as an adjective in the composition of key sentences. Therefore, (NN.*|JJ.*|VBN|VBG)*(NN.*|VBG) is the proposed pattern for candidate key-phrases extraction.

C. Document Fraction

Through our analysis of more than 50 scientific papers, we noticed that most of the key-phrases are semantically similar to the title of the article and are often mentioned in the abstract and to a lesser extent in the introduction and the conclusion. Based on this result (Table III), we propose to split the document into five parts, namely title, abstract, introduction, and conclusion, while the fifth part comprises the rest of the document. To favor the parts similar to the key phrases. In Table III, we propose for each part a proximity coefficient which will be used when calculating the similarity between the candidate phrases and the document.

<table>
<thead>
<tr>
<th>Table III. The Proximity Coefficients for Each Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section</td>
</tr>
<tr>
<td>Title</td>
</tr>
<tr>
<td>Abstract</td>
</tr>
<tr>
<td>Introduction</td>
</tr>
<tr>
<td>Body</td>
</tr>
<tr>
<td>Conclusion</td>
</tr>
</tbody>
</table>

Some documents may not have one of the five parts. In this case, KP-USE considers the proximity coefficient of the non-existent part to be zero. Therefore, there will be no effect on the calculation of the similarity between the candidate phrases and the document. Thus, we will be able to apply KP-USE to any document.

D. Sentence Embedding

Our method proposes to extract key-phrases from the document based on the calculation of semantic similarity between the candidate key-phrases and the five parts of the document that have been identified in Table III. Before calculating the similarity, we must first represent the phrases candidate and the five parts by vectors. For this, we exploit USE as an embedding technique to obtain vectors of 512 dimensions. We test USE for encoding models, Transformer and DAN, to see which works best.

E. Candidate Key-phrase Score

The score of any candidate key-phrase is expressed by its semantic similarity with the document. This score is calculated based on the similarity of the candidate phrase to each of the five parts of the document, which is calculated by Formula 1. To exploit the proximity coefficient of each part of the candidate phrase, KP-USE uses Formula 3 to calculate the score for each candidate key-phrase.

\[
Score(P_i) = \frac{1}{\sum_{j=1}^{5} C_j} \sum_{k=1}^{5} sim(V_k, U_i) \times C_k
\]

P_i: The candidate key-phrase i.
U_i: the vector that represents phrase i.
V_k: The vector that represents part k.
C_k: Coefficient of part k.
C_j: Coefficient of part j.

F. Key-phrases Extraction

After calculating the score for each candidate key-phrase, KP-USE ranks these statements in descending order based on the score. KP-USE allows the user to choose the number of key-phrases to extract. The highest-rated phrases as key-phrases in the document.

V. Experimental Evaluation

In this section, we will present the datasets that were used to evaluate KP-USE. Additionally, we will verify which of the two models exploited in USE performs better in AKE by evaluating their performance using the precision, recall, and F1-score metrics. Then, we compare the performance of our method with other AKE methods based on embedding techniques.

A. Datasets

To evaluate the performance of our method, we used three datasets that are considered the most widely used in evaluating key-phrase extraction approaches, which are:

- NUS [41], is a set of scientific data, consisting of 211 conference papers where each paper contains between 4 and 12 pages. Keywords were identified by the volunteer students where each student was asked to read three articles and extract the keywords.
- Krapivin2009 [42]: It is considered one of the largest datasets in terms of number documents, containing 2,304 research articles in the field of computer science. The keywords of the articles were identified by the authors and checked by the reviewers.
- Semeval-2010 [43]: This is one of the most widely used data sets for evaluating keyword extraction approaches. It consists of 244 scientific articles belonging to the field of computer science, where the number of article pages varies from 6 to 8 pages. The keywords for each article are defined by the authors and professional editors. Table IV shows the statistics for the three datasets.

The most important feature of the datasets used is that they contain scientific papers consisting of 4 and 15 pages, i.e. each paper contains the five parts we have discussed in Table III will confirm the credibility of the results we will obtain.
TABLE IV. DATASETS USED TO EVALUATE KP-USE

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type of doc</th>
<th>Docs</th>
<th>Language</th>
<th>Tokens per Doc</th>
<th>KP per Doc</th>
<th>Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUS</td>
<td>Full paper</td>
<td>211</td>
<td>EN</td>
<td>8398.30</td>
<td>11.00</td>
<td>Reader</td>
</tr>
<tr>
<td>Krapivin2009</td>
<td>Full paper</td>
<td>2304</td>
<td>EN</td>
<td>8040.74</td>
<td>6.34</td>
<td>Author</td>
</tr>
<tr>
<td>SemEval2010</td>
<td>Full paper</td>
<td>244</td>
<td>EN</td>
<td>7961.20</td>
<td>14.70</td>
<td>Author/Reader</td>
</tr>
</tbody>
</table>

B. Evaluation Metrics

Several evaluation metrics are used in key-phrase extraction [44]. Researchers generally prefer three metrics, namely precision, recall, and F1-score because of their validity and ease of use. These are the same metrics we will use to evaluate KP-USE.

- Precision: To evaluate the precision of the approach, we use this metric. Its value is expressed as the proportion of correctly extracted key-phrases compared to the total number of extracted key-phrases. To calculate the precision, we use formula 4.

\[
\text{Precision} = \frac{\text{Correct KeyPhrases}}{\text{Extracted KeyPhrases}}
\]  

- Recall: To evaluate the completeness of key-phrase extraction, we use the recall metric, which expresses the proportion of correctly extracted key-phrases among the author's or reader's selected key-phrases. To calculate the yield, we use formula 5.

\[
\text{Recall} = \frac{\text{Correctly KeyPhrases}}{\text{Assigned KeyPhrases}}
\]  

- F1.Score: There is often an inverse interaction between precision and recall. When precision is high, recall is low. For this, the F1-score is used, to combine precision and recall. To calculate F-score, we use formula 6.

\[
\text{F1.Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

C. Comparison of USE Models

To choose the appropriate encoding model for KP-USE, we experimented with extracting key phrases using both encoding models, Transformer and DAN. Table V shows the performance of KP-USE according to each model according to the F1-Score metric on the three datasets NUS, Krapivin, and SemEval2010 for top 5 (F1@5), top 10 (F1@10), and top 15 (F1@15).

From the results obtained, we find that KP-USE based on the Transformer model performs better than KP-USE based on the DAN model in all the datasets used. Although the complexity of the Transform model is higher than that of the DAN model, we prefer to use the Transformer-based model because it achieves promising results.

D. Performance Comparison

We compare KP-USE with three methods which are also based on embedding techniques namely EmbedRank [45] is an unsupervised method that uses the Sent2vec [46] embedding technique for the representation of phrases and documents. SIFRank [18] is an unsupervised key-phrase extraction method based on the SIF [21] and ELMo [47] embedding model. The third approach is MDERank [20], this is an unsupported approach. It implicitly embeds position and frequency offset information by encoding the document using BERT embedding technique [48].

In general, the results obtained by KP-USE remain acceptable compared to the performance of the other methods at the level of long documents. Table 6 present these results.
E. Discussion

KP-USE is an unsupervised AKE method that takes advantage of the USE embedding technique to represent text vectorially. KP-USE relied on splitting the text to focus the search for key-phrases in the parts that might contain them, and this split also helps to improve the embedding of the document because instead of just being represented by a single vector, each part is represented by a vector. What also characterizes KP-USE is that the similarity calculation takes into account the parts of the document which often contain key-phrases, unlike other methods which consider all parts of the document to be of the same degree of importance, which makes KP-USE more efficient than these methods, especially in long documents. KP-USE can also be applied to short documents, where the importance coefficient for any part that does not exist in the document is zero, so the similarity calculation between candidate phrases and the document is not affected. KP-USE performance could be improved even more if we could develop it to be able to predict key-phrases that are not mentioned in the document.

VI. CONCLUSION

In this paper, we proposed KP-USE, an unsupervised method of extracting key-phrases from the document based on the USE embedding technique which uses the Transformer network model. Our method splits the document into five parts, namely title, abstract, introduction, body, and conclusion, to favor the parts likely to contain key-phrases while calculating the semantic similarity between the candidate key-phrases and the document. KP-USE was evaluated on three datasets continent of long documents, namely NUS, Krapivin, and Semeval 2010. F1-Score results showed that the performance of KP-USE was superior to the performance of unsupervised methods based on embedding techniques and on the calculation of semantic similarity to extract key-phrases. In the future, we will develop KP-USE to predict key-phrases not mentioned in the document.
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Abstract—Among the category of nonlinear processes, the Continuous Stirred Tank Reactor (CSTR) is one popular unit that finds application in various verticals of chemical process industries. The process variables within the CSTR are highly interactive; hence developing control strategies become a laborious task as it can be viewed as a Multi Input Multi Output (MIMO) system. Often the CSTR is assumed as a Single Input Single Output (SISO) system and during the development of control strategies or algorithm, the main objective is on maintaining only a single process variable closer to its set point, even though many measured variables form part of it. On the contrary, when compared to a SISO system, the MIMO control includes sustaining different controlled variables at their appropriate set points concurrently; thereby achieving an improved efficiency. The components’ concentration and the temperature inside the CSTR are highly interactive in nature and exhibit reasonably high non-linear steady state behaviour. Both the interaction and non-linear behaviours pose challenges to the overall system stability. A stabilizing Proportional + Integral (PI) controller employing Stability Boundary Locus (SBL) concept is designed for a CSTR which eventually encapsulates both the stability and closed loop performance in its design procedure and analysed through simulation in MATLAB with the results presented.

Keywords—Nonlinear process; interaction; multi input multi output control; closed loop performance; stability

I. INTRODUCTION

A process industry consists of various process units coupled together to perform a process operation and hence they are typically Multi Input and Multi Output (MIMO) systems. However, to implement process control strategies, process units are treated as Single Input Single Output (SISO) systems [1,2]. The most important notion is in maintaining a particular process variable closer to the set point, although quite a few measured variables are part of it [3]. Generally, the interactions amongst those variables are not considered in the control system design. This results in the augmented use of energy and therefore upsurges the plant’s operational costs. In contrast to SISO, the MIMO control objective performs to maintain quite a lot of controlled variables at their desired set points at the same time. For the control of MIMO systems, design technique of single loop tuned controller can’t be implemented directly due to the heavy interaction between the loops that inflict intricacies in the control system design. For a MIMO system two kinds of control system design exists. The first type is the multivariable control method, where a solitary control algorithm oversees the control of all interacting loops within the process therefore the fail-safe design becomes more complicated [4]. The second type is the Multiloop control, a kind of multiloop control of individual loop that demonstrates a natural immunity to the loop failure thereby resulting in an easy and potent fail-safe design. The interaction within the CSTR is phenomenal with the Biggest Log modulus Tuning (BLT) [5,6] been implemented earlier [7] and in this present work, the performance of the same CSTR system is analyzed by employing Stability Boundary Locus (SBL) concept through simulation in MATLAB. The SBL concept graphically defines a boundary in the parametric design plane of the controller, to separate the stable and unstable regions of a feedback control system. The value addition of this paper lies in implementing the proposed stabilizing PI controller employing the Stability Boundary Locus (SBL) concept to specify the choice of controller parameters that results in the stable operation of the chosen highly non-linear CSTR process.

The paper is structured as below. In the subsequent sections, related work and then the equations related to the CSTR model and parameters are provided, followed by the multiloop control scheme. The next section details the design steps involved in the MIMO systems to plot the stability boundary loci to calculate stabilizing PI controllers for all the varied operating points of the CSTR. Simulation results to validate the control performance of the proposed method followed by discussion and conclusion are provided afterwards.

II. RELATED WORK

Nusret Tan et al. (2006) have proposed a method to compute all the parameters of a PI controller which stabilize a control system [8]. Hanwate and Hote (2014) have designed a PID controller for cart inverted pendulum system based on the concept of stability boundary locus [9]. A mathematical model of the DC motor control system has been derived by Praboo
and Bhaba (2014) based on the model fractional order PI[\lambda] controller using the stability boundary locus method to satisfy the required gain margin (GM) and phase margin (PM) of the system [10]. The work by Deniz et al. (2016) has introduced an integer order approximation method for the numerical implementation of fractional order derivative/integrator operators in control system based on fitting the stability boundary locus (SBL) of fractional order derivative/integrator operators and SBL of integer order transfer functions [11]. A generalized approach to identify all stabilizing PI controllers for processes with time delay that depends on modeling higher order plant transfer functions by a first order plus dead time model has been proposed by Kaya and Atıç (2016) from which the normalized form of the obtained model and controller transfer functions were used for plotting the stability boundary locus plane [12]. The computation of all stabilizing PI controllers for third order systems obtained using the Boundary locus and Krammer summation method to guarantee the stability of a feedback system was proposed by Amarendra Reddy et al. (2017) [13]. The paper by Atıç and Kaya. (2018) has proposed a method by which all PID controller tuning parameters, satisfying stability of any unstable time delay processes, can be calculated by forming the stability boundary loci [14]. A method based on stability region locus and the Mikhailov criterion for stability test has been proposed to determine the parameters of PI controllers to control a TITO (two-input two-output) NCS (networked control systems) with intrinsic and network induced time delays has been proposed by Mohamed-Vall (2021) [15].

III. CSTR MODEL AND PARAMETERS

An irreversible first order exothermic reaction (A→B) occurring in a CSTR as presented in Fig. 1 is considered. A cooling jacket that surrounds the reactor get rid of the heat produced during the reaction. It is assumed that perfect mixing occurs within the CSTR and also any changes in the volume owing to the reaction are considered negligible. As per the above assumptions, jacket water tends to be perfectly mixed with a continual water hold up happening within the jacket and the weight of the CSTR metal walls also being regarded negligible [16]. The fundamental model along with the resultant operating points of the CSTR is provided in Table I [17, 18] and the same has been taken up for the simulation studies.

The dynamics of process variables in the CSTR is given by:

\[
d\frac{CA}{dt} = \frac{F}{V}CA0 - \frac{F}{V}CA - K0e(-E/RT) \\
\frac{d\theta}{dt} = \frac{\theta}{\theta_{in}} - \frac{\theta}{\theta} \frac{H \theta CA0 e^{(-E/RT)}}{\rho C_p} - \frac{UA}{\rho C_p V}(T - \theta) \\
\frac{dT_c}{dt} = \frac{F}{V} (\theta_{in} - \theta) + \frac{UA}{\rho C_p V} \left( T - \theta \right)
\]

From the modelling equations of CSTR, it is evident that the process variables \(CA\), \(\theta\), and \(T_c\) remain to be a nonlinear function. Also due to their interactive nature, they cannot be determined independently. The Table I exhibit the CSTR’s steady state operational considerations taken up herein.

IV. MULTILOOP CONTROL OF CSTR

A CSTR is a specialized MIMO system that contains two controlled variables (CV), reactor concentration and temperature. These controlled variables have to be maintained at their nominal operating values. Relative Gain Array (RGA) analysis is carried out on the considered CSTR model to recommend the best pairing [19].

Based on the loop pairing, it is proposed that, to attain the best closed loop performance, the flowrate of the inlet coolant \(F_c\) ought to be paired with the concentration of Component A in the outlet stream \(CA\) and the inlet flowrate \(F\)
need to be paired with the reactor temperature T. The multiloop control structure engaged in this effort is given in Fig. 2.

The RGA analysis is carried out for the proposed CSTR model and is calculated as given in (4).

$$\lambda = \frac{F_c \begin{bmatrix} 3.9880 & -2.9880 \\ -2.9880 & 3.9880 \end{bmatrix}}{ \begin{bmatrix} 3.9880 & -2.9880 \\ -2.9880 & 3.9880 \end{bmatrix}}$$  \hspace{1cm} (4)

Fig. 2. Multiloop Control Scheme for CSTR.

The RGA analysis specifies that Fc needs to be paired with Ca, and F paired along with T to offer superior control. As $\lambda_{ij}$ is seen as a small positive value, the gain in closed-loop is considerably greater than in open-loop. This phenomenon may be a source for decline in performance or instability when the loop is closed. This accentuates that, an input in open-loop that possess small influence on a specific output will hold a loop is closed. This accentuates that, an input in open-loop that possess small influence on a specific output will hold a noteworthy effect in closed-loop owing to feedback as well as coupling.

V. DESIGN OF MULTiloop STABILIZING PI CONTROLLER FOR CSTR

The robust performance and simplicity of the stabilizing PI (Proportional + Integral), PID (Proportional + Integral + Derivative) and lag/lead design find themselves being extensively used in the process industries. The Stability Boundary Locus (SBL) method performs the computation of the PI controller parameters which stabilizes the control system proposed by [20,21]. A stability boundary locus in the $(K_c, K_i)$ plane is plotted and the stabilizing values of P+I controller parameters are evaluated. This method does not necessitate sweeping over the parameters and also does not require linear programming to solve a set of inequalities. The stabilizing PI controller evolved from the stability boundary locus not only guarantees the stability but also the desired closed-loop transients are obtained [8]. The following sections explain briefly the design steps involved in the MIMO systems.

A. Stabilizing PI Controller for First Order Plus Dead Time (FOPDT) Process

For a SISO system with,

$$G_p(s) = G(s)e^{-\theta s} = \frac{N(s)}{D(s)}e^{-\theta s}$$  \hspace{1cm} (5)

and a P+I controller of the form

$$G_c(s) = K_c + \frac{K_i}{s}$$  \hspace{1cm} (6)

where the problem is to compute the PI controller parameters that stabilizes the system [22,23]. The system’s closed loop characteristic polynomial P(s) [24] is:

$$P(s) = sD(s) + (K_c s + K_i)N(s)e^{-\theta s}$$

$$= a_n s^n + a_{n-1} s^{n-1} + a_{n-2} s^{n-2} + \ldots + a_1 s + a_0$$  \hspace{1cm} (7)

It is to be noted that all coefficients or some of the coefficients $a_i$, $i = 1, 2, \ldots, n$ are the function of $K_c$, $K_i$ and $e^{-\theta s}$ depends on the order of polynomials N(s) and D(s). There exist 3 eventualities for a stable polynomial’s root to cross over the imaginary axes, (i.e., the polynomial turns out to be unstable) in the parameter space approach. (i) Real Root Boundary: At $s = 0$, a real root crosses over the imaginary axis. As a result, the real root boundary can be attained from $P(s)$ in (7) by substituting $s = 0$ which provides $a_0 = 0$. (ii) Infinite Root Boundary: At $s = \infty$, a real root crosses over the imaginary axis. Therefore, the infinite root boundary can be denoted by considering $a_n = 0$ from (7) (iii) Complex Root Boundary: The polynomial typified by (7) becomes unstable at $s = j\omega$ while the roots cross the imaginary axis that signifies the real and the imaginary parts of (7) all becoming zero at the same time. Hence the complex root boundary can be attained as given below. The numerator and denominator polynomials of $G_p(s)$ can be decomposed into their equivalent odd and even parts by replacing $s$ with $j\omega$ which yields.

$$G(j\omega) = \frac{N_e(-\omega^2)+j\omega N_o(-\omega^2)}{D_e(-\omega^2)+j\omega D_o(-\omega^2)}$$  \hspace{1cm} (8)

For the sake of simplicity ($-\omega^2$) will not be part of the ensuing equations. The closed loop characteristic polynomial of (7) can be written as;

$$\Delta(j\omega) = [(K_cN_c-K_c\omega^2N_0)\cos(\omega\theta)+\omega(K_cN_0+K_iN_c)\sin(\omega\theta)-\omega^2D_0]$$

$$+ j[\omega(K_cN_0+K_iN_c)\cos(\omega\theta)-(K_cN_c-\omega^2K_iN_o)\sin(\omega\theta)+\omega D_e]$$

$$= R_\omega + jI_\omega = 0$$  \hspace{1cm} (9)

Upon equating the real and imaginary parts of $\Delta(j\omega)$ to zero;

$$K_c[-\omega^2N_c\cos(\omega\theta)+\omega N_c\sin(\omega\theta)]$$

$$+K_c[N_c\cos(\omega\theta)+\omega N_c\sin(\omega\theta)] = \omega^2D_0$$  \hspace{1cm} (10)

$$K_c[-\omega N_c\cos(\omega\theta)+\omega^2N_c\sin(\omega\theta)]$$

$$+K_i[-\omega N_0\cos(\omega\theta)-N_c\sin(\omega\theta)] = -\omega D_e$$  \hspace{1cm} (11)

Splitting into

$$Q(\omega) = \omega N_c\sin(\omega\theta) - \omega^2N_c\cos(\omega\theta)$$

$$R(\omega) = \sin N_c\cos(\omega\theta)+\omega N_c\sin(\omega\theta)$$

$$X(\omega) = \omega^2D_0$$

$$S(\omega) = \omega N_c\cos(\omega\theta)+\omega^2N_c\sin(\omega\theta)$$

$$U(\omega) = \omega N_0\cos(\omega\theta)-N_c\sin(\omega\theta)$$
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Then (10) and (11) can be denoted as

\[ K_c Q(\omega) + K_c R(\omega) = X(\omega) \]  
(14)

\[ K_c S(\omega) + K_c U(\omega) = Y(\omega) \]  
(15)

Solving (14) and (15),

\[ K_c = \frac{X(\omega)U(\omega) - Y(\omega)R(\omega)}{Q(\omega)U(\omega) - R(\omega)S(\omega)} \]  
(16)

and

\[ K_I = \frac{Y(\omega)Q(\omega) - X(\omega)S(\omega)}{Q(\omega)U(\omega) - R(\omega)S(\omega)} \]  
(17)

Upon substituting (12) and (13) into (16) and (17), it is found that,

\[ K_c = \frac{(\omega^2 N_0 D_0 + N_0 D_e \cos(\omega)) \cos(\omega)}{(N_e^2 + \omega^2 N_0^2)} \]  
(18)

\[ K_I = \frac{\omega^2 (N_0 D_e - N_0 D_0) \cos(\omega) \cos(\omega)}{(N_e^2 + \omega^2 N_0^2)} \]  
(19)

It can be perceived that if the denominator of (18) and (19) \( N_e (\omega^2) + \omega^2 N_0 (\omega^2) \neq 0 \), then the stability boundary locus, \( \{K_c, K_I, \omega\}_c \) can be constructed in the \( (K_c, K_I) \)-plane. Whereas if at any specific value of frequency, the denominator of equations (18) and (19) \( N_e (\omega^2) + \omega^2 N_0 (\omega^2) = 0 \), then it implies that the frequency value should not be used. Here a discontinuous stability boundary locus will be attained which won’t be problematic as far as the stabilizing controller’s computation is concerned. When the stability boundary locus is attained, it becomes essential to assess if the stabilizing controllers are existent or not. This is because the stability boundary locus, the real root and infinite root boundary lines may perhaps split the parameter plane into stable and unstable regions. It can be seen that the line \( K_I = 0 \) can split the parameter plane \( (K_c, K_I) \) into two regions viz. stable and unstable. In this case the line \( K_I = 0 \) is the real root boundary line attained by substituting \( \omega = 0 \) in (7) and then equating it to zero as a real root of \( \Delta(s) \) of (7) may cross over the imaginary axis at \( s = 0 \).

Generally, for a transfer function, the order of \( D(s) \) is greater than the order of \( N(s) \) which guarantees no infinite root boundary line. The stability boundary locus is seen to be reliant on the frequency \( \omega \) that varies from 0 to \( \infty \) which signifies the importance of frequency gridding. The lessening of the range of frequencies that desires to be gridded can be effectively achieved by employing the Nyquist plot based method as provided in [25]. Here we need to find only the real values of \( \omega \) that satisfy \( \text{Im}(G(s)) = 0 \) where \( s = j\omega \). As the controller operates in this frequency range, it indicates that the frequency below the critical frequency \( \omega_c \) or the ultimate frequency can be considered. For that reason, in order to get the stability boundary locus over a likely smaller range of frequency such as \( \omega \in [0, \omega_c] \), the critical frequency can be employed. As the phase of \( G(s) \) at \( s = j\omega_c \) is equal to \(-180^\circ\), it can be written as;

\[ \tan^{-1} \left( \frac{\text{Im}N(s)}{\text{Re}N(s)} \right) - \tan^{-1} \left( \frac{\text{Im}D(s)}{\text{Re}D(s)} \right) = -\pi \]  
(20)

or \( \tan(\phi) = \frac{\omega_0 N_0 D_x - N_0 D_x}{\omega_0 N_0 D_x + \omega_0 N_0 D_x} = \phi(\omega) \)  
(21)

**B. Implementation of SBL Algorithm for CSTR Control**

From the models obtained in the resultant three operating regions of the CSTR, the stability boundary loci for the loops are obtained using (16) and (17). The boundary loci are depicted in Fig. 3. The \( (K_c, K_I) \) points are obtained by varying \( \omega \) from 0 to \( \omega_c \) in steps of 0.001 accordingly. The Multiloop controller parameters are obtained from stability boundary locus [26] using weighted geometrical centre with the aid of (22) and (23).

\[ K_c = \frac{1}{n} \sum_{j=1}^{n} K_{cf} \]  
(22)

\[ K_I = \frac{1}{2n} \sum_{j=1}^{n} K_{ij} \]  
(23)

The steady-state profile has yielded the notion of operating the CSTR at three diverse operating regions. In order to investigate the multiloop control of the CSTR, the operating points are prudently selected as per the steady-state input-output response as low \( (F = 70 \text{ l/min}, F_C = 60 \text{ l/min}) \), middle \( (F = 31 \text{ l/min}, F_C = 99 \text{ l/min}) \) and high \( (F = 25 \text{ l/min}, F_C = 115 \text{ l/min}) \).

The steady-state value of the three chosen operating regions is presented in Table II.

**TABLE II. OPERATING POINTS OF CSTR-MIMO PROCESS**

<table>
<thead>
<tr>
<th>Operating Region</th>
<th>( C_A ) (mole/l)</th>
<th>( T ) (K)</th>
<th>( T_C ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0.05725</td>
<td>390.4</td>
<td>341.1</td>
</tr>
<tr>
<td>Middle</td>
<td>0.7963</td>
<td>318.3</td>
<td>306.1</td>
</tr>
<tr>
<td>High</td>
<td>0.8178</td>
<td>314.1</td>
<td>304.3</td>
</tr>
</tbody>
</table>

The MIMO model for the chosen three operating regions (low, middle and high) obtained using the process reaction curve (PRC) method are specified from (24) to (26) respectively.

\[ G(s) = \begin{bmatrix} 0.84 e^{-0.1s} & 0.3s+1 \nonumber \\ -0.0017e^{-0.15s} & 0.45s+1 \nonumber \\ 0.5e^{-0.1s} & 1.2s+1 \nonumber \\ -0.0025e^{-2.5s} & 1.35s+1 \nonumber \end{bmatrix} \begin{bmatrix} -0.46e^{-0.15s} \nonumber \\ 0.75s+1 \nonumber \\ 0.015e^{-0.25s} \nonumber \\ 0.75s+1 \nonumber \end{bmatrix} \]  
(24)

\[ G(s) = \begin{bmatrix} 0.48 e^{-0.1s} & 0.9s+1 \nonumber \\ -0.00068e^{-3.3s} & 1.2s+1 \end{bmatrix} \begin{bmatrix} -0.04e^{-0.4s} \nonumber \\ 0.6s+1 \nonumber \end{bmatrix} \]  
(25)

\[ G(s) = \begin{bmatrix} 0.48 e^{-0.1s} & 0.9s+1 \nonumber \\ -0.00068e^{-3.3s} & 1.2s+1 \end{bmatrix} \begin{bmatrix} -0.04e^{-0.4s} \nonumber \\ 0.6s+1 \nonumber \end{bmatrix} \]  
(26)

For the locally linearized models, the Multiloop controllers are designed at the chosen three operating points by employing the SBL technique. For the control scheme, the feed flow rate \( F \) and coolant flow rate \( F_C \) remain the manipulated variables (MV) whereas the concentration of component A \( (C_A) \) and reactor temperature \( (T) \) are the controlled variables. The design stage involves finding the PI controller parameters initially by means of the Ziegler Nichols method [27] for individual loop, with the multiloop controller parameters
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adjusted thereupon by making use of the detuning factor $f$. For this CSTR process, the detuning factor ‘$f$’ for the chosen three operating regions is estimated to be 1.195, 1.275 and 1.26 correspondingly.

C. Control Performance of Multiloop Stability Boundary Locus (SBL) method – Reactor Concentration Control

To investigate the closed loop system behaviour with the controller so designed, the concentration setpoints are changed over all the three operating regions. The Feed concentration $C_{A0}$, the temperature of the Inlet stream $T_{in}$, and the inlet coolant water temperature in the jacket $T_{cin}$ act as the disturbances for this system, which are intentionally changed from the nominal values at various sampling instants. All the figures in this and subsequent sections consist of two halves. The top half shows the trends of the process variables (PV) for the changes in the setpoints and disturbances. The bottom half displays the corresponding changes in the manipulated variable which drives the PV to the setpoints. Fig. 4, 6 and 8 show the servo and regulatory responses for the operated low, middle and high regions.

It is found that the reactor concentration tracks the setpoint changes without any offset and at the same time the disturbance rejection is also phenomenal. The three different disturbances in the CSTR mentioned earlier are introduced intentionally at the sampling instances of 40, 80 and 190 respectively. The rejection trend shows how effectively the disturbances are removed. Fig. 5, 7 and 9 show the interaction effect of concentration on the reactor temperature. In all the above-mentioned figures it is found that the process being MIMO in nature, remains susceptible to the interaction effect. However, the degree of interaction is very much reduced due to the effective SBL design methodology.

![Stability Regions of the CSTR Process](chart.png)

Fig. 3. Stability Regions of the CSTR Process (a) Low (b) Middle (c) High.
Fig. 4. Servo and Regulatory Responses of Multiloop SBL Design for Concentration Control at Low Region.

Fig. 5. Interaction Behaviour of Temperature with SBL Design for Concentration Control at Low Region.

Fig. 6. Servo and Regulatory Responses of Multiloop SBL Design for Concentration Control at Middle Region.

Fig. 7. Interaction Behaviour of Temperature with SBL Design for Concentration Control at Middle Region.

Fig. 8. Servo and Regulatory Responses of Multiloop SBL Design for Concentration Control at High Region.

Fig. 9. Interaction Behaviour of Temperature with SBL Design for Concentration Control at High Region.
D. Control Performance of Multiloop Stability Boundary Locus (SBL) Method - Reactor Temperature Control

The closed-loop performances of the designed controller are studied in all three chosen operating regions of the CSTR. The servo and regulatory responses are obtained for the analogous setpoint and disturbance patterns employed already for concentration control. Fig. 10, 12 and 14 show the servo and regulatory responses. The step change in the setpoints is made at various sampling instances in both directions to check the setpoint tracking feature of the designed controller. It is found that the designed controller behaves well.

The bottom halves of the figure show the trend of manipulated variable (the feed flow rate). It is also observed that the SBL method smoothly rejects the interaction effect on concentration due to changes in temperature setpoints and disturbances which are recorded in Fig. 11, 13 and 15.

The spikes in the trends on the top halves of the figures show the deviation of concentration from its constant nominal values at various sampling instances. The servo and regulatory responses are obtained for both the concentration and temperature control as per the controller tuning constants obtained using multiloop controllers based on the Stability Boundary Locus method and the same is provided in Table III.
The servo and regulatory performances of the designed controller are analyzed by computing the ISE (Integral square error) and IAE (Integral Absolute Error) [28] at various operating points within the three operating regions of the CSTR. The performance indices are computed during concentration and temperature control and tabulated. Table IV and Table VII display the performance measures calculated for each setpoint change during concentration and temperature control respectively. The performance measures computed during disturbance changes are given in Table V and Table VI for concentration and temperature control, respectively.

**TABLE V. PERFORMANCE INDICES OF MULTILOOP SBL DESIGN FOR DISTURBANCE CHANGE DURING CONCENTRATION CONTROL**

<table>
<thead>
<tr>
<th>Operating Regions</th>
<th>Disturbance Change</th>
<th>ISE</th>
<th>$C_d$</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.2610048 82</td>
<td>3.38187E-06</td>
<td>1.1453822 64</td>
<td>0.0046 1</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.4273377 81</td>
<td>5.19373E-05</td>
<td>3.4339059 73</td>
<td>0.0613 76</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.5607569 51</td>
<td>3.78241E-05</td>
<td>2.7278082 78</td>
<td>0.0455 02</td>
</tr>
<tr>
<td></td>
<td>$C_{d0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.0009449 48</td>
<td>0.0033042 49</td>
<td>0.4373090 74</td>
<td>1.0823 04</td>
</tr>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.2615439 41</td>
<td>0.1211353 11</td>
<td>3.2142691 28</td>
<td>9.8890 35</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.6395648 18</td>
<td>0.3096752 59</td>
<td>8.5379207 74</td>
<td>26.113 81</td>
</tr>
<tr>
<td></td>
<td>$C_{d0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.0061698 74</td>
<td>0.0003392 33</td>
<td>0.4934268 8</td>
<td>0.1572 71</td>
</tr>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.0869431 88</td>
<td>0.0030115 74</td>
<td>1.6131680 71</td>
<td>0.5805 93</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.0231190 94</td>
<td>0.0004462 22</td>
<td>0.7075647 1</td>
<td>0.2014 56</td>
</tr>
</tbody>
</table>

**TABLE VI. PERFORMANCE INDICES OF MULTILOOP SBL DESIGN FOR DISTURBANCE CHANGE DURING TEMPERATURE CONTROL**

<table>
<thead>
<tr>
<th>Operating Regions</th>
<th>Disturbance Change</th>
<th>ISE</th>
<th>$C_d$</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.205901 436</td>
<td>1.98753E-06</td>
<td>1.013312 227</td>
<td>0.003348 628</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.275668 499</td>
<td>2.09429E-05</td>
<td>2.854061 744</td>
<td>0.034021 004</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.654673 618</td>
<td>7.08659E-06</td>
<td>2.251541 109</td>
<td>0.013654 934</td>
</tr>
<tr>
<td></td>
<td>$C_{d0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.001294 486</td>
<td>0.002688 16</td>
<td>0.372627 445</td>
<td>0.694312 277</td>
</tr>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.399054 716</td>
<td>0.087630 653</td>
<td>3.711265 015</td>
<td>7.675565 711</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.135731 116</td>
<td>0.017026 752</td>
<td>1.758236 04</td>
<td>3.348912 205</td>
</tr>
<tr>
<td></td>
<td>$C_{d0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.009394 668</td>
<td>0.000210 094</td>
<td>0.487764 198</td>
<td>0.094506 423</td>
</tr>
<tr>
<td></td>
<td>$T_{cin}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.102501 726</td>
<td>0.001058 962</td>
<td>1.434894 951</td>
<td>0.211575 404</td>
</tr>
<tr>
<td></td>
<td>$T_{in}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.110458 96</td>
<td>0.000212 938</td>
<td>1.209813 883</td>
<td>0.123608 686</td>
</tr>
</tbody>
</table>

**TABLE III. MULTILOOP CONTROLLER PARAMETERS FOR CSTR PROCESS USING SBL DESIGN METHOD**

<table>
<thead>
<tr>
<th>Operating Regions</th>
<th>$K_c$ Temperatur Loop</th>
<th>$K_i$ Temperature Loop</th>
<th>$K_i$ Concentration Loop</th>
<th>$K_i$ Concentration Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>1.9942</td>
<td>1117.5</td>
<td>8.6737</td>
<td>1.942</td>
</tr>
<tr>
<td>Middle</td>
<td>14.7728</td>
<td>146.9798</td>
<td>40.9988</td>
<td>93.4175</td>
</tr>
<tr>
<td>High</td>
<td>11.4149</td>
<td>1875.0</td>
<td>33.4506</td>
<td>1170.5</td>
</tr>
</tbody>
</table>

**TABLE IV. PERFORMANCE INDICES OF MULTILOOP SBL DESIGN FOR SETPOINT CHANGE DURING CONCENTRATION CONTROL**

<table>
<thead>
<tr>
<th>Operating Regions</th>
<th>Setpoint Change</th>
<th>$T_{ina}$</th>
<th>$C_d$</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0.0572 – 0.0673</td>
<td>6.028386</td>
<td>0.000579</td>
<td>15.0567</td>
</tr>
<tr>
<td></td>
<td>0.0673 – 0.0772</td>
<td>4.29804</td>
<td>0.000921</td>
<td>15.41896</td>
</tr>
<tr>
<td></td>
<td>0.0772 – 0.0872</td>
<td>2.623592</td>
<td>0.001821</td>
<td>15.6639</td>
</tr>
<tr>
<td></td>
<td>0.0872 – 0.0972</td>
<td>2.050618</td>
<td>0.00241</td>
<td>15.66487</td>
</tr>
<tr>
<td></td>
<td>0.0972 – 0.0572</td>
<td>1.18E-07</td>
<td>0.0004</td>
<td>0.000303</td>
</tr>
<tr>
<td>Middle</td>
<td>0.7963 – 0.8063</td>
<td>0.001325</td>
<td>0.006266</td>
<td>0.497038</td>
</tr>
<tr>
<td></td>
<td>0.8063 – 0.8163</td>
<td>0.002623</td>
<td>0.018643</td>
<td>0.842773</td>
</tr>
<tr>
<td></td>
<td>0.8163 – 0.8263</td>
<td>0.00294</td>
<td>0.041567</td>
<td>1.484041</td>
</tr>
<tr>
<td></td>
<td>0.8263 – 0.8363</td>
<td>0.002003</td>
<td>0.029539</td>
<td>0.941316</td>
</tr>
<tr>
<td></td>
<td>0.8363 – 0.8763</td>
<td>0.007016</td>
<td>0.048859</td>
<td>1.272217</td>
</tr>
<tr>
<td>High</td>
<td>0.8178 – 0.8278</td>
<td>0.034768</td>
<td>0.000932</td>
<td>0.67775</td>
</tr>
<tr>
<td></td>
<td>0.8278 – 0.8378</td>
<td>0.025621</td>
<td>0.001183</td>
<td>0.598351</td>
</tr>
<tr>
<td></td>
<td>0.8378 – 0.8478</td>
<td>0.017796</td>
<td>0.001645</td>
<td>0.674321</td>
</tr>
<tr>
<td></td>
<td>0.8478 – 0.8578</td>
<td>0.014713</td>
<td>0.001831</td>
<td>0.674334</td>
</tr>
<tr>
<td></td>
<td>0.8578 – 0.8678</td>
<td>0.114312</td>
<td>0.004482</td>
<td>1.228779</td>
</tr>
</tbody>
</table>

Fig. 15. Interaction Behavior of Concentration with SBL Design for Temperature Control at the High Region.
A Multiloop control philosophy is tried on the CSTR utilizing a powerful SBL design technique. One interesting feature of the SBL method lies in its simple design procedure, which involves considering only the diagonal elements, hence the interaction dynamics are discarded during its design phase. As an extension of this work, Multivariable control strategies can be implemented to analyze the interaction effects.

VI. DISCUSSION

One of the important traits of a Multiloop controller is the smooth removal of interaction among the loops thereby providing the operator with the freedom to operate near the limits. The SISO control design conveniently ignores the interaction effect and thereby made the design easy at the cost of performance degradation. As the CSTR is operated as a MIMO system, the interaction of change in the temperature on the concentration and vice versa are dominant. The performance of the designed Multiloop PI controller using the SBL design method is analysed by intentionally perturbing the CSTR with setpoint and disturbances at three different operating conditions. The performance is quantified for the designed Multiloop PI controller using the SBL design method performed indubitably well under various test conditions as presented in the paper.

VII. CONCLUSION AND FUTURE WORK

A Multiloop control philosophy is tried on the CSTR utilizing a powerful SBL design technique. One interesting feature of the SBL method lies in its simple design procedure, which involves considering only the diagonal elements, hence the interaction dynamics are discarded during its design phase. As an extension of this work, Multivariable control strategies can be implemented to analyze the interaction effects.
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**APPENDIX A**

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIMO</td>
<td>Multi Input Multi Output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>CSTR</td>
<td>Continuous Stirred Tank Reactor</td>
</tr>
<tr>
<td>BLT</td>
<td>Biggest Log modulus Tuning</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional + Integral</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional + Integral + Derivative</td>
</tr>
<tr>
<td>RGA</td>
<td>Relative Gain Array</td>
</tr>
<tr>
<td>FOPDT</td>
<td>First Order Plus Dead Time</td>
</tr>
<tr>
<td>SBL</td>
<td>Stability Boundary Locus</td>
</tr>
<tr>
<td>ISE</td>
<td>Integral square error</td>
</tr>
<tr>
<td>IAE</td>
<td>Integral Absolute Error</td>
</tr>
<tr>
<td>$K_c$</td>
<td>Proportional Gain</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Integral Gain</td>
</tr>
</tbody>
</table>
License Plates Detection and Recognition with Multi-Exposure Images

Seong-O Shim1*
Department of Computer & Network Engineering, College of Computer Science and Engineering, University of Jeddah, Jeddah, Saudi Arabia

Romil Imtiaz2, Asif Siddiq3
Electrical Engineering Department, Pakistan Institute of Engineering & Technology, Multan, Pakistan

Ishtiaq Rasool Khan4
Department of Computer Science and AI, College of Computer Science and Engineering, University of Jeddah, Jeddah, Saudi Arabia

Abstract—Automatic License Plate Recognition (ALPR) has been an important research topic for many years in the intelligent transportation system and image recognition fields. License Plate (LP) detection and recognition has always been a challenging issue due to several factors, including different weather and lighting, unavoidable data acquisition noise, and requirement for real-time performance in state-of-the-art Intelligent Transportation Systems (ITS) applications. Different techniques have been proposed based on machine learning, deep learning, and image processing for the detection and recognition of LPs. This paper proposes a method that performs vehicle LP detection and character recognition with high accuracy by using artificially generated multi-exposure images of the LP. First, one under-exposed and three over-exposed images are generated from a reference image taken from the camera. Then, LP detection and character recognition algorithms are applied on these five images – one real image and four synthesized images. At each character location in LP, the character detected with the highest confidence level among these images is selected as the final predicted character. The system is fully automated, and no pre-processing, calibration, or configuration procedures are needed. Experimental results show that the proposed method achieves high accuracy and works robustly even in challenging conditions. The proposed method can be used in any existing ALPR system and the results on three recent ALPR techniques show that the accuracies are further improved when they are combined with the proposed method.

Key words—License plate detection; character recognition; multi-exposure images; convolutional neural networks

I. INTRODUCTION

Automatic License Plate Recognition (ALPR) has become a popular topic of study and development in recent years. In modern urban societies, there is a constant demand for powerful intelligent systems for transport security and monitoring, as well as to assist in automating toll collection [1], traffic law enforcement [2], border control [3], private space access control [4], and road traffic monitoring [5]. Intelligent Transportation Systems (ITS) became a necessity in the quest to turn cities into smart cities. ALPR is an important part of ITS because it includes complex computer vision operations of object segmentation, and recognition [6, 7, 8]. As a result, there is a need to make the license plate (LP) recognition systems robust in a wide variety of backdrops and other environmental elements such as illumination, camera angle, and noise and distortion level in images, which make ALPR a challenging task. To recognize car licenses plates in restricted backdrops, a variety of advanced computer vision technologies and artificial intelligence algorithms have been developed [5, 7, 9], which may not work very well in dynamic conditions. In addition, it is impossible to cover entire range of roads, highways, or motorways with stationary/fixed ALPR cameras on ground, bridges, and utility poles [10]. Therefore, it is important to solve the relevant technical issues and develop ALPR systems for dynamic backgrounds, which can be mounted on mobile platform to patrol the area.

The main contribution of this paper is to increase the accuracy of detection and recognition of licenses plates with the help of multiple images taken at different exposure times. However, to avoid the use of complex hardware, and to keep the technique compatible with the existing ALPR systems, we capture only one image at a fixed exposure setting and synthesize others variants using a camera model. This model, for each image captured by a mobile camera, generates four additional images for different exposure times 0.5, 1.5, 2, and 2.5. Thus, we have five images of a scene at different levels of brightness. Our hypothesis is that in dark and very bright conditions when the original image is under/over exposed, some of the synthesized images should show the LP and its characters better than the original image captured by the camera. ALPR can be done on each of the five images and results can be combined to detect and recognize LP at high accuracy.

To validate the performance of the proposed technique, we develop a deep learning based baseline ALPR system, and observe the improvement in its accuracy as result of applying the proposed method. Our ALPR system uses You Only Looks Once (YOLO) algorithm [11] to detect licenses plates. After the detection process, the images are fed into a Convolutional Neural Network (CNN) model for the recognition of characters and digits on the plate. We train both modules using a custom dataset of LPs extracted from real traffic videos captured in Saudi Arabia. Using multiple exposures as suggested above, the accuracy of the plate detection reaches 100%. The recognition phase is more challenging, as we have included some very challenging LP images, having faded digits, rusted plates, and varying size and lighting. However, we see a very significant improvement in recognition too, when images at
multiple exposures are used. Our CNN model returns the
certainty level with which a character is recognized. We pick
the individual characters predicted with the highest certainty
level, if there are mismatches found in the results obtained
from multiple plates.

As we capture only one real image of the vehicle at a fixed
exposure setting, and generate the rest artificially, the proposed
technique works with existing ALPR systems without requiring
any changes in their capturing modules. It can be used as an
add-on to their existing software. We experiment with several
existing ALPR systems and observe significant increase in
their accuracy, especially in the challenging scenarios.

The rest of work is organized as follows. In Section II,
existing works related to each ALPR stage are discussed. This
is followed by presenting the fundamental idea of the proposed
ALPR method in Section III. Experiment results are presented
in Section IV. Concluding remarks and ideas for future work
are given in Section V.

II. RELATED WORK

For LP detection, segmentation, and identification, several
ALPR systems have been suggested. Various object detection
approaches have been used by researchers to handle the LP
detection step. Chen et al. [12] have reduced the YOLO model
layers from 27 to 13, consisting of 7 CNN layers and 6 fully
connected layers. They call this a tiny model which is used to
detect only one single class. A total of 36 classes are used in
which 10 classes are used for numeric data, 25 for alphabets,
and 1 for plate recognition. A Taiwan License plates dataset
was used and results were reported with 98.22% detection
accuracy and 78% recognition accuracy.

Tourani et al. [13] divide LPR into two parts: plate
detection and character recognition. A YOLOv3 model is used
to detect the LP which is cropped from the image and resized
to 224 x 224 pixels. Both color and grayscale images are used
and the last layer of the first YOLO model is modified. For
character recognition, a second YOLOv3 model is used. The
method got 97.77% accuracy in detection and 95.05% in
character recognition on Iranian license plates dataset.

Laroca et al. [1] used two CNN arranged in a cascaded
manner to detect car frontal or back-views and LPs, having
the lowest false positive rate. Rashtehroudi et al. [14] have
combined the Optical Character Recognition (OCR) and
segmentation method which is used for digit recognition with
the help of the YOLO algorithm. Using some preprocessing
steps in the first stage of the technique, they remove camera
angle issues by applying a Hough Line transform and rotational
filters based method on the license plate. In the second stage,
they apply the Bradley method to minimize the effect of light
angle on the image. After this, the noise level is reduced, and a
YOLO model is trained with 1000 images. Ozbay et al. [2]
used a smearing method which is a morphological process on
preprocessed images. Gou et al. [15] used top-hat
transformation, vertical edge detection, and morphological
procedures to detect the license plate.

Yonetsu et al. [16] used two-stage YOLOv2 for precise
license plate detection to decrease false detection, and thus
boost the detection rate. Jain et al. [17] used edge information
and geometric characteristics to extract license plate
candidates, which are then fed to a CNN classifier for license
plate detection. Liu et al. [18] used a YOLOv3 detector. In
their method, the picture is divided into $T \times T$ (where $T$
is a natural integer) rectangles, and bounding boxes and class
probability are predicted in each rectangle. The rectangle with
the highest confidence level is detected in the proposed
technique. Wang et al. [19] utilize a vertical projection
approach in which they scan license frames from left to right
until a projection region with a width bigger than a preset
threshold is discovered. Izidio et al. [20] created a CNN model
based on synthetic imagery. Khan et al. [21] purposed a
framework for LP recognition addressing the issues of low
image resolution, light conditions, bluriness effect due to
motion of vehicle, height, and noise. Zhang et al. [22] created
three networks in their proposed method. The first network is a
CNN cascade model for fast and accurate plate detection. The
second network is Recurrent Neural Network (RNN) for a
segmented free recognition. The third network is Generative
Adversarial Networks (GAN) to enhance ALPR accuracy.

III. PROPOSED METHOD

In this section, we explain the method to synthesise images
at multiple exposure from a given image captured at a fixed
exposure. Then we explain several steps in designing an ALPR
system that leverages the information contained in multiple
images to achieve high detection and recognition rates.

A. Synthesising Multiple Exposures

The quality of images taken by a camera is affected by
ambient light, and in very dark or bright images, it becomes
difficult to discern the characters. Therefore, it is necessary to
adjust the exposure time of the camera according to
surrounding lighting conditions. However, it is not always
possible to find a suitable setting automatically, and therefore
an easier way could be to acquire multiple images at different
exposure times and read the LP from the best image to increase
the recognition accuracy. Capturing multiple images of a scene
at different exposure settings requires more sophisticated
hardware to achieve higher frame rate, especially when the
vehicle and the camera are moving. In this article, we use a
camera model to artificially create various images
between different camera exposure times (multi-
exposure images) from a single image. The proposed technique
does not require changes in the existing hardware used for LP
recognition and is a post-processing module that can be added
to the existing systems for enhanced accuracy.

The accumulated light at a sensor location $p$ for $\Delta t$ units of
time defines a sensor exposure $E(p) \cdot \Delta t$, where $E(p)$ is sensor
irradiation at $p$. Then, the pixel intensity value $L(p)$ at sensor
location $p$ is defined as a function of sensor exposure as.

$$L(p) = f(E(p) \cdot \Delta t)$$

(1)

where, $f$ is called the camera response function. Among
various models to estimate the camera response function [23,
24], many camera manufacturers adopt a gamma curve to
design the response function [25, 26]. In general, a camera
response function is assumed to be a gamma curve, in which
case the intensity value at pixel location $p$ is represented as.
\[ L(p) = f \left( E(p) \cdot \Delta t \right) \approx \left( E(p) \cdot \Delta t \right)^\gamma \] (2)

If multiple images \( L_1, L_2, \ldots, L_n \) are acquired at different camera exposure times \( \Delta t_1, \Delta t_2, \ldots, \Delta t_n \), we can obtain a gamma corrected exposure time ratio \( \alpha_i \) \[26\] between \( L_i(p) \) and \( L_j(p) \) as

\[
\alpha_i(p) = \frac{L_i(p)}{L_j(p)} \approx \left( \frac{E(p) \cdot \Delta t_i}{E(p) \cdot \Delta t_j} \right)^\gamma = \left( \frac{\Delta t_i}{\Delta t_j} \right)^\gamma
\] (3)

Since \( \Delta t_i, \Delta t_j, \gamma \) are known constants and the value \( \alpha_i(p) \) is the same for all the pixels in an image, the image \( L_k \) corresponding to camera exposure time \( \Delta t_k \) can be artificially generated from the reference image \( L_r \) by multiplying \( \alpha_i \) at each pixel in \( L_r \). In this article, four images are generated: one under-exposed image \( (\alpha = 0.5) \) and three over-exposed images \( (\alpha = 1.5, 2, 2.5) \) with respect to the reference image \( L_r \) with the expectation that one of these five images (including the reference image) will provide better quality for discerning LP numbers under given ambient lighting conditions.

We apply our LP detection and recognition algorithm proposed next in this section to each of these five images. The algorithm returns a value of confidence level for each detected alphanumeric. Among the characters detected multiple times in these five images, we take the one detected with the highest confidence level.

**B. Data Collection**

To improve the detection model's accuracy, an adequate amount of labeled data is required. In this part, we explain the data collection procedure to train and test the LP detection and recognition networks. First, the videos of vehicles were recorded using a camera positioned on a moving car. The data is collected from the real traffic in Saudi Arabia and includes different LPs of different color and size according to vehicle type and size. In our study, we only consider cars' LPs which are 32cm by 16cm in size. We created a framing algorithm that extracts frames from the recorded videos. A total of 950 frames containing cars were extracted and stored in the Portable Network Graphics (PNG) format at 1920x1080 resolution. The dataset comprises frames containing LPs with easily readable text, as well as several challenging LPs in which text is faded, covered with mud, or distorted in several other ways. Some samples are shown in Fig. 1.

After extracting these frames, we applied different exposures \( (\alpha = 0.5, 1.5, 2, 2.5) \) to them using the method described above and thus a total of 3800 frames were obtained. A typical set of five frames is shown in Fig. 2, where the frame marked as 1x is captured by the camera while the rest are generated using our model stated above. To produce more realistic scenarios, we applied augmentation techniques such as gray scaling, brightness variation, rotation of LPs, and flipping and rotation of digits and characters. This way, in total, we got 5000 unique images of LPs in our dataset.

Each frame in the dataset is labeled using Labelling tool \[27\]. The software gives XML files that contain coordinates of bounding boxes.

**C. Detection and Recognition**

We train YOLOv5 network \[28\] for detection of LPs, on a computer equipped with Rx 570 GPU. YOLOv5 is considered a better model for object detection compared to its competitors YOLO \[18\], YOLOv3 \[20\], and Faster-RCNN \[29\] in terms of storage, processing speed, and auto anchoring. The training images are fed into the object detection model YOLOv5, along with the XML files extracted in the previous step mentioned above. Using transfer learning, we extract the weights of YOLOv5. As shown in Table I, we split the dataset: 70% data for training the model, 10% for the validation process, and 20% for testing. At convergence, we got 98% accuracy in LP detection on the testing dataset. After detecting LP, we move to the next step which is the segmentation of the dataset and distributing the LP characters among 27 classes of digits and alphabets. LPs in Saudi Arabia use only 17 characters and 10 digits, as shown in Fig. 3, and there are three letters and four digits in an LP. For the recognition process, a convolutional neural network with convolution layers at the beginning and fully linked layers at the end is used, as shown in Fig. 4, where the layers are labeled as follows:

Conv<n-number of filters><size of filters>
TABLE I.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Split Percentages</th>
<th>Number of Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>70%</td>
<td>3500</td>
</tr>
<tr>
<td>Testing</td>
<td>20%</td>
<td>1000</td>
</tr>
<tr>
<td>Validation</td>
<td>10%</td>
<td>500</td>
</tr>
</tbody>
</table>

The size of the kernel is 3 x 3 and input image size is 416 x 416 x 3. To extract rich information from a given image, we used several alternating structures of multiple convolutional layers and nonlinear activation layers. We used activation function ReLU with stride size 1 and Maxpool layer with size 2x2. The output is passed to another completely linked layer with 4096 neurons and then to another fully connected layer with 1000 neurons. At the end of the network, SoftMax is used to make the final decision. At the input stage, the ReLU [30] function is applied while the Sigmoid [31] function is used at the output stage. For optimization, we employ the Adam optimizer with an initial learning rate of $\alpha_0 = 1E^{-4}$ and we use categorical cross-entropy as the loss function which is commonly used in multi-class classification problems. To protect our model from overfitting, we drop some values of our neurons and use early stopping which saves us from the long execution time taken by the model for training. For the training of this model, we split the dataset into training, validation, and testing sets with the same ratio as shown above in Table I.

Several methods have been proposed for the detection and recognition of LP. In the proposed method, we extract a frame from a video containing vehicle LP and apply the proposed multi-exposure method to that frame. YOLOv5 is used to detect the LP from frames. Once the LP is detected, we crop the LP part from the images and apply a sliding window approach [32] with our custom CNN model on that cropped image to detect and recognize LP digits. The output of the CNN contains 27 confidence levels, one for each class. After going through the whole frames, we get coordinate of each character with its class label and confidence level. Then, at each character coordinate in LP, the confidence levels of class labels derived from images with different exposure times are compared. Finally, the class label with the highest confidence level is determined as the final predicted character.

In the proposed technique, only the LPs with Intersection over Union (IoU) values greater than 0.69 are detected, and the character class label is selected based on the highest confidence level obtained from the CNN model. IoU is a measure of the overlapping of the annotated and the predicted bounding boxes. We come up with that number after conducting a series of experiments on different LPs. A number of experiments are conducted on the dataset for the optimum value of IoU. If we chose a value less than 0.69, then it detects some objects containing features like LPs.
IV. RESULT AND DISCUSSION

In this section, we conducted experiments to verify the effectiveness of our proposed methodology. The PyTorch framework was used for all the experiments. To calculate the accuracy of detection and recognition we use the following equations:

Detection accuracy = \frac{\text{total number correct detections}}{\text{total number of images}} \tag{4}

Recognition accuracy = \frac{\text{total number of correct recognitions}}{\text{total number of alphanumeric characters}} \tag{5}

We test the trained modules of detection and recognition of LP using our testing dataset. Results are shown in Table II. A 95.34% detection accuracy is achieved on 1x exposure time images and 95.75% on multi-exposure images. For recognition of each digit and alphabet, augmentation and multi-language repudiate techniques [33] proved helpful. We get the overall recognition accuracy of 68.2% for 1x exposure time images and 75.965% recognition accuracy for different exposure time images. One example demonstrating the effectiveness of using multi-exposure images is shown in Fig. 5. The alphabet G and T are not recognised in the single exposure time image whereas they are recognized by the proposed technique of using multi-exposure images.

The proposed multi-exposure techniques can work with other existing techniques and improve their accuracy. We demonstrate this using three recent techniques [11, 33, 34]. In [11], the authors used YOLOv5 for the detection of LPs and digits, and proposed a custom CNN architecture for characters recognition. The authors of [33] used YOLOv5 with 19 CNN layers for detection of each class on Saudi Arabia LPs. In [34], thresholding and OCR techniques were used to recognize the digits. We applied the proposed multi-thresholding technique to all these three methods [11, 33, 34] and observed significant improvement in their accuracy, as shown in Table II.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[11]</td>
<td>94.39%</td>
<td>95.15%</td>
<td>66.58%</td>
<td>73.45%</td>
</tr>
<tr>
<td>[33]</td>
<td>95.34%</td>
<td>95.75%</td>
<td>66.34%</td>
<td>74.585%</td>
</tr>
<tr>
<td>[34]</td>
<td>83.3%</td>
<td>83.49%</td>
<td>69.975%</td>
<td>71.8%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>95.34%</td>
<td>95.75%</td>
<td>68.2%</td>
<td>75.965%</td>
</tr>
</tbody>
</table>

Fig. 5. Detection and Recognition Result on Single and Multi-exposure Images.

V. CONCLUSION

In this paper, we proposed a method utilizing multi-exposure images to improve both detection and recognition accuracies in ALPR. The proposed approach aims to present an efficient system for automatically detecting and recognizing license plates (LP) in unconstrained real-time settings with the help of different exposure time images. The proposed ALPR system is trained and evaluated on a custom dataset containing 5000 images. Experimental results show that the accuracies of the existing ALPR methods can be improved by using multi-exposure images. In this work, the multi-exposure images are generated artificially. Therefore, for the pixels having very dark or bright shades, the synthesised values may not be very accurate, however, still a significant improvement in accuracy of recognition is observed. In future work, we plan to further improve the accuracy of ALPR by using real images captured at multiple exposure times.
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Abstract—Cauayan City is one of the hubs of economic development and activities in the northern part of the Philippines. Since this is an urban area, there is a tendency for people and businesses to converge, which results in higher water demand. At present, the combined distribution efficiency of its water infrastructures under the management and supervision of the Cauayan City Water District (CCWD) is only 87% or with a combined distribution loss of 10%, which is 1282.50m³ losses per day. This study suggests the necessity to introduce new and innovative water management technologies and systems adapted to climate change to address the city’s needs. Problems that need to be addressed include a low-efficiency performance of the existing water infrastructure systems, lack of management tools for more efficient delivery of water services, limited service coverage of the water district due to limited water resources, and depletion and contamination of aquifers and other water sources since shallow aquifer is mainly utilized. Hence, a decision-support application based on geographic information systems (GIS) for managing urban water infrastructure with Storm Water intervention is designed to address the needs of the city. The combination of decision support systems (DSS) and geographic information systems (GIS) was presented in this paper to maximize and properly utilize water infrastructure. One of the tools used as DSS is MIKE Operation. This is a complete GIS-integrated modeling tool that enables users to make sound decisions and create future concepts for urban storm water systems - cost-effective and resilient to change. A conceptual framework and relevant methodologies were presented as a guide for the success of the designed new technology.
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I. INTRODUCTION

Cauayan City in Isabela is one of the country’s first smart cities and one of the Philippines’ premier agro-industrial hubs [1]. This advancement in science and technology is being acknowledged by the Department of Science and Technology (DOST). Since urban areas, such as Cauayan City, are the hub of economic development and activity, there is a tendency for people and businesses to converge, which results in higher water demand.

At present, Cauayan has a total of fifteen (15) water pumping stations and eight (8) elevated water tanks serving only 12,067 households (29%) out of 30,207 households (71%). The combined distribution efficiency of these water infrastructures under the management and supervision of the Cauayan City Water District (CCWD) is only 87% which is accounted for the 9,229.63 cubic meters of metered water out of the distributed water of 10,518.13 cubic meters daily or with a combined distribution loss of 10% which is 1282.50 cubic meter losses per day [2]. This study suggests the necessity to introduce new and innovative water management technologies and systems adapted to climate change to address the need of the city like improving the performance of the existing water infrastructure systems, lack of management tools for more efficient delivery of water services, limited service coverage of the water district due to limited water resource and depletion and contamination of aquifers and other water sources since shallow aquifer is mainly utilized. Hence, a GIS-based decision support tool in managing urban water infrastructure with the Storm water inversion is a designed solution to address the need of the city.

To maximize and properly utilize water infrastructure, the merging of decision support systems (DSS) and geographic information systems (GIS) is required to provide a visualization tool and the necessary spatial database for turning a basic geographical query into a sophisticated spatially and analytical distributed modeling tool [3], [4]. Reitsma [5] defines a DSS for water resource applications as computer-based systems which integrate state information, dynamic or process information, and plan evaluation tools into a single software implementation. One of the tools used as DSS is called MIKE Operation. It is a complete GIS-integrated modeling tool that enables users to make sound decisions and create future concepts for urban storm water systems - cost-effective and resilient to change [6], [7].

The general goal of this paper is to establish a management tool for urban water infrastructure to help decision-makers, policymakers, and managers in Cauayan City, Isabela. Its specific goals are to assess and analyze the risk of urban water infrastructure systems in Cauayan City, establish a decision support system for optimal water infrastructure management, and design, build and test an urban Storm water storage system integrated with monitoring sensors.

II. LITERATURE REVIEW

A. Rain/Storm Water Harvesting

In the municipality of Erison, on the island of Kefalonia in northern Greece, rainwater is collected in twenty-three ferroconcrete rainwater storage tanks. This was developed in
the 1970s and positioned at the bottom of cement-paved hill slopes acting as catchment areas ranging from 600 cubic meters to 3,000 cubic meters [8].

This Storm water harvesting infrastructure system was constructed at Brimbank Park, Melbourne, Australia, to irrigate 1.47 hectares of park public open space, utilizing a 1.7 hectares carpark as the principal storm water catchment. The system design featured a 2,000 cubic meter storm water storage tank, a 450 mm storm water collecting pipe, a 600 m² bioretention/filtration system, a 150 mm pressure main with a 35 kW pump, and a sprinkler system with a 125 mm manifold and 50 mm laterals [9].

Rainwater harvesting [10] supplies water for drinking, sanitation, and increasing the productivity of agro-ecosystems in Kenya's semi-arid savannah towns of Kajiado and Lare. Roof water harvesting for residential reasons (drinking and sanitation), runoff collecting in ponds for small gardens, trenches for groundwater recharge, and afforestation were among the technologies implemented [11].

The rainwater harvesting system built at Sapilang, Bacnotan, La Union, which consists of roofs, gutters, downspouts, a filter, and a storage tank, can collect rainfall to feed and maintain the drinking water requirements of 8-12 family members [12].

B. Storm Water Infrastructure

To augment the existing water supply, G.C. Dandy et al. (2019) emphasized the significance of having alternate water sources in many cities, such as storm water collection and processed wastewater. Harvesting schemes for Storm water that complement current water systems, according to them, are complicated because they are made up of integrated components set that execute the duties of collecting, storing, treating, distributing, and discharging. Furthermore, while selecting and evaluating Storm water harvesting solutions, factors must be considered. These are environmental, economic, environmental, technical viability, and social variables [13].

According to the International Water Association, IWA (2019), population increase and urbanization are adding strain on urban water supplies. According to UN predictions, by 2025, fifty percent of the world’s demographic would be residing in water-stressed regions. Furthermore, the current worldwide health catastrophe caused by COVID-19 emphasizes the availability of clean water to ensure a healthy population [14].

K.A. Feehan et al. Rainwater collecting has been performed for generations and was formerly the principal technique of acquiring water for home usage, according to (2012). Increasing water needs, water consumption limitations, new storm water management rules, and the expansion of low-impact development (LID) and “green construction” methods have rekindled interest in rainwater collection [15].

C. SWH Management

Stormwater harvesting (SWH) is one alternative water resource that might replace typical urban water supply while also providing a variety of social and environmental advantages. This addresses water scarcity by increasing resilience to the effects of climate change [16].

Urban planning for Water Sensitive Urban Design (WSUD) has been inconsistent, lacking direction and yielding sub-optimal results. Green storm water management infrastructure is being used more widely throughout the world to mitigate the negative effects of climate change and urbanization while also delivering several ecosystem services. WSUD is also used in Australia, Low Impact Development (LID) in the United States, Sponge City systems in China, and Nature-Based Solutions (NBS) in Europe [17].

D. GIS-Based Decision Support Tool for SWH

In the research of Shao, H. et al. (2017) said that an open-source geographic information system (GIS) based decision support system (DSS) for constructing modeling economic costs, water quality/quantity advantages, and BMP scenarios at the farm field, watershed scales and subbasin can be established. This DSS included a Soil and Water Assessment Tool (SWAT), a farm economic model, and an optimization model in an open-source GIS program called Whitebox Geospatial Analysis Tools. The DSS was applied to 14.3 square kilometers of Gully Creek watershed in southern Ontario, Canada, a coastal watershed that flows directly into Lake Huron [18].

Rainwater harvesting systems (RWHSs) have been recognized as a simple and effective technique to alleviating the deterioration of urban water stress. A recent study addressed the temporal-spatial complex of rainfall and proposed a GIS-simulation-based decision support system (DSS). Sensitivity study confirmed that, as compared to the previous generalized technique, this DSS increased the information value. As a result, the DSS, which provides more holistic and complete support, has been highlighted as a valuable instrument for mitigating the problem of urban water stress. This is a comprehensive method for promoting domestic RWHSs in a large-scale water-saving scheme that incorporates water consumption reducing equipment (WCRE) and gray water reuse (GWR) [19].

B. Mbilinyi and colleagues introduced a decision support system (DSS) based on a geographic information system (GIS) that employs remote sensing (RS) and a short field survey to identify possible areas for RW technologies. The DSS receives soil texture, maps of rainfall, soil depth, slope, drainage, and land use as inputs. This produces maps of suitable locations for bench terraces, water storage systems, borders, and stone terraces as outputs. The findings of their study, which included testing and validation of the generated DSS, suggested that the tool may be used to anticipate probable locations for RW technologies in semi-arid environments with high accuracy. The majority of anticipated RW innovations were identified through testing in extremely high and highly appropriate places (41.4 percent and 40 percent, respectively). During the assessment, 36.9 percent of RW techniques were located in moderately appropriate sites, with 23.6 percent discovered in very highly suitable and extremely suitable places [20].
MIKE OPERATION consists of MIKE 11 and MIKE Basin modeling tool, which has GIS features, and an easy-to-use online modeling framework for water prediction and operational control. It is intended for model-based forecasting services as well as online operational management of river systems, water collecting systems, and water transportation systems. This is also a simple real-time system for real-time modeling, optimizes water distribution collection systems, and controls the groundwater (CTNN Report, 2017) [21].

The MIKE 11 program was used to assess the water resources in the catchment of the Strymonas River. It also simulated unstable water movement in surface water bodies and catchment runoff [22].

MIKE basin software is used in the Pinho river’s hydrographic basin. This is helped by a geographic information system to represent the basin both spatially and temporally. Thus, allowing for easier visualization and interpretation of findings. According to the acquired data, it was confirmed that the hydrographical basin now satisfies the considered water demands. The DSS has proven to be a valuable instrument in assisting decision-making in the examined river basin [23].

III. MATERIALS AND METHODS

A. Conceptual Framework

Fig. 1 shows the conceptual framework of this paper. For the inventory of existing water infrastructure, the list of existing water infrastructure will be obtained from the City Planning and Development Council (CPDC) and from the Cauayan City Water District (CCWD). These infrastructures will be validated using a handheld Geographic Positioning System (GPS) and will be assessed. In Data Processing, Design, Construction, and Evaluation of the Storm water Storage System and Water Distribution Control System, all the data collected will be processed using MIKE Operations with GIS software.

Risk analysis of urban water infrastructure systems in Cauayan City will be done using Fuzzy Fault Tree Analysis (FFTA). Data about natural hazards, human-made hazards, and operational hazards will be obtained from internet-based information and survey form. At the same time, the development of urban digital model/system for water infrastructure involves the development of an urban digital model/system for water infrastructure will be implemented based on two steps (Fig. 2), such as the establishment of the urban digital model and utilizing a sensing layer for data collection. The Geographic Information System will play a role in these steps.

B. Construction of the Urban Digital Model

The first stage is to create an urban digital model that emphasizes the contents of the urban constructed and natural surroundings. The digital model gives geolocation and characteristics for each urban component (attributes). GIS will be used to produce a digital model of urban ‘horizontal components’ including the natural environment, urban networks, and transit facilities while establishing information modeling will be used to represent vertical components like structures. The combination of BIM and GIS results in a powerful tool for constructing an urban digital model utilizing georeferenced data and presenting this data in an intuitive manner. The combination of which will be integrated with MIKE Operations to come up with real-time simulation-based optimization. MIKE Operations will be used to optimize water distribution and collection systems. It will also be used to establish real-time data management and forecasting and monitor leaking water in the distribution system, minimizing the losses within the water infrastructure.
C. Sensing Layer

The second phase is to build the sensing layer, which will convey urban operational data to the smart city information system. This layer’s sensors will be employed to monitor urban networks and infrastructure. Data can also be complemented with audio recordings, videos, and images, resulting in urban big data. Some of the sensors that will be utilized to monitor energy and water utilities are seen in Fig. 3. Water usage will be tracked using automatic meter readers (AMRs), water pressure will be tracked using pressure sensors, and water quality will be tracked using water quality devices (conductivity, turbidity, chlorine, pH). In the drainage system, sensors will be employed to monitor water level, flow, and quality (pH, temperature, turbidity, etc.). It enables the early identification of floods. Sensors will be installed in the district heating system to record fluid temperature, pressure, flow, and the status of the valve. It enables early defect identification and system performance enhancement. GIS + Mike Operations allows you to view the monitoring system and the characteristics and state of the sensors. It also allows you to see real-time and historical data on GIS maps.

1) Input Data: Since the rainfall and design method are site-specific, the rainfall data should be gathered for the design site. The capacity of nearby sewer systems should be analyzed.

2) Design Data: The tank will be designed according to the choice of controllable measures. The pumping rate and operation rules will be specified. The infiltration capacity will be determined based on site conditions and soil characteristics.

D. Design and Construction of Intervention Storm Water Infrastructure Systems

The storm water intervention facility has a total catchment area of three hectares with a storage capacity of 1750 cubic meters. Fig. 4 depicts a schematic diagram of the planned storm water infrastructure system, including the various components (examples include a storage tank, a flushing treatment device, groundwater recharge tank, UV treatment, elevated tank, suction pumps, valves, piping, and a water quality monitoring system). The recommendation to consider runoff water from the surface/roads aside from rainwater and Storm water falling from the roof is not feasible because the design storage capacity of the storm water is limited only to one (1) hour rainfall duration, which is enough to fill the storage tank. On the other hand, elevating the water storage tank in the new design and system is much appreciated. However, the said recommendation is not feasible considering that the building structures in the proposed site were not uniform regarding the number of the storey (i.e., BJMP and PNP buildings are four storey buildings while others are two-storey and one-storey buildings). Elevating the storage tank with this physical condition still requires motor pumps and heavy foundation structures. In addition, the space of the proposed site had limited space. Hence, when covered, the space occupied by the proposed subsurface storage tank will be useful for other purposes. Nevertheless, the recommendations will still be considered a possible option when scaled up to other areas.

E. Water Distribution Control System

The water distribution control system illustrates in Fig. 5. The monitoring and control system will measure values for pipe steel analysis through online and offline systems. The pipe steel analysis can distribute pressure control to the appropriate distribution amount and set values for the monitoring and control system. The demand assignment, parameter setting, and database update are also under pipe steel analysis.

F. Statistical Data Analysis

The statistical analysis to be employed is the following: Rainfall Frequency Analysis for rainfall data analysis, Regression analysis for the performance of the storm water infrastructure. Secondary statistical data on the projection of population, water demand, and a groundwater abstraction rate from 2020 to 2050 was obtained from the study of Alvarez et al. (2020) on Benchmarking of the water supply and wastewater management system of a Smart City: the case of Cauayan City.
Fig. 3. Sensors in Water Monitoring.

Fig. 4. Schematic Diagram of Subsurface Storm-Water Storage System.
IV. RESULT AND DISCUSSION

A. Differentiation (GIS-Based Decision support Tool in Managing Water Infrastructure)

The authors compared the designed methods versus the existing practices locally and abroad regarding the various GIS-based decision support tools in Managing water Infrastructure. This is presented and summarized in Table I.

B. Differentiation (Storm Water Harvesting Infrastructure)

In terms of comparison between the designed methods over existing Storm water Harvesting Infrastructure, Table II presents the difference in various parameters indicated.

C. Risk Management Plan

Table III and Table IV show the risk management solution or a proposed contingency plan in case there will be challenges that will happen during the duration of the designed method.

**TABLE I. DIFFERENTIATION (GIS-BASED DECISION SUPPORT TOOL IN MANAGING WATER INFRASTRUCTURE)**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Designed Method</th>
<th>Existing Practices (Local)</th>
<th>Abroad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management Practices</td>
<td>GIS-based decision support tool in managing urban water infrastructure with storm water intervention.</td>
<td>Conventional - Non ICT tool management without water intervention (CCWD) as a practice</td>
<td>GIS-Based Management Tool</td>
</tr>
<tr>
<td>Performance Distribution Efficiency</td>
<td>Low distribution losses (2%)</td>
<td>Distribution Losses is 13%</td>
<td>Distribution Losses 3-4%</td>
</tr>
<tr>
<td>Equipment tools</td>
<td>- Instruments with digital output (meters and sensors), such as water quality monitoring, flow meters, rain gauges, and other environmental parameters.</td>
<td>Manual monitoring pressures, flow meters, and leakages</td>
<td>- Flowmeters, rain gauges, monitoring of water quality as well as other environmental parameters.</td>
</tr>
</tbody>
</table>
TABLE II. DIFFERENTIATION (STORM WATER HARVESTING INFRASTRUCTURE)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Designed Method</th>
<th>Existing Practices (ISWM-Cebu)</th>
<th>Abroad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design function of storm water infrastructure</td>
<td>Storm water collection and groundwater recharge facility equipped with water monitoring (quality) and treatment system. For flooding control, groundwater recharge and water supply for government offices will be implemented.</td>
<td>Rain and storm water collection with wastewater treatment Water supply for cleaning and gardening</td>
<td>SWH was designed to harvest rainwater with an infiltration facility and redirect rainwater to sewer systems. Other designs were used for irrigation and toilet flushing.</td>
</tr>
<tr>
<td>Design Capacity</td>
<td>-1750 cubic meter + groundwater reservoir</td>
<td>- 60 cubic meter</td>
<td>4 - 40 cubic meter</td>
</tr>
<tr>
<td>Efficiency</td>
<td>90%</td>
<td>75%</td>
<td>30% to 90%</td>
</tr>
<tr>
<td>Cost of Investment</td>
<td>Php 3Million Or Php 1714.30/ cubic meter</td>
<td>Php 2Million Or 33,330.33 per cubic meter</td>
<td>Php 30,000.00/cubic meter</td>
</tr>
<tr>
<td>Water Dependence</td>
<td>-Reduced water dependence to 90%</td>
<td>-Reduced water dependence to 75% during month</td>
<td>-System of its collection</td>
</tr>
<tr>
<td>Component</td>
<td>-Primary storm water treatment facility (Green filter) - Storage Tank - pipe and fittings *Groundwater recharged Tank *Elevated water Tank *UV treatment *Water quality assessment facility</td>
<td>-Primary storm water treatment facility (Green filter) - Filtration system based on the micro membrane (MF System) - Rainwater Remote Administration System Integrated - Rainwater Drainage in Case of Emergencies - Water Treatment System for Reuse</td>
<td>-An inlet filter -Diverter for the first flush -Tank for storing items -Overflow -Treatment methods -Pump -Flow metering -An indicator of water level</td>
</tr>
</tbody>
</table>

TABLE III. RISK MANAGEMENT

<table>
<thead>
<tr>
<th>Cause of delay</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>The foreseen major risk of the paper may be caused by a change of Leadership in the LGU and the procurement of needed materials.</td>
<td>There must be a signed Memorandum of Agreement (MOA); involve the university finance department during the inception activity, and perform intensive monitoring during the procurement process.</td>
</tr>
</tbody>
</table>

TABLE IV. OTHER POSSIBLE RISKS

<table>
<thead>
<tr>
<th>Item</th>
<th>Risk</th>
<th>Designed Contingency Plans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conduct Training and meetings</td>
<td>Restriction in the conduct of trainings and meetings</td>
<td>Activities will be undertaken using a combination of a face-to-face meeting in small groups and video conference with those affected by travel restrictions. A fully-equipped virtual conference venue will be set up at ISU.</td>
</tr>
<tr>
<td>Acquisition of software/ and equipment</td>
<td>Difficulty in the purchase and delivery of equipment due to travel restrictions</td>
<td>Sets of software will be acquired online; All equipment for purchase is locally available; hence delivery mode would be made by couriers or using ISU official vehicles under special permits</td>
</tr>
<tr>
<td>Data gathering</td>
<td>Restriction to travel due to community quarantine protocols</td>
<td>Since travels are in the provincial/regional jurisdictions, special permits will be secured, and gathering in the field will be made using local assets.</td>
</tr>
<tr>
<td>Coordination with stakeholders</td>
<td>Travel difficulty for a face-to-face coordination meeting</td>
<td>Coordination will be made by online calls and videoconferencing.</td>
</tr>
<tr>
<td>Reports presentation and submission to PCIEERD</td>
<td>Travel restrictions to Manila for meetings and submission with the presentation of reports</td>
<td>It will be done by video conferencing and online mode.</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND RECOMMENDATIONS

The authors determined the potential outcomes, socio-economic impact, and environmental impact through various analyses of the designed methods and materials identified. It improved the efficiency and quality of urban water services of Cauayan City and developed an integrated, energy-efficient, and sustainable urban storm water management. The potential socio-economic impacts of this paper are; at least 90% of distribution losses will be reduced (from 13% to 2% distribution losses), at least 10% of the energy used from water supplies of government offices situated in the area will be reduced, reduces the cost to build storm drain infrastructure and at least 10% increase of income by laundry businesses. In terms of environmental impact, the construction of the GIS-based decision support tool in managing urban water infrastructure includes reduced standing water and localized flooding, reduced storm water runoff into the combined sewer system, promote infiltration and groundwater recharge, removal or reduction of contamination of hazardous elements to the surface water or groundwater resources, protection or rehabilitation of natural and artificial waterways and conserved water by increasing distribution efficiency.

For its sustainability plan and scaling-up, pilot intervention and its feasibility and acceptability are demonstrated in this pilot scale, the steps that will be undertaken for scaling-up are a policy recommendation for adoption. This is through city legislation and a roll-out of technology in clustered urban watersheds will be conducted. The technology set-up will also be incorporated in the designed Cauayan City Drainage Master Plan study in 2022 since LGU-Cauayan City and Cauayan City Water District (CCWD) are committed to accept and adopt the paper and they are willing to scale up to other areas within the city.

Finally, in terms of the coverage of the paper, the urban water infrastructure with the storm water infrastructure will be piloted at Cauayan City, Isabela. The storm water infrastructure has a catchment area of 3 hectares only. The
design specification of the said storm water infrastructure was based on hydrologic data obtained from the site (i.e., from a roof to a storm water harvester).

ACKNOWLEDGMENT

We want to extend our sincerest gratitude to the Department of Science and Technology – Philippine Council for Industry, Energy, and Emerging Technology Research and Development (DOST-PCIEERD) for funding this paper. Likewise to the Local Government Unit of Cauayan City and Cauayan City Water District for being the cooperating agencies of this paper. Finally, Isabela State University as the implementing agency.

REFERENCES


Sentiment Analysis on Amazon Product Reviews using the Recurrent Neural Network (RNN)

Roobaea Alroobaea
Department of Computer Science
College of Computers and Information Technology
Taif University, P. O. Box 11099, Taif 21944, Saudi Arabia

Abstract—In this paper, the problem of sentiment analysis on Amazon products is tackled. In fact, sentiment analysis systems are applied in all business and social fields. This is because the opinions are at the center of all human activities, and they are key influencers of our behaviors. In this study, the recurrent neural network (RNN) model is used to classify the reviews. Three Amazon review datasets were applied to predict the sentiments of the authors. In conclusion, our results are comparable to the best state of the art models with an accuracy of 85%, 70% and 70% for three datasets.
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I. INTRODUCTION

Sentiment analysis is the area of study that investigates people's opinions and feelings, attitudes, and emotions. It is one of the most active research fields in natural language processing. It is widely studied in data mining filed. Therefore, this research has been extended outside science to cover management and social sciences. The increasing importance of the sentiment analysis overlaps with the evolution of social media, such as chat rooms, blogs, micro-blogs, Twitter [1]. For the first time in human history, there are huge amount of opinions in a digital form for analysis. The sentiment analysis systems are applied in all the business and social fields because of that the opinions are at the center of all human activities. Thus, they are significant influencers of our behaviors. Our beliefs and perceptions of reality as well as the selections we do are conditioned by how others see and value the world? For this reason, when a decision should be made, the opinions of others are often sought. This is true not only for individuals, but also for organizations. On Amazon, Internet users give their opinions on products. However, these reviews vary from a product to another and are used to improve and alert companies that have negative reviews of their products [1]. The aim of this paper is to use the recurrent neural network (RNN) model to classify the reviews of three Amazon review datasets1 to predict the sentiments of the authors. The rest of the paper is organized as follows. Section two presents a definition of the sentiment analysis. Section three deals with the state-of-the-art. Section four introduces the methodology. Section five gives the results and experiments performed on the Amazon datasets. Finally, the last section concludes the paper.

II. CONTRIBUTIONS

The contributions in this study can be summarized as; 1) Arabic data set are used in this research because few research have been done in this area [12]. 2) We present a method using RNN to predict sentiment of authors. 3) We compare our proposed model to Long short-term memory (LSTM), Gated Recurrent Unit (GRU), and Convolutional Neural Network (CNN).

III. LITERATURE REVIEW

A. Sentiment Analysis

Sentiment analysis, also called the opinion mining, is a sub-field of computer science besides. It is considered as a part of an automatic natural language processing and aims to classify feelings expressed in texts. There are other related names slightly referring to different tasks, such as opinion mining, sentiment mining, subjectivity analysis, effect analysis, and emotion analysis [2].

Furthermore, sentiment analysis is made using one of two fundamental methods, which are rule-based classifiers and machine learning classifiers. The former are rules derived from the linguistic study of a language that are utilized to sentiment analysis. The latter is statistical machine learning algorithms that are used to automatically learn sentiment signals [1][2]. Therefore, there are two terms that should be defined which are sentiment and opinion. In the literature review, there is confusion between these two words. In the Oxford Dictionary, feeling is defined as a point of view or opinion that is held or expressed as an emotion. For the word opinion, it is a belief, or a judgment formed about something, which is not necessarily based on facts or knowledge but on the beliefs or opinions of a group or of the majority of people. Consequently, it can be said that the term of feeling is a person's emotion about something, while the term of opinion represents or shows a person's point of view. According to [3], sentiment analysis, also well-known as opinion mining, is the field of study that analyzes people's opinions, feelings, evaluations, attitudes, and emotions. There are two methods that are used to automatically learn sentiment signals which are supervised and unsupervised learning methods. The former involves the presence of two sets of data which are a training set and a test set. The method is called supervised since the system is trained on a training sub-set, which contains models that have already been processed. The latter (unsupervised), which recommends only one data set, requires the system to autonomously restructure the

1 https://data.world/datafiniti/consumer-reviews-of-amazon-products
in terms of Corpus-based approach, the automatic sentiment analysis based on corpora requires the creation of two manually annotated corpora. The first is the learning corpus, which is used to train an automatic system. It includes notes added by human annotators. Thus, a system can perform an analysis on its own while the second uses the test corpus, which is trained to verify the performance of the automatic system. In an ideal scenario, the results of the analysis performed by the automatic system should fully correspond to those of the learning corpus. Therefore, in order to maximize the automatic system’s performance, it is important that the learning corpus is representative for the test corpus. [4] gives an example of algorithm like neural network.

In addition, Hybrid approach takes advantage of the previous two methods there are three ways to do it. The first is to use linguistic tools to develop the corpus and then classify the texts using a supervised learning tool. The second way is to use machine learning to build the body of opinion needed for the lexicon-based approach. The third way is the combination of the two previous approaches and the collection of their results [5]. Furthermore, the next section will show the related works on the sentiment analysis.

B. Related Work on Sentiment Analysis

Although the field of sentiment analysis is an emerging field in the natural language processing community, the work done for the Arabic language is still extremely limited [6]. Indeed, most of the research studies have focused on the polarity classification of documents to avoid the excessive cost of sentence annotation. Also, to adopt the machine learning-based approach to escape the excessive cost of creating the lexicon of opinion with good coverage [7]. Thus, the obstacle that slows the advancement of the field of the sentiment analysis for Arabic is the unavailability of resources in terms of annotated corpora and lexicons of opinion.

In this context, [6] are among the first researchers who were interested in constructing an opinion lexicon for the Arabic language. In fact, their work was part of the development of a tool that enables to classify the stakeholders’ opinions in the business field. Therefore, the starting number of words to be set were more than 600 positive words, 900 negative words and 100 neutral words. The evaluation tests performed showed good accuracy but a low recall. In addition, [7] proposed the combination approach based on three steps for the classification of Arabic documents according to their polarities. They used an opinion lexicon constructed from the English Lexicon SentiStrength after having done the translation and consulted online dictionaries to enrich the lexicon with the synonyms of the already existing words. However, the size of the lexicon was not mentioned and the accuracy of the classification tool for the lexicon-based step is 48.7%. Also, [8] presented the lexicon "Sifaat", a manually constructed lexicon containing 3325 adjectives categorized in three classes: positive, negative, and neutral. The results of the assessment showed an improvement of 6% in the classification of subjectivity and 40% in the classification of polarity. The authors also proposed to extend the lexicon by translating three English opinion lexicons, namely the SentiWordNet, the Youtube lexicon and the General Inquirer. However, this method focused only on adjectives that have not been evaluated. Furthermore, [9] proposed to create a lexicon by translating 300 words of SentiStrength. Then, enriching it with synonyms and emoticons. The last version of the lexicon included 3479 entries 1262 of which are positive and 2217 are negative. The results of the experiment on the collected corpus reached 59.6% in terms of accuracy. As for [10], they proposed to build an Arabic version of SentiWordNet, which is an opinion lexicon derived from the WordNet database, by going through two stages: updating the base of the WordNet Arabic 2.0 by mapping the WordNet 3.0 for English, and also the base obtained from the SentiWordNet 3.0 for English. In fact, the lexicon coverage assessment reports that 5% of the words in the annotated corpus are not in the lexicon.

In this study the Arabic data set and RNN model will be used to predict sentiments of authors. Next sections will explain the methods uses and demonstrate that our results surpass those obtained by the best deep learning models like LSTM, CNN and GRU.

IV. METHODOLOGY

In 2005, things started to change. In fact, the outlook on the field of artificial intelligence has dramatically changed with the machine learning while the emergence of deep learning, which accounts for the bulk of research conducted by specialists, especially as it intervenes in many areas, such as natural language processing. Deep learning (DL) is a branch of machine learning, where the latter is a branch of artificial intelligence, in which machines can learn by knowledge and gain skills without the human contribution. Therefore, based on artificial neural networks, the algorithms encouraged by the human brain, learn from large amounts of data. Consequently, DL enables models composed of multiple processing layers to understand descriptions of data with multiple levels of abstraction. [11].

A. Deep Learning vs. Machine Learning

Machine learning (ML) is a sub-field of artificial intelligence (AI), which focuses on designing systems that learn or improve performance based on the data. These systems are intended to train a safe set of algorithms for larger amounts of data that can help classify future data. ML is divided into Supervised Machine Learning and Unsupervised Machine Learning. The former is the most generic form of machine learning. It aims to make the algorithm "learn" by comparing
its actual output to the "taught" outputs in order to check for errors and modify the model accordingly. The latter is also known as learning from observations. The learning algorithm in this method finds common points on its own among its input data. On the other hand, in a machine learning process, the algorithm must be instructed on how to make an accurate prediction using more information (for example, by manually performing an extraction of the relevant features) [7]. In fact, Deep Learning (DL) algorithms can learn to make an accurate prediction through their own data processing, thanks to the structure of the artificial neural network. For example, they ignore manual steps and feature extraction, but the modeling process is automatically performed. Another major difference is the fact that deep learning algorithms evolve with the data. Therefore, to succeed in the deep learning application, a large volume of data and large dimension are needed to train the model by adding one or more GPUs (graphics processor) to quickly process the data. This implies that, if these elements are not needed, it is better to use machine learning rather than deep learning.

Indeed, feature extraction is one of the greatest challenges of traditional machine learning models, which has been automated by deep learning models to enable them to achieve a particularly high accuracy rate for computer vision tasks. Therefore, the ability to manage a large number of features makes deep learning powerful when it comes to unstructured data [13]. Nevertheless, DL algorithms can be overkill for less complex problems because they need access to a large amount of data to be effective. On the other hand, the deep learning algorithms success depends on the availability of more training data. In fact, Google, Facebook, and Amazon have already started using it to analyze their massive amounts of data. In practice, all deep learning algorithms are neural networks, also called ANN. ANNs are information processing models that simulate the functioning of a biological nervous system. They are similar to the way the brain manipulates information at the functional level. Actually, all the neural networks are made up of interconnected neurons that are organized in layers. Then, the details of the neuron and the description of its functioning will be explained in the next part. In fact, what forms the neural networks are the artificial neurons inspired by the real neuron that exists in our brain [13]. On the other hand, the activation function is an essential component of the neural network. This function consists in checking whether the neuron is activated or not by calculating the weighted sum of the inputs and adding the bias. This is a nonlinear transformation of the input value. Moreover, the nonlinearity is particularly important in neural networks however, without the activation function, a neural network simply becomes a linear model [14]. Actually, there are many types of these functions, such as sigmoid function, ReLu function, and Softmax function. The distinct types of neural networks available for use, such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) [14] [15] [16].

B. Steps of our Approach

Deep Learning has been proven to be effective in many complex problems using artificial neural networks to learn and extract patterns and information significant from the data [15]. Therefore, we find many contributions that attempt to adapt this approach as a solution to the problem of sentiment analysis. In this research, the proposed model (RNN) will be used. Also, other types of neural networks will be applied as comparison experiments to the proposed model. Now we are going to present the tasks necessary to conduct this work as showed in Fig. 1.

- Pre-processing is preparing the dataset to have an excellent quality. This is important tasks that must take place before using a dataset for model training. In order for the models to be professionally trained and to provide the expected results, the data used must be representative, clean, precise, complete, and well labeled. For example, for the prediction the feelings of comments from social networks, the corpus must contain the same type of documents. The preparation of these data is therefore a crucial step [4].
- Word embeddings are the mapping of words to number vectors real in a reduced dimensional space. Word embedding vectors represent words and their contexts; thus, the words with similar meanings (synonyms) or with close semantic relations will have more similar embeddings. In addition, word embeddings should reflect how the words are related to each other. For example, the inscriptions for "man" should be "King" like "woman" is "queen". Since learning word embeddings takes time and the power of calculation, the method started with pre-trained incorporations.
- In the classification step, we apply the RNN model in order to predict the sentiment of the author. We have two output classes: positive sentiment (Happy, in love, smile, etc.) and negative (afraid, not happy, angry).

V. RESULT AND DISCUSSION ON AMAZON DATASETS

For this system to function, the method has to go through the following experiments. The proposed method is validated in two steps, in the first amazon dataset, the corpus is divided into 4,149 test comments, which (which represents 20% of the
dataset) to assess this model and have its precision, and 16,593 training comments, and obtain as precision 75% for the training and 70% for the test. Fig. 2 shows the results.

![Fig. 2. Precision and Error of this Model for the First Test.](image1)

In the second experiment, the data is trained using binary sentiment classification model on a dataset 2 of 66666 items, 33333 positives and 33333 negatives, as shown in the Fig. 4. The best accuracy is obtained with 25 epochs for training and also for test. For the loss, the minimum value is also obtained with 25 epochs for test and 27 for training. Additionally, the corpus is divided into 6667 test comments (which represent 20% of the dataset) to test the model and have its accuracy, and 59999 training comments. Then, we obtained 90% as precision for training and 85% for the test. Fig. 3 shows the results plotted in graphs. For the loss, the best value is obtained with 27 epochs.

![Fig. 3. Precision and Error of the Model for the Second Test.](image2)

In the third experiment, we trained our binary sentiment classification model on a dataset 3 of 49,870 items, more than 24,900 positives and 24,900 negatives. Moreover, the corpus is divided into 9973 test comments (which represent 20% of the dataset) to evaluate our model and have its accuracy, then 39897 training comments, where results are 90% for training and 70% for accuracy. For the loss, the best results are obtained with 17 epochs for training and 30 epochs for test. Fig. 4 shows the results plotted in the graphs.

![Fig. 4. Accuracy and Loss of our Model for the Third Test.](image3)

In the first validation, the model was applied to the three data sets mentioned above and the evaluation was made in terms of the accuracy and recall metrics, as summarized in the Table I. Accuracy is the number of relevant documents found compared to the total number of documents proposed for a given query. The recall is defined by the number of relevant documents found with regard to the number of relevant documents that the database has [17].

Our decision to choose different datasets based on their size was to see how a DL model works in two situations where we have a large and small amount of data. For the final tests on the datasets, we trained the 30-epoch model. From what we have as results, the effectiveness of the proposed model and the possibility of its use in this area. For second validation, three models were applied on the same data sets as shown in Table II. Our results obtained using RNN are compared with three most known deep learning Models. In fact, our results surpass those obtained by CNN. For LSTM and GRU we did not obtain encouraging result.

In the third validation, as shown in Table III, we compared our results on the dataset amazon reviews2 with Palash experiments. It can be noted that Palash participated on the kaggle3 competition on Amazons' reviews datasets. Palash presents a method using bidirectional LSTM, for the document representation he based on n-grams (a chunk from 2 to 6 grams) to classify sentiments (positive, negative). The best result for his experimentation is obtained using 5-grams. In Comparison with the last study, we obtained the best result for the accuracy with 96%, but we did not surpass those of Palash for the recall.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Training</th>
<th>Test</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon data</td>
<td>20742</td>
<td>16593</td>
<td>4149</td>
</tr>
<tr>
<td></td>
<td>66666</td>
<td>59999</td>
<td>6667</td>
</tr>
<tr>
<td></td>
<td>49870</td>
<td>39897</td>
<td>9973</td>
</tr>
</tbody>
</table>

**TABLE II. COMPARISON BETWEEN 4 DEEP LEARNING MODELS IN TERMS OF ACCURACY**

<table>
<thead>
<tr>
<th>Deep Learning Model</th>
<th>LSTM</th>
<th>GRU</th>
<th>RNN</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA1</td>
<td>76</td>
<td>80</td>
<td>85%</td>
<td>83</td>
</tr>
<tr>
<td>DATA2</td>
<td>68</td>
<td>65</td>
<td>70%</td>
<td>70</td>
</tr>
<tr>
<td>DATA3</td>
<td>68</td>
<td>64</td>
<td>70%</td>
<td>68</td>
</tr>
</tbody>
</table>

2 https://jmcauley.ucsd.edu/data/amazon/
3 www.kaggle.com
VI. DISCUSSION

Experiments have shown that our system is efficient compared to other models (GRU, LSTM, etc.). Indeed, for the three datasets our system has obtained the best precision. Nevertheless, for recall we found a worse result than LSTM. Indeed, LSTM used by Spalash gave 90% against our model 85% for theAmazon corpora, our results were less good for data—one and three because the size is minimal, while the results for corpus two were encouraging since we had 66,000 documents.

VII. CONCLUSION

In this paper, we aimed to contribute to the sentiment analysis field by presenting the tools and Arabic datasets, as well as the steps we have followed to obtain the appropriate results for our model. In fact, our sentiment classification model helped us to correctly categorize more than 85% of all the 7480 test items, which means that our system has correctly categorized more than 5984 items. Moreover, the experiments proved that as the size of the training data increases, the accuracy rate increases, which implies that the percentage of the test dataset is as important as it was in the first experiments. Therefore, our model performs well if we use it for the sentiment analysis problem, where the amount of learning data plays a significant role. The proposed system succeeded in obtaining an accuracy of 85%. As Future work, we will depend on multilingual corpora to predict sentiments. Also, we will use reviews about Covid-19 in KSA twitter to predict emotions of people in period of virus vaccination.
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Abstract—Communication is a critical skill for humans. People who have been deprived from communicating through words like the rest of humans, usually use sign language. For sign language, the main signs features are the handshape, the location, the movement, the orientation and the non-manual component. The vast spread of mobile phones presents an opportunity for hearing-disabled people to engage more into their communities. Designing and implementing a novel Arabic Sign Language (ArSL) recognition system would significantly affect their quality of life. Deep learning models are usually heavy for mobile phones. The more layers a neural network has, the heavier it is. However, typical deep neural network necessitates a large number of layers to attain adequate classification performance. This project aims at addressing the Arabic Sign Language recognition problem and ensuring a trade-off between optimizing the classification performance and scaling down the architecture of the deep network to reduce the computational cost. Specifically, we adapted Efficient Network (EfficientNet) models and generated lightweight deep learning models to classify Arabic Sign Language gestures. Furthermore, a real dataset collected of many different signers to perform hand gestures for thirty different Arabic alphabets. Then, an appropriate performance metrics used in order to assess the classification outcomes obtained by the proposed lightweight models. Besides, preprocessing and data augmentation techniques were investigated to enhance the models generalization. The best results were obtained using the EfficientNet-Lite 0 architecture and the Label smooth as loss function. Our model achieved 94% and proved to be effective against background variations.

Keywords—Arabic sign language recognition; supervised learning; deep learning; efficient lightweight network based convolutional neural network

I. INTRODUCTION

Communicating with others is an important skill for humans to interact with their environment community. In its absence, exchanging experience and expressing its opinion and feelings become a very challenging task. In fact, communication allows the discussion of different types of issues that concern humans in order to address them and come up with appropriate solutions to facilitate their daily life. Besides, communication is a censorious factor for individual’s mental health [1]. Actually, communication types can be categorized into four groups: (i) verbal, (ii) non-verbal, (iii) visual and (iv) written communication.

Hearing Impaired (HI) persons are actually affected by their disability, and cannot ensure regular communication with others. They typically use non-verbal gestures as a visual communication type that relies on hand movements and facial expressions [2]. On the other hand, deaf people use sign language as their primary communication technique, where sign language is based on visual-motion codes. This codified system is defined using standard positions and hand movements supported by facial expressions [3]. Typically, hearing impaired people use hand gestures, called signs, to interact with others. Commonly, for existing sign languages, the main signs features are the handshape, the location, the movement, the orientation and the non-manual component. Thus, sign language recognition system assists people with hearing disabilities to communicate with healthy persons. Particularly, such recognition systems are meant to deliver the semantic corresponding to hand gestures of sign language to the interlocutor.

Sign language is considered as a descriptive language which it composed of hand gestures and facial expression. Arabic Sign Language (ArSL) used in approximately 22 Arab countries with different gestures. The discrepancy noted for some word gestures can be attributed to the cultural diversity between these countries. Despite this lack of uniformity of ArSL, all of the 22 countries use the same gestures for the Arabic letters and numbers [4]. Fig. 1 shows the standard Arabic sign language that expresses the Arabic alphabets.

Next sections are mention and discover the main types of ArSLs recognition systems, first, image-based ArSL recognition, can be categorized into three main groups: (i) continuous, (ii) isolated word, and (iii) alphabet recognition systems. Typically, those systems contain five major stages, where each single stage is meant to achieve a particular task. Namely, those five stages are: acquisition of images, preprocessing the images, then extraction the features from that images, after that the images segmentation, and lastly classification process.

Second, alphabet recognition, signers usually perform letters signs independently in the context of alphabet recognition scenario. To represent letters, static poses are used, and the size of vocabulary is minimal. Although the Arabic alphabet includes 28 letters, ArSL considers 39 signs [5]. Actually, the 11 added signs reflect simple signs that combine two letters. Third, word sign recognition, its techniques are relying on further analysis of the images. These techniques are more practical than alphabet recognition, but the alphabet recognition is less complex than word recognition. The major purpose of using word sign recognition is process various images in a sequence.
Deep learning is introduced in Artificial Intelligence (AI) as a sub-group of machine learning [6]. For image recognition issues, deep learning algorithms have provided efficient solutions. In deep learning, Convolutional neural network (CNN) is considered as a class of deep neural networks commonly exploited in computer vision. The optimization of CNN networks can be introduced as a set of algorithms or methods used to alter the neural network attributes like weights, learning rate for reducing the loss costs, and provide an accurate result. In particular, Adam optimizer is an optimization algorithm for stochastic gradient descent used to train the models of deep learning [7]. In 2019, Google introduced new family of CNNs named EfficientNet [8]. EfficientNet proved to have lower number of parameters and Floating-Point Operations Per Second (FLOPS) and yield competitive accuracy [8].

In this project, we propose an image-based ArSL recognition system that relies on lightweight Efficient Network (EfficientNet) [8] to enhance the overall ArSL recognition performance and reduce the number of parameters and hence the time complexity. Standard performance measures and real datasets will be considered to evaluate the performance of the proposed system.

II. RELATED WORK

ArSL recognition is even more challenging than ASL due to the considerable similarity between some of its letters signs. Recently, several approaches have emerged to address issues relevant to ArSL recognition. Particularly, researchers have investigated glove-based and glove-free approaches for ArSL classification. Both approaches rely on machine learning techniques but to different extent. In this situation, some models employ deep learning techniques, while others deploy shallow classification models. This literature surveys aims at giving an overview on state-of-the-art deep-learning and shallow-model based ArSL recognition approaches.

A. Shallow Model based Approaches

An ArSL recognition system was proposed in [9]. Specifically, a framework based Scale-Invariant Features Transform (SIFT) features was designed to extract the visual properties of ArSL gestures. In fact, SIFT extraction algorithm encloses five main steps. First, it requires rolling together with the Gaussian filter of different widths with the image. It is essential as it can help demonstrate the Gaussian function pyramid's difference. The extrema of the Gaussian pyramids are identified by comparing each point to its neighbors. The removal of main points at the extremes that are thought to be susceptible to noise are situated on edge. The next important thing is to determine the orientation. Next, in order to achieve that, it creates a histogram. It can be created from the sample points' gradient orientations. Finally, for the purpose of a local image region, a descriptor is produced. Afterward, a Linear Discriminant Analysis (LDA) was conducted to achieve dimensionality reduction. The researchers fed the resulting feature to classifiers: K-Nearest Neighbor (KNN) and Support Vector Machine (SVM). The test results revealed that SVM outperformed KNN with a 98.9% accuracy. In [10], the authors introduced a similar approach to the one outlined in [9]. Although, their approach used LDA alongside Gaussian Mixture Model to fit the dataset. The experiments relied on a dataset collected using two dual Leap Motion Controllers (LMC). Two native signers were involved in the collection of 100 Arabic signs. The proposed framework achieved an accuracy of 92%, which is relatively higher than for similar sensor-based techniques.

In [11], a system for automated ArSL recognition using visual descriptors was introduced. The system was designed to generate a large number of visual descriptors in order to provide an effective ArSL alphabet recognizer. In particular, a one-versus-All SVM was used to classify the generated visual descriptors. According to their findings, the Histograms of the Oriented Gradients (HOG) descriptor significantly outperform the other descriptors. In addition to this, as far as the ArSL recognition is concerned, the method that was brought forward attained 90.55% of recognition accuracy.

Other researches were conducted to develop ArSL recognition schemes based on the nearest neighbour classification. Specially, in [12], a lexicon of 80 words was considered and a sensor-based dataset was collected. This dataset was then used to assess the performance of the glove-based ArSL recognition system. Following the data labeling stage, a low-complexity preprocessing and feature extraction techniques were deployed in order to capture the data temporal dependency. Additionally, a Modified K-Nearest Neighbor (MKNN) was utilized to classify the outputs. The system achieved a sentence recognition rate of approximately 98.9%. The approach was considered superior to vision-based approaches pertinent to classification rates. Similarly, in [13], a KNN algorithm was also used in the design of an ArSL algorithm. With regards to the classification rates, it was witnessed that the method outperforms the methods that were
vision-based. In an ArSL algorithm design, the use of the KNN algorithm was done additionally. There were various things that were included in the system. These things included histograms and their comparisons and generation, image masking, narrowing and clipping of images, and recording and questioning of images. A test for the glove recognition and hits was done. The test was done on the established algorithm, and ultimately, around 90% of the hit rate was attained by most of the characters. As the algorithm did not possess an engine, which is a self-learning one, it was regarded as imperfect and faulty. The researchers in [14] suggested a method for detecting hands and faces based on skin profiles using input images translated to YCbCr color space. As image transformation, morphological dilation operation was also used. The Prewitt operator was used to detect hand form edges, and the Principal Component Analysis (PCA) was applied to achieve dimensionality reduction and obtain the final feature. The experiment showed a 97% accuracy on KNN based on 150 signs and gestures.

A Gray Level Co-occurrence Matrix (GLCM) feature was used to implement an ArSL transformation system suggested in [15]. Despite the fact that the system was not deep learning-based, it had four phases: processing, feature extraction, matching technique, and display translation. A mixture of 15 GLCM and histogram features is used to remove features. The system correctly recognized nineteen Arabic alphabets with a 73% accuracy rate, according to the test results. Existing systems used Hidden Markov Models (HMMs) to identify the ArSL in various ways and techniques. HMMs help developers create signer-independent systems that do not need gloves or attached sensors. The authors in [16] described an HMM-based automated ArSL recognition system. The main three steps of keeping the tabs on and detecting the hand involved tracking the fingerprints, detecting the edge, and identifying the skin. In order to reduce error rate and improve the detection of edge significantly, a certain type of algorithm was utilized. That algorithm is referred to as a Canny algorithm [17] where this algorithm acts like an optimal edge detector. For all of the frames, it was scrutinized that whether the outline of the image was rounded or not. Along with that, for the purpose of assessing observed regions of skin, an integrated component analysis was also deployed. Although the experiment yielded 82.22% detection rate, the device only used eight features per frame. As a result, the system’s ease of use relies heavily on fewer features. In [18], several spatiotemporal feature extraction techniques that could be used to recognize isolated ArSL both offline and online were introduced. The researchers used forward, backward, and bi-directional projections to extract video-based movements. Now, to make certain that in order to delineate the video series, little amount of coefficients was used, and to terminate the terrestrial reliance, all of the errors were gathered and assembled into one particular image. The model that was proposed encompassed filtering such as a low pass filtering, Radon transformation, and Zonal coding. Along with these, it also includes a 2-D transformation. The experimental findings showed that in the identification of ArSL, output accuracy ranged from 97% to 100%. Different techniques involved various pattern recognitions and feature extraction techniques such as PCA, Local Binary Patterns (LBP), and the HMM were used in [19].

B. Deep Learning based Approaches

In [23], a vision-based system for recognition for the Arabic sign language was proposed. It relies on CNN architecture to translate gesture images into Arabic speech in a supervised manner. This system detects hand sign alphabet and speaks out the corresponding Arabic letter using deep learning model. The feature extraction, considered as the first essential component of the system was followed by the classification component. During the feature extraction phase, the system transfers the input images into a three-dimensional (3D) matrix for depth, width and height specification. Then, the pooling layer reduces the size by decreasing the parameters number. After that, the classification is achieved through the fully connected layer. The reported performance attained 90% for the accuracy. Another Arabic sign language recognition system based on fine-tuning deep CNN was proposed in [24]. The system was evaluated using a set of 32 hand gestures categories. The system adapted Residual Network (ResNet-152) [25] and Visual Geometry Group (VGG-16) [26] as typical deep learning architectures, but with soft-max layer classification after the fully connected layer to improve the prediction performance. The input images fed into the resulting networks are two-dimensional (2D) images unlike in [23]. The reported accuracy was nearly 99%, which considered as a very high accuracy. In [27], the researchers proposed an ArSL recognition system based on LeCun Network (LeNet-5) [28]. The considered network is composed of seven layers. The first four layers are responsible for the feature extraction process from the image. The last three layers are responsible for the classification task to categorize the input images into their corresponding meaning. The dataset used in that work contains 7869 Arabic sign language letters and numbers. The testing phase of the system has been done using 80% of dataset as a training set. An accuracy of 90.0% was achieved by their model. In [29], a different ArSL recognition system based on
deep CNN was depicted. The system aims at reducing the number of parameters in order to extract and detect the hand gestures. A collection of 50000 images including signs performed by a population of signers from various age groups. The system achieved an accuracy of 97% as best performance reported in their experiments. In [30], the authors investigated different transformation techniques for features extraction. The extracted features were then conveyed to the classification model for the prediction the Arabic sign. This study has compared three different classification methods. Namely, they used SVM, KNN and Multilayer Perceptron (MLP) for classification. The association of MLP with Hartley [30] transformation technique achieved nearly to 99% accuracy as recognition rate. Different approaches, such as image-based and sensor-based, were introduced in [31]. The proposed system for Arabic sign language recognition deepened on using a very common technique called Leap Motion Controller (LMC) [32], used as a backbone for this system. The LMC device aimed to detect the hand in order to provide the hand location and motion to facilitate the feature extraction process to classify the Arabic letters correctly. The system achieved a higher performance rate compared to Naive Bayes classifier with 98%, and 99% compared to the MLP neural networks. These results were obtained using 2800 images of Arabic sign language letters. Coupled with the findings in [30], the results show that MLP can be used successfully with LMC in the development of ArSL systems. Likewise, the researchers in [33] proposed an ArSL recognition system based on MLP neural networks for digital-sensor. The system achieved approximately 88% accuracy rate by recognizing 50 different dynamic markers represented by two signers. In [34], the authors developed an Arabic Sign Language Alphabet Translator (ArSLAT) system. Their system includes five stages: pre-processing, frame determination, category, features extraction, and finally the classification stage; for features extraction using translation scale and rotation invariant to achieve the flexibility of system; applied comparison between accuracy of system by using MLP and Minimum Distance Classifier (MDC) [35]. In addition, the result illustrated that system with MDC has an accuracy with 91%, while the MLP with system has 83%. In [36], a model was proposed to recognize the hand gestures of ArSL letters using supervised learning techniques and natural user interface libraries with the LMC skeleton [37] and Kinect [38]. In order to predict the hand captured from an input images that fed to the system in 3D manner as the system introduced in [30]. The results showed that their system can recognize 22 out of the 28 alphabets with 100% accuracy.

In [39], the researchers developed an ArSL recognition system based on Recurrent Neural Networks (RNN). This system relies on four different phases: acquisition, processing, feature extraction, and recognition of image. The processing of the image requires a colour system called Hue, Saturation, and Intensity (HSI) to extract the features associated with colour layers. As result, this system accomplished 95% accuracy in the recognition of 28 ArSL letters. In [40], an Adaptive Neuro-Fuzzy Inference System (ANFIS) [41] was used for ArSL recognition. The system is based on gestures that represent the Arabic alphabets. Designing the system of many ANFIS networks in order to training on one gesture per network. Pre-processing the hand gesture to extract the features for classification process. The result of this system attained 93.55% accuracy in detecting 30 Arabic letters. On the other hand, a deep learning framework for isolated Arabic Sign Language gestures recognition was proposed in [42]. The purpose of that framework is to encounter three different challenges faced by different ArSL recognition systems. The challenges are: hand segmentation, extract features, and recognition of gesture sequence. To handle these challenges, the authors proposed three different networks. Namely, they used DeepLabv3+ for segmentation process, Convolutional self-organizing map for features extraction process, and lastly the Bi-directional long short-term memory for classification process. Finally, for testing, they used 3450 images that expressed 23 isolated words from three signers and accomplished approximately 89.5% accuracy.

In conclusion of this section, one can notice that existing related works can be categorized into two main different groups: (i) Approaches for ArSL recognition systems based on shallow machine learning models, (ii) deep learning based approaches. Both categories include different classification techniques and methods to recognize alphabet, numbers, words and sentences of Arabic Sign Language. In this project, we achieved our aim by proposing a lightweight based CNN-architecture to enhance the computational and classification efficiency of the ArSL recognition system.

III. PROPOSED METHOD

We proposed an Arabic sign language (ArSL) recognition system based on lightweight EfficientNet CNN [43]. The proposed system is intended to translate automatically hand gesture images into the corresponding Arabic sign language letter. ArSL recognition problem is tackled as a supervised deep learning using a lightweight EfficientNet network. This choice of deep architecture aims at achieving a good trade-off between the ArSL recognition rate and the model complexity. In other words, the proposed research seeks a lightweight deep learning model to ensure high ArSL recognition accuracy. In particular, we adapted two EfficientNet models learned from the baseline model, EfficientNet-B0 [44]. Specifically, we scaled it down in terms of number of channels, depth and resolution. In other words, the CNN-based EfficientNet is the backbone structure of our proposed architecture.

The classification task is performed using fully connected (FC) layers where an FC layer hosts neurons which manage comprehensive connections. These connections determine a previous layer’s activation. Also, when specific input and output are present, their representational mapping is aided by the FC layer. This layer borrows the regular neural network principles to execute its assigned functionalities. However, this FC layer works with one-dimensional data. The three-dimensional to one-dimensional data transformation would requires the use of a flatten function for the proposed system to be implemented successfully. Subsequently the output will be the Arabic letter that associated with the input image of Arabic sign language.
The proposed pooling is max pooling. It scans all windows and takes the highest value resulting in a reduced feature map size.

The proposed model uses inverted residual block called (MBConv) as the main building block of the architecture. In fact, MBConv is a mobile inverted bottleneck. It encloses a squeeze-and-excitation optimization element. This mobile inverted bottleneck can be perceived as an inverted residual block that includes a 1×1 convolution layer with batch norm and Rectified Linear Unit (Relu). It is also followed by a 3×3 or 5×5 depth-wise convolution with batch norm and Relu. Besides, a pooling-based Squeeze-and-Excitation (SE) optimization block is added. Next, FC layer and a Relu followed by FC layer and a sigmoid are stacked. It is worth noting that the scaling (i.e., Multiplication Operator (MUL)) aims at multiplying each channel by the input feature to obtain the final output of the SE Block. Finally, a 1×1 convolution layer with batch norm is inserted. Note that the inverted residual block exhibit skips connection between the layers.

Fig. 2 details the proposed network architecture. Besides, the loss function is the one that used to compute the difference between the logit of the real class and the logit of the output class. Since our task is a multi-class problem, multi-class cross entropy is generally used in such problem. However, a “label smoothing” technique was introduced for robust modeling and it has been used in various state-of-the-art models ranging from image classification to language translation and speech recognition in an attempt to improve accuracy by using a weighted mixture of targets from the dataset with uniform distribution instead of the hard targets to compute cross entropy.

A. Dataset

We collected real ArSL images to be used in the planned experiments. The collection images were captured using diverse smartphones. More than twenty volunteers participated in the collection of this dataset. Each volunteer performed thirty gestures corresponding to ArSL alphabet. Each character from this alphabet is represented using ten instances. This yields a total of 5400 images. Fig. 3 shows sample of our dataset for the Arabic latter “Baa”. As one can see, those images exhibit different visual properties of their background.

This choice is meant to make the ArSL recognition task even more challenging. In other words, this would prove the ability of the proposed model to capture the most relevant visual features in order to discriminate better between the different ArSL alphabet classes.

B. Training Framework

The network will be trained like any usual CNN, by feeding the training input and output are fed to the model. Then, the model will keep iterating the training process through forward propagation and backpropagation. However, using EfficientNet has some requirements to use the pre-trained layers’ weights and continue the training process on the added layers. Where the size of RGB-images of sign gestures will be reduced to 224 x 224 to enter the network in training phase. Then, the CNN-based feature extraction processes the captured image for feature maps detection. After that, these maps enter the Lightweight EfficientNet to produce potential hand gestures of the input. Finally, the scaled feature maps are

Fig. 2. Model Architecture (A) A Lightweight EfficientNet, (B) MBConv6 (k 3x3) and (C) MBConv6 (k 5x5).
conveyed to FC layer classifier to generate the ArSL alphabet prediction. Then the model, using the output, will backpropagate and adjust the weights.

![Sample Images of “Baa” Letter from our Collected ArSL Data.](image)

**Fig. 3.** Sample Images of “Baa” Letter from our Collected ArSL Data.

### IV. Result

In order to evaluate the proposed models, we conducted four experimental scenarios. In the first one, we investigated the effect of segmentation on the system performance. Specifically, we fed the designed model with original and segmented (just the rectangle of hand was used as input) images. In this scenario Adam algorithm [7] was used to optimize the loss function. In the second scenario, we analyzed the system behavior when a Cross Entropy function is used as loss function in addition to Cross Entropy Label Smoothing. Same as in the first scenario, Adam optimizer was used here too. The third scenario was dedicated to the application of different versions of EfficientNet Lite model to see which model yields the best performance. As previous, Adam optimizer was used. The fourth scenario was designed to analyze the system behavior when four optimizers were applied in addition to Adam. In this scenario, to speed up the experiences, the lightest model (EfficientNet Lite 0) was the base model and all images were segmented.

One should note that the dataset described in Section III. proposed method is split into three subsets: (i) A training set including 4320 (80%) of images, (ii) A test set that includes 540 (10%) of the total number of images, and (iii) A validation set that represents 540 (10%) of the total number of images. For deep learning, the best practice is to use train/test/validation split rather than cross validation. All experiments were conducted using Nvidia K-80 GPUs associated with 16 GBs of RAM. The EfficientNet Lite network as well as the training, validation and the test procedures were implemented using Pytorch library [47]. Moreover, five pre-trained models published in [48] were exploited in our experiments.

Table I summarizes the three first scenarios settings. Actually, there are 9 EfficientNet Lite versions; however, the pre-trained weights are available only for the first five models from Lite 0 to 4. We decided that reporting the results of the lighter and heavier model could be concise and more informative. Where Table II reports the performance measures obtained using these models and the test data outlined earlier, Model 4 (the lightest version with segmented data and label smooth loss function) outperformed the other models, and achieved an accuracy of 94.30%.

#### A. Impact of Segmentation

The lightest models, Model 2 and Model 4, attained an accuracy of 94.30% and 84.54%, respectively. This shows the impact of segmentation of the model performance. This considerable difference in performance is expected. In fact, the segmentation eliminates the undesirable image parts and artifacts and allows the models focus and learn from the relevant content and discard the irrelevant regions. On the other hand, Fig. 4 shows the evolution of the accuracy during the training and validation phase. As one can see, the gap between the training and the validation curves is larger in the case of unsegmented data.

<table>
<thead>
<tr>
<th>Model name</th>
<th>w/ Segm</th>
<th>w/o Segm</th>
<th>CrossEntropy</th>
<th>CrossEntropyLabel Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientNet_Lite 0 Model 1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 Model 2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 Model 3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 Model 4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 Model 5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 Model 6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 Model 7</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 Model 8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

#### TABLE II. SUMMARY OF RESULTS OBTAINED BY MODEL EVALUATION ON TESTING DATA

<table>
<thead>
<tr>
<th>Model name</th>
<th>Accuracy (%)</th>
<th>F-measure (%)</th>
<th>GFlops</th>
<th># params</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientNet_Lite 0 M1</td>
<td>79.73</td>
<td>80.21</td>
<td>0.4</td>
<td>3.41 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 M2</td>
<td>84.54</td>
<td>84.80</td>
<td>0.4</td>
<td>3.41 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 M3</td>
<td>87.83</td>
<td>87.53</td>
<td>0.4</td>
<td>3.41 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 M4</td>
<td>94.30</td>
<td>94.24</td>
<td>0.4</td>
<td>3.41 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 M5</td>
<td>88.60</td>
<td>88.83</td>
<td>2.64</td>
<td>11.76 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 M6</td>
<td>87.26</td>
<td>87.36</td>
<td>2.64</td>
<td>11.76 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 M7</td>
<td>91.95</td>
<td>91.96</td>
<td>2.64</td>
<td>11.76 M</td>
</tr>
<tr>
<td>EfficientNet_Lite 4 M8</td>
<td>91.28</td>
<td>91.18</td>
<td>2.64</td>
<td>11.76 M</td>
</tr>
</tbody>
</table>

*params: Number of model parameters, GFlops: Floating operation per seconds.*
Adam combines the good proprieties of RMSpro and Adadelta. It uses Momentum and adaptive learning rate, in other words, the learning rate is gradually adjusted over time. It remains the most prevalent optimizer used in deep learning. Similarly, AdamW optimizer is a variation of Adam optimizer in which the optimization is performed for the weight decay and learning rate separately. Under particular circumstances, it is assumed to have a faster convergence rate than Adam. SGD is an optimizer that updates the weights for each training sample over a limited-size subset of data. As expected, Adam outperforms all others.

**TABLE III. MODEL PERFORMANCE ON TESTING DATA USING DIFFERENT OPTIMIZERS**

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimizer</th>
<th>Accuracy</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Adam</td>
<td>94.30%</td>
<td>0.054432</td>
</tr>
<tr>
<td></td>
<td>RMSprop</td>
<td>93.29%</td>
<td>0.055978</td>
</tr>
<tr>
<td></td>
<td>AdamW</td>
<td>92.62%</td>
<td>0.055098</td>
</tr>
<tr>
<td></td>
<td>Adadelta</td>
<td>89.94%</td>
<td>0.0060984</td>
</tr>
<tr>
<td></td>
<td>SGD</td>
<td>86.93%</td>
<td>0.070220</td>
</tr>
</tbody>
</table>

**D. Impact of Data Augmentation**

We noticed in the experiment scenarios, the training and validation images are augmented using random horizontal flip transformation. Table IV shows the performance achieved with and without data augmentation. As it can be seen, the flip transformation increases the Accuracy and F-measure by more than 3%.

**TABLE IV. IMPACT OF DATA AUGMENTATION**

<table>
<thead>
<tr>
<th>Settings: Model 4</th>
<th>Accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Horizontal Flip transformation</td>
<td>94.30%</td>
<td>94.24%</td>
</tr>
<tr>
<td>Without Horizontal Flip transformation</td>
<td>91.16%</td>
<td>90.98%</td>
</tr>
</tbody>
</table>

**E. Result of EfficientNet_Lite 0 Model 4 on Arabic Sign Language**

In the following, we report the performance measures recorded for letters obtained by Model 4. Specifically, accuracy, the precision, recall and F-1 measure in Table V. Most letters are recognized correctly despite the similarities in some gestures like ("shin: ﺚ", "sin: س") , ("dhad: ض", "sad: ص") , ("thal: ﺖ", "dal: ﺰ") , and ("ray: ﺞ", "zay: ﺢ") as depicted in Fig. 1 above. Further analysis showed that the 10 instances of each letter used in test are from the same signer. However, very few instances within one letter were not recognized. This is due to the intra-class variation or the inter-class similarities in gestures mentioned above. The least correctly classified letters are “Ra ز” (70%) and “Ain آ” (70%); where extra data could help to improve recognizing those two letters. On the other hand, there are 13 letters out of 30 with a 100% precision, where the rest of the alphabets did not have low precision except two letters with 70% as discussed before; applied different measures to assess Model 4 in order to provide an overview of its functionality and performance.
TABLE V. PERFORMANCE MEASURES OBTAINED USING MODEL 4

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 4</td>
<td>94.30%</td>
<td>94.3%</td>
<td>94.46%</td>
<td>94.13%</td>
</tr>
</tbody>
</table>

![Confusion Matrix obtained using Model 4](image)

Table V illustrates the confusion matrix obtained by the evaluation of the Model 4 by accuracy measure. Where it expresses a visual chart related to the predicted label of letters produced by Model 4 and the true label letters. As we can see here, two diagonal squares with a light color and an accuracy value of 0.7 corresponding to the letters (ra, 'را') and (Ain 'أين'), respectively.

**F. Comparison with other Existing Work**

A comparison of the proposed recognition systems versus some of the most relevant work that cultivated the highest accuracy for ArSL recognition was conducted. We compared the results obtained by our best model, Model 4 (lightest version) to the work proposed in [48]. This existing work is a two Faster R-CNN technique based on VGG-16 and ResNet-18. As can be seen in Table VI, our model outperforms the existing works in term of accuracy by 1%. Furthermore, the size of our model is very small compared to the size of compared models.

**TABLE VI. GLOBAL COMPARISON TABLE BETWEEN EXISTING WORK IN [48] AND THE PROPOSED METHOD**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th># of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN(VGG-16)</td>
<td>93.2%</td>
<td>138M</td>
</tr>
<tr>
<td>Faster R-CNN(ResNET18)</td>
<td>93.4%</td>
<td>11M</td>
</tr>
<tr>
<td>EfficientNet_Lite 0 Model 4</td>
<td>94.30%</td>
<td>3.41M</td>
</tr>
</tbody>
</table>

**V. Conclusion**

Hearing-impaired people are suffering from the communication with others in an easy way since they have to learn the sign language, which considered as their formal language to interact with community. The overall performance of image-based solutions for this problem depends on the segmentation quality and the choice of the features that should encode the main visual properties of the sign language gesture. The existing solutions exhibit considerable rooms for improvement for the ArSL language recognition solutions which typically rely on heavyweight Convolutional Neural Network (CNN) models. The common hardware is insufficient for the existing models to deliver sufficient in real time in order to interpret the ArSL into Arabic spoken language. EfficientNet, introduced by Google, contains many CNNs layers that have high accuracy and also improve the efficiency of the models by reducing the number parameters and the computational cost. In this project, we proposed a system to recognize the Arabic sign language (ArSL) using a CNN based lightweight EfficientNet. Particularly, the proposed architecture contains two phases, feature extraction and classification in order to process the input image to produce the Arabic alphabet associated to that input. During this first phase of the project, we provided an overview on the background required for this research. Moreover, we conducted a literature review to survey existing relevant ArSL recognition system and approaches. We applied a real dataset to develop and deploy a system serving for the interpretation of letters of Arabic sign language. Then, standard performance measures adopted to assess the performance of the proposed system and compared its results with state-of-the-art approaches particularly VGG and ResNet.

As a future work, we propose to investigate Transformer for vision computer, a convolutional neural network (CNN) free deep learning architecture [49] based on self-attention mechanism. Where vision Transformer attains excellent results compared to state-of-the-art convolutional networks while requiring substantially fewer computational resources to train. Furthermore, we recommend extending this work to recognize the Arabic sign language words or common expressions.
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Abstract—Object detection and classification denotes one of the most extensively-utilized machine vision applications given the high requirements put forward for object classification and defect detection with the rise of object recognition scenes. Notwithstanding, conventional image recognition processing technology encounters specific drawbacks. Its benefits and limitations were duly compared upon selecting several typical conventional image recognition techniques. Resultantly, such recognition approaches required multiple manual participation elements and extensive maneuver with restricted object identification. As a branch of machine learning, deep learning has attained more optimal results in the image recognition discipline. In the classification and defect detection of industrial workpieces, over 70 literature reviews of deep learning algorithms across multiple application scenarios for classical algorithm model and network structure assessment based on the deep learning theory. Relevant network model performance was compared and analyzed based on network intricacies parallel to natural image classification. Six research gaps were found based on the reviewed algorithm pros and cons. The corresponding six research proposal in workpiece image classification was highlighted with prospects on the workpiece image classification and defect detection direction development. It provides an empirical solution for the selection of workpiece classification and defect detection deep learning model in the future.
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I. INTRODUCTION

In line with the proposal of artificial intelligence [1], optimal computational intelligence performance in mathematical theory and computing power enriches the artificial intelligence theoretical framework and catalyzes artificial intelligence development. Perceivably, artificial intelligence constitutes a part of computer science following the emergence of industry 4.0. Artificial intelligence could enhance the level of organizational astuteness with substantial implications across multiple sectors Deep learning and artificial intelligence machine learning depict a broad range of application disciplines, such as image recognition, network security, speech recognition, and natural language processing with significant breakthroughs. Various artificial intelligence recognition systems have been consistently developed with distinct functions and forms for economic and social advantages [2]. The fundamentals of artificial intelligence imply machine learning with algorithms. Multiple image recognition techniques require flexible adoption based on distinct application prerequisites to fulfill various image recognition task requirements in the practical application process. Under the computer vision category, image recognition, which simulates human vision using computers or image-based instruments, facilitates computers to comprehend the recognized entities with algorithms to substitute human eye functions. Conventional image recognition method development proved relatively slow pre-artificial intelligence development. Such recognition techniques were previously based on the object feature descriptor for image recognition and matching with limited discussions on conventional image recognition approaches [3]. The deep learning theory was derived from the conventional neural network under the deep neural network. This theory has eventually become the mainstream of image recognition methods with a distinct object recognition concept simultaneously, it is widely used in pattern recognition [4, 5], image recognition has made breakthroughs upon introducing deep learning into the image processing field while resolving multiple problems that could not be managed by conventional approaches.

Workpiece surface defect is one of the most important factors affecting the product quality of mechanical workpiece. The traditional manual visual inspection method is easy to be affected by manual experience and subjective factors, which lead to inaccurate test results and cannot meet the current inspection requirements and the on-line production requirements of automatic production line. Machine vision inspection has the advantages of high automation, high recognition rate and non-contact measurement. It has gradually become the mainstream method and development trend of surface defect detection. According to the current inspection and classification requirements of workpiece manufacturers, combined with the actual situation of the industrial site, starting from solving the actual impact, workpiece classification and defect recognition are carried out through machine vision. Machine vision classification and detection algorithm can solve the problems of many types and large quantities of workpieces.

A substantial number of factory workpieces (common components in industrial manufacturing) are extensively employed in industrial production. The prerequisites for workpiece recognition speed and accuracy continue rising as opposed to manual workpiece classification strategies with low efficiency and accuracy. In this vein, classification detection denotes high subjectivity. The recent emergence of artificial intelligence technology and computer vision and its application has been extensively employed in industrial sites to catalyze industrial parts classification development. This study summarized the common conventional image recognition approaches, presented specific common image recognition techniques under deep learning, and compared the method performance and effects on other applications.
II. IMPORTANCE OF INDUSTRY WORKPIECE CLASSIFICATION

Workpiece denotes a product manufacturing process component where the machining object in machining or generation (a single part or combination of specific ones) is assembled. The advent of artificial intelligence includes novel application prerequisites for the factory flow production mode given the perpetual improvement of labor cost on the industrial site and highly stringent product quality requirements. Automatic workpiece assembly is highly significant post-artificial intelligence development as the conventional artificial assembly line production mode failed to complement advanced industrial production. As such, industrial automation must be established to optimize manufacturing industry competitiveness. Accelerated automation transformation and the optimization of conventional sectors remain as one of the fundamental points to catalyze industrial development. The artificial intelligence-industrial site integration is inextricably linked for high productivity, novel changes, and industrial development possibilities. Industrial assembly is highly essential in the entire production process as each industrial site requires distinct parts. On another note, a sophisticated industrial production line encompasses workpiece classification and detection. Notably, the robot arm completes the assembly, sorting, and other relevant tasks involving various industrial parts post-classification and detection. Some industrial part sorting proves unsuitable for workers to sort and detect due to industrial site risks when the application scenarios are sufficiently enriched as follows: the monitoring state in the parts-sorting process, sorting process control, and workpiece classification emergency treatment in the industrial site. High requirements are reflected for industrial part detection accuracy and equipment process control stability.

The conventional manual workpiece sorting approach depends on manual operation for parts classification realization. This technique requires high worker’s proficiency with substantial product quality implications. Specifically, the equipment of refined workpieces hampers production sorting. As product sorting and detection period in the entire production cycle proves time-consuming, production optimization depends on whether the automatic product line sorting process could be actualized. The means of scientifically controlling the industrial site workpiece classification denotes a complexity that must be regarded and resolved by relevant personnel in encouraging continuous industrial development through automation and intelligence. Machine vision systems, with image processing as one of the pertinent technologies, are increasingly implemented to resolve classification issues. It is deemed necessary to recognize workpieces for target workpiece classification realization. Image recognition is a processing application technology in deep learning and a fundamental task in computer vision. The diversified industrial parts demand substantially challenges the manufacturer's production and classification level given the adverse environment and intricate background within the industrial field. It is considered challenging to recognize the image and resolve the problem with conventional image feature selection based on interference factors: light and workpiece placement background. The industrial workpiece images to be classified are typically complex and ambiguous in practical production and application, thus rendering it intricate to structure an appropriate workpiece image classification approach. Observably, image classification denotes one of the difficult problems to be resolved in image classification and detection tasks.

III. GENERAL OPEN SOURCE WORKPIECE DEFECT DATASETS

Image datasets to highlight workpiece defects and classification remain lacking to date given the novelty of image defect detection studies. Current online public datasets generally constitute daily necessities, faces, and animals. Most recognition-oriented publications are performed on conventional image classification datasets [6]. Conventional image processing algorithms are typically incorporated into traditional surface defects and classification techniques. Artificial design features and classifiers are commonly implemented compared to the clear classification in computer vision. Specific datasets were adopted to complement the deep learning neural network training. The image formats typically encompass JPG and BMP and JPEG and RGB. Specific datasets in industrial disciplines, such as polished workpieces and customized CNC lathe workpieces do not possess public datasets. The lack of corresponding image training sets would inevitably restrict the promotion of deep learning applications in workpiece recognition. Data incongruence and dataset annotation need to be resolved despite the presence of constructed workpiece dataset pictures.

Current industrial dataset usage could accelerate the deep learning algorithm model development while public, reliable, and open-source industrial datasets could compare distinct deep learning detection algorithms. This section briefly elaborates extensively-utilized industrial datasets following the industrial workpiece classification strategy and the broad industrial dataset application for defect detection as shown in Table I.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Literature</th>
<th>Quantity</th>
<th>Image Size</th>
<th>Number of Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEU surface defect dataset</td>
<td>[7]</td>
<td>6</td>
<td>200*200</td>
<td>1800</td>
</tr>
<tr>
<td>Severstal steel defect dataset</td>
<td>[8]</td>
<td>4</td>
<td>1600*256</td>
<td>12568</td>
</tr>
<tr>
<td>DAGM 2007 dataset</td>
<td>[9]</td>
<td>10</td>
<td>Grayscale 8-bit PNG format</td>
<td>11500</td>
</tr>
<tr>
<td>Kolektor surface defect dataset</td>
<td>[10]</td>
<td>50</td>
<td>width: 500 px height: from 1240 to 1270 px</td>
<td>399</td>
</tr>
<tr>
<td>Rail surface defect dataset</td>
<td>[11]</td>
<td>2</td>
<td>variable size</td>
<td>195</td>
</tr>
</tbody>
</table>

The dataset derived from the NEU surface defect database was gathered and generated by several Northeastern University teachers. Six surface defect types were demonstrated with each type entailing 300 picture samples with a total of 1800 grayscale pictures provided through the bounding box. The picture size was 200*200 pixels. The datasets implied rolling scale
(RS), cracking (CR), pitting surface (PS), plaque (PA), inclusion (in), and scratch (SC). As shown in Fig. 1. Multiple defect types inevitably appeared on the metal workpiece surface during the production process [12]. The dataset was employed to train and classify the surface defect deep learning algorithm [13]. Notably, the artificial feature extraction approach could be integrated with the deep learning algorithm for optimal workpiece classification accuracy amidst insufficient samples.

The Severstal steel defect dataset provided by Severstal steel entails four strip steel surface defect types to locate and classify surface defects on steel plates. A total of 12568 training and 5506 test sets were identified with an image size of 1600*256 [14]. This dataset was analyzed with a per-pixel basis evaluation [15] with the potential as a high-quality defect detection baseline. As such, the deep learning model demonstrated better generalization and higher prediction accuracy in forecasting steel plate surface defects with the Severstal dataset [16]. The deep learning algorithm trained the data and optimized the defect detection learning model for gap identification compared to the other algorithms. In this vein, the deep learning algorithm model was structured while enhancing detection accuracy.

The DAGM 2007 dataset encompasses 10 defect image types with each containing 575 training images and 575 test images: training and test sub-datasets with the same size and a distinct number of label images, as shown in Fig. 2. Every picture encompassed the images saved in grayscale 8-bit PNG format for weak supervised industrial optical detection learning and training. The variance between dataset images proved to be minimal. The recognition algorithm model requirements are considerably high in accurately classifying the defects despite the presence of label files [9]. The accuracy and speed assessment of the fabric defect detection model algorithm using the dataset [17] catalyzed the elevation from the low-resolution feature map to the high-resolution fusion feature counterpart with iterations for optimal prediction outcomes.

The rail surface defect dataset implies the train track defects (train track surface crack image) marked by track surface inspection experts. The dataset encompassed 195 challenging images with every image entailing at least one defect and complex and noisy background [18]. Test and prediction datasets could be offered for the deep learning algorithm model to completely detect complex background information defects.

The detection and classification performance of the deep learning algorithm model correlates to image quality, which would then impact performance indicators involving model classification accuracy. Sample incongruence would also influence the classification outcomes with a substantial variance between training and test image quality [12]. Perceivably, the model prediction impact was associated with the model itself and the dataset [13]. More high-quality image data samples could facilitate optimal deep learning model algorithm development for high classification and detection performance.
IV. TRADITIONAL APPLICATION METHODS OF IMAGE RECOGNITION

Image recognition denotes computerized image processing, analysis, and understanding to determine multiple target and object types. This approach implies a practical deep learning algorithm application [19], such as online workpiece recognition for grinding burn and wheel wear following a self-clustering neural network [20]. Feature matching was primarily utilized for workpiece object recognition in the preliminary stage. Computer key visual features [21] were employed for high detection rates. Meanwhile, Salve et al. recommended a means of shape measurement for object recognition [22]. Dalal et al. utilized the histogram of gradient (HOG) descriptor to compute each stage impact on its performance [23]. Effective gray and rotation invariant texture classification techniques were also incorporated in the early stage under the local binary mode [24]. Tuzel et al.’s research integrated region descriptors with target detection and texture classification [25]. As an astute classification system under machine vision, it essentially classifies the peeled open heart fruit core and shell [26].

K. Xia et al. structured a workpiece sorting system in line with a machine vision industrial robot to complete the sorting operation and fulfill subsequent requirements using image edge detection [27]. Some of the applications depicted in bottleneck identification, which varied from current intuitive approaches, structured a bottleneck identification model following the shortest completion delay time for the overflow load computation of every machine to fulfill each workpiece delivery and optimally determine bottlenecks [28]. Y. Guan et al. employed the affine scale invariant feature transformation (a-sift) technique to identify the rough matching feature points between the assessed and planned workpiece towards workpiece identification by making the identified affine change [29]. Hu’s invariant moment was implemented to complement the extracted contour with the target counterpart within the template image for target workpiece identification [30].

Regarding workpiece detection and recognition, conventional approaches typically require manual feature selection and extraction to outline the features as vectors and utilize the similarity measurement function to match the (i) workpiece feature vectors to be identified and (ii) template workpiece [31]. The advent of image recognition remains stunted given its inapplicability in big-scale industries following the low efficiency of conventional sliding window approaches and feature robustness. Table II compares six typical methods and their subsequent categories.

Although conventional image recognition techniques primarily outline objects with artificially-designed features, it is deemed impossible to manually extract rich image feature information from objects with intricate feature designs, thus challenging the recognition problem. As such, a data-driven approach (convolutional neural learning network) proves necessary for image feature data comprehension and processing. The image classification approach with a convolutional neural network could derive the target feature value from the (i) image that is challenging in manual feature extraction or the (ii) image dataset encompassing significant noises compared to the traditional image recognition counterpart. For example, the workpiece dataset in the industrial field demonstrated good robustness to the training and recognition image upon deriving this eigenvalue with the convolution neural learning network. The extracted feature sequence was simultaneously conveyed to the deep neural learning network, which could further elicit the fuzzy features in the image convolution features and forecast the labeled workpiece image. Workpiece image recognition under the convolutional neural network could integrate the two-step workpiece detection and recognition into one, efficiently determine the novel workpiece information encompassed in the image, and save model space and computation with vital and practical significance for project implementation.

Convolutional neural network, a deep neural network with a convolution structure, has recently been incorporated into multiple image recognition scenarios. This network inputs the original image into the network. Every network node conveys the image data post-data pre-processing and outputs the probability distribution on the category label with layer-by-layer weight iterative update and computation.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Reference</th>
<th>Recognition Object</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM classifier</td>
<td>[32]</td>
<td>tomato</td>
<td>Detect with the least number of features</td>
<td>Extensive color analysis was required</td>
</tr>
<tr>
<td>Moment invariant method for edge detection</td>
<td>[33]</td>
<td>workpiece</td>
<td>Able to measure the roughness of a rotating workpiece</td>
<td>Specific measurement environments were required</td>
</tr>
<tr>
<td>Template matching method</td>
<td>[34]</td>
<td>workpiece</td>
<td>Simple, practical, and fast recognition speed</td>
<td>The recognition effect was deemed poor for the workpiece with ambiguous feature points</td>
</tr>
<tr>
<td>Feature extraction classification</td>
<td>[35]</td>
<td>workpiece</td>
<td>Effectively resolve the problems of unclear features and inaccurate recognition in a complex environment</td>
<td>The recognition robustness was deemed poor without fulfilling the universality of recognition</td>
</tr>
<tr>
<td>ROI extraction method</td>
<td>[36]</td>
<td>Air-bearing workpiece</td>
<td>A block matrix was developed using reference pixels and tolerances</td>
<td>Reference pixels were required</td>
</tr>
<tr>
<td>Method based on Zernike Moments</td>
<td>[37]</td>
<td>Complex workpiece</td>
<td>Insightful to detect ignored loading attachments and inaccurate assembly positions</td>
<td>The identified object needed to be located</td>
</tr>
</tbody>
</table>
V. IMAGE RECOGNITION METHOD BASED ON DEEP LEARNING

Deep learning constitutes a subclass of machine learning in traditional techniques. Object image feature extraction heavily relies on the manually-designed feature extractor, which requires expert designer knowledge to conduct intricate parameter adjustment process experiments in the model. Notably, the developed model could only determine objects in a particular environment with low generalization and robustness. The number of image feature parameters permitted in the feature extractor design is restricted following the developers’ manual adjustment of model parameters. As a branch of artificial intelligence, deep learning neural network reflected higher adaptability with the advent of artificial intelligence as opposed to conventional machine vision techniques. This network is deemed more extensive in the universality of article recognition given that the deep learning algorithm primarily entails data-driven image feature extraction for a deeper, more efficient, and accurate representation of the image dataset using the image learning of big samples compared to the conventional method. A series of image recognition techniques under deep learning could attain highly precise and optimal recognition to resolve multiple intricate image recognition scenarios. This section emphasizes four classical segmentation approaches based on deep learning: AlexNet [38-40], Yolo [41-43], VGG net [44-46], and ResNet [47-49].

A. AlexNet

Hinton’s and Alex Krizhevsky’s revolutionary AlexNet neural network (AlexNet) algorithm [38-40] championed the 2012 Imagenet competition. Specifically, Imagenet entails a large image recognition database encompassing marked pictures. AlexNet focuses on the full connection layer function with a total of eight layers: five convolutions and three full-connection. In a three-channel color map with 227 pixels in length and width (227*227*3), the image is incorporated into the first layer to be convoluted into 11*11*3. Every convolution kernel generates a novel pixel while all the convolution kernels subsequently slide through the 227*227*3 pixel picture with a stripe of four. Following the convolution output layer resolution computation, the convolution pixel layer data is duly computed with a convolution output of 55*55*96 in the first layer. The total convolution parameters of the first layer imply 35K as only the convolution kernel in the convolution layer entails neural network parameters postcalculation. Meanwhile, the second-layer characteristic map is transmitted to the third counterpart until the seventh-layer output data is fully connected with 1000 neurons from the eighth counterpart. The outcome was generated through softmax, which was utilized as a 1000 input image category for the classification score with the following attributes: (1) AlexNet algorithm converted the traditional neuron activation function $f(x)=\frac{1}{1+e^{-x}}$ to $f(x)=\max(0;x)$ with a rectified linear unit (relu) as an activation function that was extensively utilized in artificial neural network. The typical four-layer network with relus and tanh as an activation function attains the faster convergence speed effect involving relu in the CIFAR-10s experiment dataset compared to the conventional tanh activation function; (2) AlexNet utilized two techniques to resolve over-fitting issues: data enhancement and dropout. The original picture was cropped to be employed as network input in data enhancement while dropout was utilized to deter overfitting and promote effective fusing. Regardless, the network model computing cost is exorbitant despite the feasible computation following the use of a graphics processor (GPU) in the training process.

B. YOLO

The You Only Look Once (Yolo) revolutionary neural network algorithm [41-43] resolves object detection (a regression problem) to avoid several reiterated prediction works and complete the input from the original image to the output of the image category following a separate end-to-end network. Yolo entails specific prerequisites to incorporate the image input size into the network, scale the image size to the specified size, classify the picture into $S \times S$ grid, and make predictions in every small grid. Based on Fig. 4, the category probability forecasted by each grid and the confidence predicted by each box were multiplied until the score correlated to every box and category. The non-maximum suppression approach was then utilized to derive the classification outcomes. Essentially, Yolo is deemed beneficial as it disregards the extraction process of region proposal and rapidly identifies objects with minimal background error detection rates and inaccurate background knowledge. This algorithm implies high generalization, which is unlikely to crash when incorporated into fields or unforeseen inputs. Notwithstanding, the error-prone $S \times S$ grid at the frame regression stage leads to inaccurate object positioning. A large missed detection rate is identified in the presence of multiple small targets in a network. The subsequent Yolo version continues to rectify such complexities. Specifically, Yolo V3 elevates detection performance, particularly in the multi-scale fusion approach, to resolve low detection performance postdefect optimization. On another note, a cross-layer connection is presented to optimize small target detection performance.

C. VGG Net

The VGG net [44-46] model is characterized by a substantial number of layers, including multiple network layers ranging in depth between 11 and 19. The deep learning-model performance correlation is examined to enhance the overall recognition performance by improving the network layer...
depth. This model aims to transform the convolution of the larger core layer into multiple smaller-layered convolution cores. Vggnet-16 and Vggnet-19 are extensively employed to render the entire network to be highly effective. The VGG also denotes a five-layer convolution and two full-connection layers for image feature extraction and one full connection layer for feature classification akin to the AlexNet framework. Fig. 5 illustrates the Vggnet-16 network structure diagram. The convolution layer kernel in the Vgg net structure is 3\*3. Three groups of 3 \*3 convolution layers connected with a 1\*7\*7 kernel were employed with the same effect. In terms of model benefits, the number of parameters is duly reduced. The original parameter (C\*7\*7) was transformed into 3\*C\*3\*3 for a convolution layer with C kernels. Despite the presence of more parameters and deeper levels, VGG requires lesser iterations to initiate convergence given the depth and small filter size function as the post rule while the pre-initialization operation is performed on some layers. Such advantages could increase the non-linear correction layer, mitigate gradient disappearance and over-fitting issues, and optimize the model training speed. The network structure attributes simultaneously facilitated it to regulate the number of parameters while eliciting more image features to prevent over-computation and structure intricacy.

D. ResNet

The proposed ResNet [47-49] algorithm model resolves the deepening of network layers despite the initially-enhanced accuracy. This precision would worsen if the number of network layers continues to increase. In other words, the network model could alleviate the degradation problem in network training. Regarding the conventional deep learning algorithm, the layers to which the gradient could not be conveyed are not trained when the number of network layer increases. Thus, the effect is not as robust as the shallow network with adequate layers as the error rate would rise with the increase in layers. The ResNet algorithm model puts forth the residual module in resolving the degradation problem. Based on the notion underpinning this method, the network at layer N is derived from the network at layer N-1 with conversion. It is connected to the upper-layer network for gradient propagation, which subsequently resolves the gradient disappearance caused by the neural network passing through depth. Thus, the residual structure is presented. Following Fig. 6, the output layer H(x) = F(x) is changed to H(x) = F(x) + x where the network loss function f(x, w) is extended to the multi-layer neural network using the back propagation gradient value formula. The front-layer network gradient becomes smaller with the increased number of layers ‘n’ in the neural network and the return of errors. Thus, the gradient would not disappear even with multiple network layers. On another note, ResNet could develop the residual module in the form of a small kernel with the other layers utilizing full convolution excluding the full connection layer for classification, which could substantially optimize the calculation speed. This residual block structure method is employed for reference as ResNet entails multiple algorithm types with a network depth of 50, 101, and 152. The ResNet model performance significantly varies with distinct sizes. Overall, this model needs to be structured based on the actual application context.

![Fig. 5. Network Structure of VGG16 Adapted from [45].](image)

**VI. PERFORMANCE COMPARISON**

Based on recent research, image recognition technology could flexibly select multiple algorithms for recognition based on various application scenarios in actual recognition tasks regarding deep learning. Some might even need to integrate different recognition methods in obtaining the most optimal recognition accuracy. It is deemed pivotal to develop a set of robust and stable recognition algorithms with high market value and application possibilities following the intricate recognition environment, which is subject to more illumination or other interference. Fundamentally, relevant literature adopts four parameters to compute the following metrics (accuracy, precision, recall, and F1-score) as the evaluation indices of algorithm advantages and disadvantages. As the primary problem to be solved, accuracy could further optimize the empirical depth in the image recognition field with a highly positive effect on the efficient incorporation of multiple technologies and the development of relevant disciplines. This study primarily summarized the deep learning technology application to image recognition. Table III presents (i) the recent comparison of model precision and loss of value in deep learning algorithms, (ii) evaluations on the technological complexities encountered in the workpiece image classification application, and (iii) specific study gaps.
<table>
<thead>
<tr>
<th>Literature</th>
<th>Model</th>
<th>Object</th>
<th>Accuracy</th>
<th>Loss rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>[50]</td>
<td>LeNet-5</td>
<td>Oil–water two-phase flow</td>
<td>88%</td>
<td>High (loss rate)</td>
</tr>
<tr>
<td></td>
<td>VGG-16</td>
<td>Oil–water two-phase flow</td>
<td>98.3%</td>
<td>Median (loss rate)</td>
</tr>
<tr>
<td></td>
<td>AlexNet</td>
<td>Oil–water two-phase flow</td>
<td>99.3%</td>
<td>Low (loss rate)</td>
</tr>
<tr>
<td>[41]</td>
<td>YOLO</td>
<td>Insulator</td>
<td>90%</td>
<td>3.8% (class fault)</td>
</tr>
<tr>
<td></td>
<td>Fast R-CNN</td>
<td>Insulator</td>
<td>84%</td>
<td>4.1% (class fault)</td>
</tr>
<tr>
<td>[48]</td>
<td>ResNet-18</td>
<td>Apple leaf</td>
<td>99%</td>
<td>8.9%</td>
</tr>
<tr>
<td></td>
<td>ResNet-34</td>
<td></td>
<td>97%</td>
<td>1.23%</td>
</tr>
<tr>
<td></td>
<td>VGG</td>
<td></td>
<td>89%</td>
<td>2.43%</td>
</tr>
<tr>
<td>[51]</td>
<td>VGG-16</td>
<td>Chest X-ray images</td>
<td>97%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>ResNet</td>
<td></td>
<td>86.7%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>ResNet-50</td>
<td></td>
<td>98%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>AlexNet</td>
<td></td>
<td>96.5%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>ResNet-50+SVM</td>
<td></td>
<td>95.38%</td>
<td>NA</td>
</tr>
<tr>
<td>[40]</td>
<td>Alexnet</td>
<td>Power equipment</td>
<td>83.55%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>YOLO</td>
<td>Leucocyte</td>
<td>93.7%</td>
<td>NA</td>
</tr>
<tr>
<td>[52]</td>
<td>YOLO</td>
<td>Resistors and capacitors</td>
<td>92.57%</td>
<td>0.87% (error rate)</td>
</tr>
<tr>
<td>[47]</td>
<td>ResNet50</td>
<td>PatchCamelyon</td>
<td>98.8%</td>
<td>98.5% (AUC-ROC score)</td>
</tr>
<tr>
<td></td>
<td>Vgg-16</td>
<td></td>
<td>95.9%</td>
<td>95.2% (AUC-ROC score)</td>
</tr>
<tr>
<td></td>
<td>Vgg-19</td>
<td></td>
<td>97%</td>
<td>96.1% (AUC-ROC score)</td>
</tr>
<tr>
<td>[54]</td>
<td>ResNet-50</td>
<td>Bacterial image</td>
<td>99.9%</td>
<td>0.02% (loss rate)</td>
</tr>
<tr>
<td></td>
<td>ResNet-34</td>
<td></td>
<td>99.3%</td>
<td>0.04% (loss rate)</td>
</tr>
<tr>
<td>[55]</td>
<td>AlexNet</td>
<td>Wireless capsule endoscopy</td>
<td>95%</td>
<td>NA</td>
</tr>
<tr>
<td>[56]</td>
<td>AlexNet</td>
<td>MNIST</td>
<td>98%</td>
<td>NA</td>
</tr>
<tr>
<td>[57]</td>
<td>GoogLeNet</td>
<td>Colour images</td>
<td>NA</td>
<td>90.31% (FMI)</td>
</tr>
<tr>
<td></td>
<td>Alexnet</td>
<td></td>
<td>NA</td>
<td>87.69% (FMI)</td>
</tr>
<tr>
<td></td>
<td>VGG16</td>
<td></td>
<td>NA</td>
<td>89.78% (FMI)</td>
</tr>
<tr>
<td>[58]</td>
<td>Deep Transfer Learning</td>
<td>Tongue images</td>
<td>95.92%</td>
<td>NA</td>
</tr>
<tr>
<td>[59]</td>
<td>LeNet</td>
<td>Microorganism image</td>
<td>98.66%</td>
<td>NA</td>
</tr>
<tr>
<td>[60]</td>
<td>transfer learning approach</td>
<td>Flower image</td>
<td>98.6%</td>
<td>98% (recall)</td>
</tr>
<tr>
<td>[61]</td>
<td>VGG16</td>
<td>Fundus images</td>
<td>91.3%</td>
<td>NA</td>
</tr>
<tr>
<td>[62]</td>
<td>RS-oriented error-tolerant deep learning</td>
<td>Noisy remote sensing image</td>
<td>95.9%</td>
<td>NA</td>
</tr>
<tr>
<td>[63]</td>
<td>deep learning and image recognition</td>
<td>Brake pad contour image</td>
<td>98%</td>
<td>NA</td>
</tr>
<tr>
<td>[64]</td>
<td>self-supervised super sample decomposition for transfer learning</td>
<td>COVID-19</td>
<td>99.8%</td>
<td>99.7% (sensitivity)</td>
</tr>
<tr>
<td>[65]</td>
<td>Meta-learning</td>
<td>Classical image</td>
<td>92.48%</td>
<td>NA</td>
</tr>
</tbody>
</table>

Notes: NA - Not Available
The accuracy rate in Table III denotes the percentage of the number of correctly predicted samples in the total number of samples or the proportion of precisely-predicted outcomes in the total number of samples. The formula of accuracy is shown in (1), essentially, TP implies a positive prediction with an actual prediction that is true. The TN denotes a negative and true forecast. The FP demonstrates a positive forecast with an actual prediction that is false. The FN denotes the forecast to be negative with an actual prediction that is false. The FP and FN reflect prediction error values, which means that the pre-determined target is not discovered. Several relevant detection indicators (accuracy) imply the proportion of accurate forecasting outcomes in all positive predictions. Recall rate denotes the proportion of accurately-predicted findings in all positive occurrences. In deep learning classification and detection tasks, the precision of appropriate techniques is typically assessed based on statistical findings. High TP and TN reflect high precision and optimal detection impacts of the deep learning model.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Based on Table III, the deep learning algorithm model accuracy is fundamentally between 80% and 99%. The designed model evaluation accuracy is significantly enhanced compared to conventional techniques, thus implying the application effect of the deep learning model to be more ideal. Despite the diversification of model evaluation methods in theoretical and practical research, such studies remain considerably scattered given the primary utilization of the accuracy evaluation index for model assessment. Accuracy implies the accurately-forecasted image proportion in objective evaluation and classification. Although the high precision value in outcome detection or classification assumably reflects a high recall value, this evaluation index might prove contradictory in some cases. For example, an accurately-forecasted outcome in prediction would demonstrate a 100% precision value albeit with a significantly low recall value. Meanwhile, all the outcomes returned with a recall of 100% would denote substantially low precision. Hence, most studies do not employ such evaluation predictors for model assessment.

Despite there being no unified recognition technique for small target workpiece identification in workpiece recognition, relevant researchers have recommended multiple detection methods under deep learning to resolve the problems associated with small target detection. Notwithstanding, different study objects could ascertain whether precision or recall is high based on the required judgment following relevant research.

Detection approaches have undergone continuous optimization to manage multiple classification and detection problems involving deep learning image datasets and fulfill the application requirements in actual scenarios. The high-dimensional semantic features of image data could be elicited by convolution and non-linear layers, which is much better than traditional detection performance approaches. Image is more vulnerable to noise, thus significantly increasing workpiece classification and interpretation complexities in the industrial field. It is deemed pivotal to determine how to fully utilize the evaluation index information of in-depth learning in serving the workpiece identification and classification application requirements and alleviate data processing intricacies for optimal workpiece classification, detection, and interpretation within the industrial field.

VII. RESEARCH GAP

The research gaps are summarized in Table III.

1) The recognition algorithm still requires a specific optimization level, specifically through image feature extraction, to further enhance the image recognition rate following experimental data, computing equipment, and research time issues. Such image features could be conveniently extracted by the convolution filter following [50]. Empirically, the accuracy of the three aforementioned deep learning network algorithms proves relatively high. Simultaneously, a small number of target image misrecognition would not impact the traffic pattern recognition outcomes. Literature [61] could substantially optimize the recognition and classification rate with the image feature extraction approach.

2) The number of deep learning network parameters consumes much time, power, and hardware resources in the actual training process, which complicates the neural network application. The benefits of speed and accuracy in algorithm recognition are highlighted in [41]. Recognition accuracy could be further optimized given the increased number of trained images despite its time consumption and high cost.

3) In terms of computing power limitation, a higher image resolution could enhance the number of extracted image features through the algorithm given the low image resolution in the training dataset. Following [47], an optimized classical depth learning algorithm model could significantly enhance low image resolution performance. Test time augmentation (TTA) was adopted to improve the image while the derived image prediction accuracy data proved better than other depth learning algorithm models.

4) Concerning workpiece classification and recognition algorithms, the newly-proposed algorithm performance could be assessed and examined to accelerate the iterative update speed of the theoretical algorithm. The number and type of database samples failed to fulfill the prerequisites and match the workpiece defects generated by practical applications following the inadequate public datasets of some types based on the current workpiece defect database. Most of the algorithms could not be fairly compared given the absence of an agreed database standard [66]. Despite the presence of extensively utilized workpiece defect datasets, such as NEU [7], UCI [67], and Rail surface [68], the odious industrial setting poses substantial complexities to the workpiece defect image dataset of the actual industrial production line.

5) Deep learning training requires sufficient training datasets in the workpiece image dataset production. It is deemed necessary to ascertain the means of training a model that could precisely detect images through a restricted number of sample datasets. Data optimization served to enhance
segmentation accuracy. The deep learning benefits minutely differed across multiple evaluation indicators with high precision. Fundamentally, the evaluation indices were not extremely low.

6) Several deep learning algorithm models might not apply to specific application scenarios given the emergence of more relevant counterparts. It is deemed feasible to develop a novel deep learning algorithm to enhance the impact of workpiece classification and recognition. For example, [69] integrated the computational advantages of a 2D FCN network and the ability to resolve 3D spatial consistency without influencing segmentation accuracy. Given the palpable limitations, the resolution of recognized pictures and speed calculation require improvement as network calculation precision serves to increase with the number of computations. This accuracy could be improved [40] through integrations with other methods albeit with low precision in some image recognition scenarios. Despite the improved effects, some room for improvement is still available. Regarding parameter optimization, [65] proposed that tests could be performed on non-trained tasks. Meanwhile, classification could be realized even with minimal training: a direction worthy of the effort.

VIII. RESEARCH PROPOSAL

1) Workpiece image classification algorithms could strive to fuse image feature extraction into one step and enhance recognition accuracy. Regarding the recognition target limitation, the extracted image required a strong expression while the recognition and classification rate proved relatively low. This situation adversely influenced the recognition of intricate or unclear images given its complexity in feature image extraction. The algorithm model could be learned in depth from the noise dataset with the possible identification of low feature target images in line with [62], thus broadening the deep learning application range. Specifically, [63] employed the edge feature extraction approach to determine the internal and external features of the recognition target image contour. The image features were distinguished post-feature point extraction. The deep learning algorithm model was subsequently presented for feature training towards high recognition accuracy. Meanwhile, [56, 57] utilized the deep learning method to fuse image features and resolve the target image feature ambiguity or relatively indistinguishable recognition rates.

2) Given the presence of issues involving extensive training and prediction periods, future workpiece image classification algorithm studies could consider how to mitigate network model redundancy, optimize the number of network layers, and shorten the computation time while simultaneously ensuring recognition accuracy to some extent. Based on [48], shallow networks could also reflect optimal recognition accuracy and low error rates with even better recognition impacts than deep networks. Palpable target detection errors or reiterated identification in employing the same algorithm for target detection and limited training time resembles the drawbacks highlighted in conventional neural networks following [52, 53].

3) Deep learning algorithm could further enhance recognition accuracy with optimal hardware and image acquisition. As affirmed by [59], low resolution and multiple datasets could be utilized for the deep learning algorithm to realize classification. The usage of more epochs improved training accuracy while surface accuracy could be optimized by the number of iterations. Regarding the disadvantage, the loss value would be too high in the iterative process. The same deep learning method demonstrated minimal variance in recognition accuracy under multiple levels, specifically in small target images, with improved computer algorithms [54].

4) Further enhance network generalization (particularly in restricted datasets), optimize small dataset detection, and integrate the conventional recognition. The means of developing an algorithm with strong applicability require further examination for thousands of object types. Regarding limited sample collection, a more widely-disseminated collection database was established in the public counterpart following [51] and a dataset in line with their actual application scene by gathering six chest X-ray image databases. The gathered database should be relevant to the research. Detection algorithm with convolution neural network to improve microfeature extraction and segmentation capacity and model accuracy in the follow-up. As deep learning technology was employed for dataset pre-processing albeit with relatively ideal experimental effects.

5) It is also rendered possible to optimize moving image recognition, develop a recognition model towards dataset expansion, and enhance the recognition model adaptability to the actual industrial setting in the process of moving image recognition. For example [55] could further determine the range of textures and features, such as color while [58] employed the deep transfer learning technique to assess tongue images and resolve the complexities in gathering adequate marker image samples. The recommended approach implied better classification accuracy. Essentially, [70] outlined the mapping relationship between image classification input feature vector and image category and structured a moving image recognition model.

6) The incorporation of deep learning algorithm benefits into specific fields or different but relevant disciplines or problems has garnered more attention towards completing or improving the learning effect of target fields or tasks. Ensemble learning is a promising and experimentally-proven technology. Based on [60], deep learning approaches significantly influence intricate tasks, such as image feature extraction, segmentation, and semantic classification. Meanwhile, [64] mitigated the network complexity by pruning the redundant depth algorithm model parameters to derive a small and efficient classification model, enhance the runtime reasoning speed of neural network, and elicit the favored classification effect with minimal calculation and
computational workload in the future. The incorporation of meta-learning into deep learning denotes a viable method.

IX. CONCLUSION

This study reviewed the recent development of deep learning in image recognition, emphasized specific deep learning image method types, summarized and compared similar algorithm performance, examined the advantages and disadvantages of every deep learning algorithm based on different application scenarios, and flexibly selected deep learning classification methods to effectively improve the recognition effect. Highlighting six research proposals for workpiece image recognition and defect detection. Empirical solutions are provided for the selection of future deep learning models for artifact classification and defect detection.

Many actual influencing factors and complex situations are present in workpiece recognition. In other words, it is challenging to apply the model derived by conventional methods to the actual circumstance. Research on the deep convolutional neural network gives its prevalence in computer vision tasks has made a significant breakthrough, thus proving the potential of deep learning in image classification. There are also limitations in the research of workpiece recognition, in terms of theoretical experiments on images, there is no research on image acquisition and recognition of workpieces in practical application scenarios, and it is necessary to build recognition systems to carry out research on practical workpiece recognition applications based on multiple factors such as light, angle and placement position.

In the future work, more methods will be reviewed to enhance the generalization ability of the model and improve the practical application ability of the model in the industrial field, which is also the improvement direction proposed by the future in-depth learning research work. At the same time, it can effectively and reducing the dataset is also one of the priorities of the future work.
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Abstract—The chili agrosystem faces many challenges, and the enterprise architecture (EA) artifacts as the building block of a chili enterprise system (ES) are not exist. This research is a qualitative systematic literature review as part of developing intelligent ES to examine chili's production, consumption, and price. The first step toward ES development is recognizing worthy chili EA and EA frameworks that characterize existing chili market conditions. The study aims to answer three research questions (RQ) and uses a state-of-the-art approach, employing predetermined keywords, to six research databases and data gathered from the corresponding institutional agencies. The findings on RQ1 revealed eight dynamics chili main supply chain patterns and data segregation among institutional agencies. The RQ2 disclosed numerous studies on EA; however, none offered for the chili agrosystem. In addition, the RQ3 results are multiple and expose different EAF characteristics. Again, no study considers its applicability to the chili agrosystem. To conclude, the strength of enterprise architecture for the chili enterprise system is the resulting deliverables that fall into three categories. These are factors of the chili agrosystem, enterprise, and architecture factors. Of many available frameworks, the Zachman framework - The Ontology gives more offerings.
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I. INTRODUCTION

Chili is an essential complementary ingredient for most Indonesian daily cuisines. Most chili farmers will plant chili when prices are high, resulting in an ample supply of chili and causing prices to fall. On the other hand, chili farmers do not grow chili when prices are low, resulting in a scarcity of chili, and eventually, prices will rise. Chili pests and diseases can also influence the supply of chili. Reference [1] analyzes the socio-economic and agro-ecological aspects of chili production. The results show that harvest losses due to pests and diseases are high. Also, the chili agribusiness risks for chili farmers are production, price, economic, and institutional risks [2]. These risks are interrelated. These risks that bring negative impacts are production risks due to plant diseases, markets due to price volatility, and monetary risks faced by chili farmers.

The chili supply chain has not been implemented efficiently and effectively in its management [3]. Most distribution chain actors face several barriers, such as losses, decreased products, and inefficiencies in the delivery period. The study of [4] stated that the chili supply chain is lengthy and unoptimized, including not entrusting the Village Owned Enterprises (called Bumdes) and the Indonesian Farmers Shop (called TTI).

Reference [5] had identified 23 profiles of agro-industrial enterprises. The classification characteristics used are the location in the food chain and industry (field of activity), organizational forms and company law, company size, trade turnover, volume level, and technical and technological innovation base of the company (facilities and production technology used). Other characteristics are features of the company's structure (complexity, the presence of vertical and horizontal integration), the level and possible likelihood of production diversification, the company's price segment, the degree of product differentiation, the width and geography of market presence, the nature of influence in the market (the company's position in the market).

The importance of this research is longing for reconciling chili price volatilities due to supply and demand discrepancy. Here, establishing an intelligent enterprise system for chili agrosystem is an intended way of managing its supply to align with the market demand. Chili farmers and chili trade operators often faced obstacles in the distance, the high logistical costs to distribute seeds, fertilizer, pest medicines, and chili production from production centers to all areas in Indonesia. It creates a complex distribution of chili from producers to end consumers. Moreover, the condition of infrastructure is inadequate, especially in remote areas, and lack of technology to extend the shelf life of chilies to prevent them from rotting before reaching end consumers throughout Indonesia. The red chili supply chain requires a model compatible with various supply chain patterns occurring in Indonesia.

This study is part of the research on establishing intelligent enterprise systems to examine the production and consumption of chili. The first step towards its development is to recognize suitable chili enterprise architecture (EA) that characterizes existing conditions. The purpose of our study is incredibly inquisitive in:

- identifying the current problems in the existing chili agrosystem,
- investigating EA and its EA framework (EAF) suitable for the chili agrosystem, and
- determinating open challenges and areas for enhancement.

The study's direct audience for this paper is threefold. Firstly, we target researchers interested in a state-of-the-art overview of the area of the chili agrosystem. Secondly, we aim at researchers in the quest for the most helpful chili enterprise
architecture. Thirdly, we target chilies’ farmers and or groups of farmers and its supply chain actors and stakeholders that would like to find out suitable enterprise architecture framework to improve the value of farmer exchange rates.

II. PROPOSED METHOD

This study used a state-of-the-art approach using previous latest ideas and methods from 2015 to 2020. To do this, we conducted a systematic literature review to lead our choice in determining the chili agrosystem enterprise architecture of available evidence and topic, including identifying shortcomings, inclinations, and voids in knowledge and indicating the direction it is beneficial to prompt further research. This section illustrates the foundation of this state-of-the-art by defining the state-of-the-art research questions and search keywords. We use a systematic literature review to answer the following state-of-the-art (STA) research questions.

A. State-of-the-Art Research Questions

EA and EAF are not new problems, and various methodologies, methods, and approaches offer to describe EA and EAF practices, including its implementation case studies. Our research aimed to ascertain the current issue of chili agrosystem and the quest for EA and EAF application for chili agrosystem, in particular, to answer the following research questions:

- RQ1 What is the Indonesia chili agrosystem outlook?
- RQ2 What is the state-of-art of EA?
- RQ3 What is the state-of-the-art of EAF applicable for the chili agrosystem?

In this study, the word ‘agrosystem outlook’ represents a series of activities and processes to characterize, develop, and maintain the delivery of fresh produce from farmers or grouped farmers to end consumers from the agri-business perspective. The words state-of-the-art of EA and EAF follow the description in Miriam Webster Dictionary. State-of-the-art determines the level of development (such as devices, procedures, processes, techniques, or science) that is achieved at a given time and can be used due to modern methods. Our study determines the state-of-the-art mostly in its implementation success factors.

B. Search Process

The search process is carried out by searching relevant articles using the list of keywords depicted in Fig. 1. The search applied to six research databases: IEEE Xplore, ACM Digital Library, Science Direct–Elsevier, Taylor and Francis, Springer Link, and Google Scholar, published between 2015 and 2020.

Fig. 1. Keywords Search flow Applied on Various Research Databases.

C. Scope of the State-of-the-Art Conduction

Our study defines the construct and guidelines for managing the STA as follow:

- Inclusion criteria: English peer-reviewed journal papers and conferences proceeding.
- Exclusion criteria: Book, Book Chapter, Indonesian peer-reviewed studies, government publication, studies irrelevant to the research questions, duplicate studies (by content and title), and short paper (e.g., poster).

Concerning the exclusion criteria, prospect papers that are not a specific approach for chili and practice are not within the scope of this research. This study intends to focus on practices and critical success factors of chili agrosystem and implementation of EA and EAF. Table I present the application of the query based on the keywords: “chili agrosystem,” “chili agrosystem success factor,” “enterprise architecture implementation,” “enterprise architecture success factor,” “enterprise architecture framework implementation,” or “enterprise architecture framework success factor.” Table II depicted the citations of the selected 32 papers obtained using Google Scholar.

### TABLE I. STUDIES RETRIEVED THROUGH VARIOUS SEARCH ENGINES CONDUCTED IN JUNE 2020

<table>
<thead>
<tr>
<th>Source</th>
<th>Paper Found</th>
<th>Candidate</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>359</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>7</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Science Direct–Elsevier</td>
<td>9</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Taylor and Francis</td>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Springer Link</td>
<td>35</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>333</td>
<td>51</td>
<td>19</td>
</tr>
<tr>
<td>Total</td>
<td>746</td>
<td>80</td>
<td>32</td>
</tr>
</tbody>
</table>
TABLE II. SELECTED PAPER RECENT CITATIONS

<table>
<thead>
<tr>
<th>Reference</th>
<th>Cited</th>
<th>Reference</th>
<th>Cited</th>
<th>Reference</th>
<th>Cited</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>15</td>
<td>[23]</td>
<td>2</td>
<td>[34]</td>
<td>2</td>
</tr>
</tbody>
</table>

III. RESULT AND DISCUSSION

A. RQ1 – Chili Agrosystem Outlook

The need for chili (red chili and cayenne pepper) for Indonesia's large cities with one million or more is around 800,000 tons/year or 66,000 tons/month. During the festive season or religious holiday, the need for chili usually increases by about 10-20% of regular requirements [6]. An enormous chili consumption per month indicates the need for national chili production and consumption system integrated with planting time management. The Ministry of Agriculture collects data and information on the production and area of chili commodity land, the Central Statistics Agency (BPS) handles export and import data, and the Ministry of Trade bears chili prices on the domestic and international markets.

Red chili land area from 2014 to 2018 experienced a decrease of -3.99%. On the contrary, the chili harvested area experienced an increase in growth of 22.50% (Fig. 2). Production of red chili and cayenne peppers grew by 0.04% for red chilies and 14.75% for cayenne peppers. The productivity of cayenne pepper experienced positive growth of 13.07%, while the productivity of red chili experienced a negative growth, which decreased by 0.13%. However, the productivity of red chili is better when compared to the productivity of cayenne pepper.

The consumption of red chili commodities is relatively high, especially in periods that coincide with religious holidays. According to [7] data, the highest red chili consumption per capita per month occurred in the province of West Sumatra (0.59 kg/month), followed by Bengkulu province (0.44 kg/month) and Banten province (0.42 kg/month) (Fig. 3a). Whereas the highest level of consumption of red chili per ton per year in 2017 occurred in Banten province (93,234 tons/year), followed by West Java province (61,657 tons/year) and North Sumatra province (55,194 tons/year). Regardless of its consumption, in general, the national supply and demand projection showed a surplus (Fig. 3b). Nevertheless, price fluctuation occurs every year.

Chili plantations spread in almost all provinces in Indonesia. According to [8], the three largest large chili production centers in 2018 are West Java (274,037 tons), Central Java (171,796 tons), and North Sumatra (155,835 tons) (Fig. 4). The three largest cayenne pepper production centers in 2018 are Banten (453,338 tons), West Kalimantan (20,530 tons), and DI Yogyakarta (141,771 tons).

Fig. 4 indicates that the province determines the priority of the type of chilies to be planted. For example, West Java chili production in 2017 was 134,910 tons, but in 2018 there was no data available for the production of cayenne pepper; on the contrary, in the year 2018, West Java's red chili production was the highest in Indonesia, which was 274,037 tons. In 2018 the production of red chili in Banten province was only 6,712 tons, but in the same year, Banten produced the highest production of cayenne in Indonesia, which was 453,338 tons.
In 2018, the Indonesia Central Bureau of Statistics, known as Badan Pusat Statistik (BPS), surveyed the pattern of red chili distribution implemented by agro-system red chili actors in 2009, 2015, 2017, and 2018 [9]. The actors of the red chili agro-system consist of two groups, namely business and non-trade businesses. Trade businesses comprise medium, large and small companies that act as distributors, sub-distributors, agents, wholesalers, merchants, exporters, importers, or retailers (Fig. 5). Also, non-trading businesses/companies are red chili farmers as producers.

The BPS 2018 survey observed eight patterns of Indonesia's red chili trade system upstream to downstream. The most common red chili trade system pattern in 17 provinces in Indonesia is Pattern No. 1, which involves four actors in the red chili trade system (Table III). The most minor red chili trade system operators are Pattern No. 6 and Pattern No. 8, which involve three red chili trade system actors. Almost all trading patterns involve retailers to end consumers. Meanwhile, DKI Jakarta has the most different supply chain patterns of the red chili trade system: red chili from outside the province rather than from farmers (producers) directly. DKI Jakarta obtains red chili from West Java, Central Java, and East Java provinces. In this survey, the definition of end customers is households, other business activities (restaurants, restaurants, catering businesses, hospitals, and hotels), processing industries, and government and non-profit institutions.

The BPS 2018 survey also analyzed the margins of trade and freight (MTF) merchant compensation as a supplier of goods. The MTF value is the difference between sales with the purchase value or the price difference from producers to final consumers. The MTF calculation considers the main trade patterns (see Table III). Nationally, the MTF of red chili is 47.10% [9]. Regarding prices reaching the final consumer, the province with the lowest MTF is Riau Island province, with a total MTF of 15.25%, while the highest MTP occurs in South Kalimantan province, with a total MTF of 130.76% (Fig. 6). The MTF values greater than 100% also occur in Bengkulu and Maluku provinces. The high MTF value is mainly affected by transportation costs.

Data and information on the production and land area of strategic food commodities are managed separately by the Ministry of Agriculture, export and import data by the Ministry of Trade (Ministry of Trade), and the strategic food commodity price data by the Central Statistics Agency (known as BPS). The Ministry of Agriculture, BPS, and the Ministry of Trade has a separate work unit called the Data Center and Information System (Pusdatin). The Pusdatin manages the database of strategic food commodities following the domain of its authority. Also, to monitor price movements, in the year 2017, Bank Indonesia launched the National Strategic Food Price Information Center (PIHPS) on the hargapangan.id (Fig. 7). The PIHPS provides information on strategic food commodity prices daily; the enumeration is from Monday to Friday at 09:00-11:00 AM, reported to Bank Indonesia at 10:00-12:00 AM, and published at 01:00 PM West Indonesia Time. The number of samples is two retailers per traditional and modern market (primary market) per commodity in 82 districts/cities locations.

![Flowchart Determination of Chili Supply Chain Actors](image)

**Fig. 5.** Flowchart Determination of Chili Supply Chain Actors (T-True, F-False) (Adopted from [9]).

**Table III.** Main Red Chili Distribution Pattern in Indonesia Year 2018 (Adopted from [9])

<table>
<thead>
<tr>
<th>Pattern No.</th>
<th>Supply Chain Pattern</th>
<th>No. of Provinces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Farmer → Trade Collector → Retailer → End Consumer</td>
<td>17</td>
</tr>
<tr>
<td>2.</td>
<td>Farmer → Trade Collector → Wholesaler → Retailer → End Consumer</td>
<td>4</td>
</tr>
<tr>
<td>3.</td>
<td>Farmer → Wholesaler → Retailer → End Consumer</td>
<td>5</td>
</tr>
<tr>
<td>4.</td>
<td>Farmer → Agent → Wholesaler → Retailer → End Consumer</td>
<td>2</td>
</tr>
<tr>
<td>5.</td>
<td>Other Provinces → Wholesaler → Retailer → End Consumer</td>
<td>1</td>
</tr>
<tr>
<td>6.</td>
<td>Farmer → Retailer → End Consumer</td>
<td>3</td>
</tr>
<tr>
<td>7.</td>
<td>Farmer → Distributor → Retailer → End Consumer</td>
<td>1</td>
</tr>
<tr>
<td>8.</td>
<td>Farmer → Trade Collector → End Consumer</td>
<td>1</td>
</tr>
</tbody>
</table>

![Margin of Trade and Transportation Costs by Province](image)

**Fig. 6.** Margin of Trade and Transportation Costs by Province (Adopted from [9]).
B. RQ2 – State-of-the-Art of Enterprise Architecture

An enterprise architecture (EA) is a series of structured models that represent the building blocks of an enterprise system. The architecture framework simplifies processes and guides architects in all areas of architectural development, providing a set of conventions, principles, and practices. Reference [10] successfully identified 15 EA artifacts used by the 14 EA stakeholders interviewed. The artifacts are used to align with the goals and objectives of EA utilization in every part of the EA process and potential users that will use the produced artifacts. Further, [11] conducted an empirical analysis of 27 organizations and succeeded in identifying 24 EA artifacts that benefit organizations, explaining their practical use, and analyzing the empirical validity of the most popular EA conceptualization. Additionally, [12] reveal the post-implementation review apply to artifacts practices aiming to evaluate: the initiation of the implemented artifacts, the management and conducting EA artifact development, and the control of future change to the developed artifacts. The practices in the first category are business strategy, risk management, planning, and architectural method. The practices in the second category are governance, continuity, and stakeholder satisfaction. Lastly, the practices in the third category are alignment, architecture technique, management, and integration.

Reference [13] conducted a Monkey platform survey of 747 respondents (311 responded, 133 completed) and identified four success factors for EA management (EAM). These are the quality of EAM products, quality of EAM infrastructure, quality of EAM service and delivery, and EAM organization anchoring. Also, [13] suggested further research related to applying four EAM principles, which are determining EAM infrastructure, creating stakeholder awareness, providing high-quality EA products and services, and ensuring stakeholder commitment. Prior to that, [10] study review on over 100 special publications identifies six critical success factors (CSFs). Of the six CSFs, three CSFs successfully support the EA program implementation process. These are monitoring and compliance, commitment to using architecture, and consultation and communication.

The complexity of EA implementation and its bureaucratic business functions and complex IT structures become challenging problems for organizations. Reference [14] uses axiomatic design as a systematic approach for EA to analyze current enterprise capability and map the requirement of business, data, application, and technology layer of EA as the design domain aligned with the organization's strategic goals.

Meanwhile, [15] measured implementation factors from the points of view of the experts and practitioners. The measurement comprises 27 factors that construct the 6-factor of internal process, 6-factor of learning and growth, 6-factor of authority support, 3-factor of cost, 3-factor of technology, and 3-factor of talent management. Analysis results have shown that there is no significant agreement between the experts and the practitioners except for rules and process of internal process category, the political influence of authority support category, and financial resources of cost category factors.

Further, [16] affirmed that EA program success derives primarily from how architecture is practiced rather than what is practiced. Meanwhile, [17] develop the CSF model of team capability, communication, top management commitment, technology and infrastructure, and governance. Reference [17] model indicated that governance gives the highest factor in successful EA implementation.

The study of [18] obtained 13 critical success factors (CSF) enterprise architecture implementation for the public sector (Fig. 8). In general, CSF that influences the successful implementation of EA in the public sector is technical development (68% articles) and frameworks and methodologies (50% articles). It is unavoidable that the people factor influences successful EA implementation. A study of [19] identified seven types of people factors. Five people factors have proven to have an association with successful EA implementation. These are skilled EA talent, centralized enterprise architect team, talent management plan, talent retention program, and EA learning culture. Surprisingly, the remaining two factors with a minor association with EA implementation are trained EA talent and certified EA talent.

To obtain benefits from EA, the findings of [20] highlight the importance of EA service capability and dynamic capability in creating benefits from EA. Reference [20] gives three recommendations. Firstly, how dynamic capabilities are activated through EA service capability and how projects and organizations benefit. Secondly, longitudinal studies are needed to fully understand how and why EA service capability develops over time, that is, reflecting the maturity of EA. Lastly, longitudinal studies will lead to a better understanding of the process to achieve organizational benefits. Also, [21] suggests three future works to carry out. Firstly, group the current EAIM problem into three main categories: modeling, development, and maintenance. Secondly, the identification of factors is evaluated from surveys of different EA project stakeholder groups (Fig. 9). Lastly, to carry out the effectiveness of EA implementation using factors and practices that affects the EA implementation.

Fig. 7. The Menu Prices of Producers on Chili Commodities in West Java in the Graphic Report Format showed Fluctuating Prices: (a) Period May 2, 2019 until December 30, 2019 and (b) Period December 2, 2019, up to June 16, 2020.

Fig. 8. CSF Implementation of EA in Public Sector (Adopted from [18]).
The increasing flow of information and system integration in organizations and along the trade chain is one of the main challenges organizations need to address. Reference [22] proposed EA 4.0, which is an extended EA for the context of Industry 4.0. The EA 4.0 component consists of the EA model, data from enterprise information systems and IoT devices, and advanced analytics. His study reflects the Model4Insight platform that is still under development. For the record, EA 4.0 requires an EA model at a more detailed level, requires new skills, and works together with experts or data scientists.

Meanwhile, [23] uses a hybrid evaluation method for enterprise architecture that considers the organizational culture aspect encompassing the management sustainability variable consisting of governance, continuity, integration, and maintenance. Further, [24] uses EA to improve investment quality in information technology (IT). According to [25], top-quartile organizations use more EA artifacts to prepare IT investment decisions, specifically heat maps, policies, roadmaps, business capability models, and landscape diagrams.

One framework and approach that fits all does not apply in the case of EA because the different fields in which EA operates have unique/different field-specific requirements and specifications [25]. They suggest further research: (i) SOA requires further research on developing methods and models, and tools that directly measure service response time at higher accuracy; (ii) Issues and challenges to EA design; (iii) EA for healthcare needs to address aspects of organizational culture and professional culture; and (iv) Technology and methodology issues to guide the development of EA. Also, communication along the wide-distributed geography gives other challenges that might create a knowledge gap.

In [26] successfully identified current issues on cloud terminology, complexity theory, agile or adaptation, big data, things, entrepreneurship, intelligence, and sustainability. Based on their systematic literature review results, [26] recommended the need for further research on issues related to whether there was a mismatch between EA's academic efforts and EA in practice. Besides, trend analysis shows the number of publications in specific industries, such as health, manufacturing, and government issues. To fully understand the differences and similarities across the industry, further research has to be more detailed. Nevertheless, [27] developed Agile enterprise architecture (AEA) for geographically distributed Agile development (GDAD) environment. The study creates measurement model evaluation and 26 measures comprise of AEA (7-item), communication efficiency (5-item), communication effectiveness (4-item), on-time completion (2-item), on-budget completion (2-item), software functionality (3-item), and software quality (3-items).

C. RQ3 – State-of-the-Art of EA Framework

The architecture framework has several benefits [28]. The benefits are supporting stakeholders' decision-making about enterprise design and operations, improving users' trust that using reference architecture will be successfully applied to projects, and facilitating enterprise design communication. The architecture framework may be applied to various systems and enterprise scenarios. Another benefit of the architecture framework is building a general way to organize, interpret, and analyze architectural descriptions and identify architecture problems, generic stakeholders, viewpoints, and levels of abstraction. Besides, the architecture framework implements reuse and provide unified and unambiguous terminology definitions.

EA frameworks are differentiated according to their field of application [28]. Some EA frameworks frequently used are the Zachman Framework, the Open Group Architecture Enterprise (TOGAF) Architecture Development Method (ADM), Federal Enterprise Architecture Framework (FEAF), Department of Defense Architecture Framework (DoDAF), Ministry of Defense Architecture Framework (MODAF), Adaptive Enterprise Architecture Framework, and EA3 Cube Framework. In essence, the development of many EA Frameworks uses the Zachman Framework as its foundation (see Fig. 10 for EA framework evolution). Reference [29] mentioned that the existing EAF is too overwhelming for small-medium enterprises (SMEs). Hence, [29] developed a CHOOSE metamodel, an acronym for “maintain Control, employing a Holistic Overview, that is based on Objectives and kept Simple, of your Enterprise.” Following evaluation and validation through five SMEs, CHOOSE metamodel includes only four essential concepts (goal, actor, operation, object), each applying to four primary EA focus (what, why, who, how). That supports [26] study that most EAF focus on EA implementation and EA artifacts development lacks implementation evaluation methods.

Reference [30] chose the Zachman framework in developing a system-of-system (SoS) architecture. DoDAF and MODAF are not suitable for SoS, while the TOGAF, FEAF, and Zachman frameworks are suitable. Based on the Zachman framework guidelines, the development of architectural SOS is best to use agent-based simulation integrated with SysML and UML. Meanwhile, [31] conducted an Agile modeling language study and provided a diagrammatic integration of machine-readable from several aspects of the Zachman framework. In [31] study, the ‘What’ aspect of dealing with the concept of Linked Enterprise Data environments, such as graph servers, graph databases, and RESTful HTTP requests with PHP-based programming languages with SPARQL queries for client requests. Agile modeling method engineering (AMME) creates and develops Agile modeling tools related to semantics, syntax, and functionality, namely environments such as ADOxx commonly used in prototyping. The primary key lies in the AMME, which provides tools to make prototyping in agile modeling [31] quickly.
At present, there are more than 100 EAF available and used by four user groups: industry, government, open-source, and proprietary defense [32]. On critical IT infrastructure (CITI) design, [32] selected the EAF producing the ten most popular EAFs, resulting from usage percentage of the Zachman framework (25%), SOA (15%), TOGAF (11%), DoDAF (11%), FEAF (9%), British Ministry of Defense Architecture Framework (British MODAF) (2%), NATO Architecture Framework (NATO Architecture Framework (NAF) (1%), TEAF (1%), Gartner EAF (GEAF) (3%), and ISO Open Distributed Processing-Reference Model (RM-ODP). Further, [32] scored each criterion on goals definitions, conceptual definitions, qualitative requirements, and development requirements (Fig. 11). Comparative analysis of [32] shows that the highest total overall score for CITI design is SOA and TOGAF. Almost all EAFs surveyed ignored or had less description of the rationale architecture design, even though needed in CITI design. Some EAFs include documentation of system boundaries and assumptions. Therefore [32] stated that the foundation of architecture must include criteria, benefits, and risks.

To propose an effective EA implementation methodology (EAIM) using the list of products in each EAIM phase (Fig. 12), [33] firstly identified EAIM criteria and compared its uses on four EAF (Table IV). Considering the complexities of EA implementation, [33] exploration found that no effective methodology existed. Nevertheless, the proposed EAIM aligns business and IT, integrates application and infrastructure, defines appropriate objectives and vision, governance plan, and step-by-step guidelines.

Fig. 12. List of Products by EAIM Phase to Measure Effective EAIM (Adopted from [33]).
TABLE IV. COMPARISON OF EAIM CRITERIA AMONG EAF

<table>
<thead>
<tr>
<th>Identified EAIM Criteria</th>
<th>EAP</th>
<th>TOGAF</th>
<th>FEAF</th>
<th>DoDAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Management process</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Maintenance process</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ability to work with other EAF</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Requirement management process</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Step-by-step guidelines</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Easy to understand</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Non-functional requirement</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Complexity management</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Supporting tool</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Governance</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Type-usage</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Repository</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Easy to implement</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Note: ++ Fully consider/support/exist/all/easy; + Partly consider/partly support/partial/somewhat/easy; - Not consider/not support/not exist/particular/difficult

In [34] selected the EAF for e-Government by applying the Multiple Criteria Decision Making (MCDM) method with the Analytical Hierarchy Process (AHP) tool to select four EAFs, namely the Zachman framework, FEAF, TOGAF, and TEAF. The AHP results showed the highest ranking of EAF are Zachman framework (30.76%), FEAF (25.23%), TOGAF (24.13%), and TEAF (19.13%). The results of the matrix combination show the preference attributes for the Zachman Framework, which are the preferred framework attributes, knowledge base, and architecture evolution support.

In [35] explored EA in the future using the Zachman framework version 3.0 - The Enterprise Ontology perspective. The world's challenges are even more significant with a global market that affects social transformation and government instability. The results of the exploration of [35] are fourfold. First, various non-technical domains must contribute to the progress of EA. Secondly, insight into systems thinking and complexity science. Thirdly, there is no significant progress on EA related to new enterprise realities (e.g., virtual, boundaryless, heterogeneous culture, and retention knowledge). Lastly, many advances have been discussed but are still very early. Reference [36] identified 14 criteria to evaluate EAF artifacts. These criteria are applied for the Zachman Framework, TOGAF, FAF, EAP, The Enterprise Architecture, and DoDAF by three designated experts with overall perceived results 90.87% usable, 97.62% relevant, and 90.48% correct.

As the implications, further study using manageable chili enterprise systems requires bringing farmers closer to end consumers that enhance farmers’ welfare [37]. Farmers might utilize a predictive analytics model to plan optimal chili production schedules and plan logistics and distribution chains to several regions to reduce the production cost and increase profit for the farmer [38] [39]. Chili agrosystems may be considered family companies and small-medium enterprises with a multidimensional concept with several variables, including actors, attributes (motivation and activities), and consequences or outcomes [40]. The smart enterprise system has to build knowledge foundations, bearing in mind the technology-assisted organization, leadership, and management models [41]. Therefore, enterprise architecture implementation and critical success factors and artifacts may address using various methods (Fig. 13).

![Fig. 13. Horizontal Dendogram of State-of-the-Art Results.](image-url)
IV. CONCLUSION

This study’s main findings are that using an enterprise architecture framework might provide better solutions to guide the supply chain management in governing the price volatility of the chili agrosystem. Even though the proposed methods do not represent the entire publication, they suffice the goals. Chili agrosystem implicates multiple mechanisms, such as the array of heterogeneous production centers and productivity, dynamic and variably supply chain patterns, unappealing trade and freight margin, and segregated chili datasets among associated institutions.

There are diverse open challenges and areas for further studies. Conforming to the results, we contribute three lines of work, particularly if we consider that some problems are to be solved. Firstly, enterprise architecture is unique depending on the nature of the enterprise: government institutions, non-governmental agencies, e-commerce, virtual organization, or any organizations. Hereupon, resolving the current problem can probably be separated into three primary classes containing modeling, development, and maintenance. Next, each enterprise architecture framework has its well-defined characteristics.

Consequently, enterprise architecture choices are not general but depend on the nature of the enterprise. Last, the chili agrosystem outlook demands the availability of an integrated creation of a chili dataset for chili farmers or groups to access. The existence of the chili dataset can better enhance the economic, social, institutional, and environmental appearances of the chili agrosystem.

In conclusion, the strength of enterprise architecture relies upon three factors of the resulting deliverables. These are enterprise, influencing, and architecture factors. Nevertheless, of many available frameworks, the Zachman framework gives more offerings for developing an intelligent enterprise system of fresh chili. We suggest a thorough study investigating these factors to achieve a suitable framework for the chili agrosystem. Further study is also required on various supply chain patterns using a Zachman enterprise architecture framework to improve the efficacy of the chili agrosystem.
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Abstract—The usage of fully immersive Virtual Reality applications for pain relief is still in an exploratory stage. In consequence there is a need to understand the user perspective and wishes regarding this kind of product. To address this issue, this paper presents quantitative research in order to establish the functional and non-functional requirements of our application. Voluntary response sampling was used for the research (N = 55). The inquiry form contained questions regarding serious game content, eagerness for testing, performance, resource consumption optimization, portability, data security, accessibility. The questionnaire was shared via Google Forms. The answers were collected and interpreted. The study revealed that a significant part of the participants was willing to test the application and that they would use an immersive Virtual Reality application during a normal treatment session if the opportunity is available. As functional requirements, the following were considered important: the presence of animals in game, a bright environment and nature-based background sounds. The following non-functional requirements were considered important: game optimization, portability, data security, accessibility, graphics quality and a short learning curve.

Keywords—Virtual Reality; user requirements; serious games; therapy

I. INTRODUCTION

A subject of major significance for researchers is the usage of software application like serious games in fields like psychology [1,2], economics [3], medicine [4,5], automotive industry [6], etc. One of the ideas for serious games is to examine research hypotheses [7] in a safe and controlled environment. Another purpose is to facilitate the instruction of personnel with the objective of significantly decreasing the material and human resource costs [7].

In order to provide the best user experience during different test phases of the application or during personnel training, there is a prerequisite to ensure that the functional and non-functional requirements are properly defined for the type of application being developed. A user questionnaire can be used to examine the suitability of the requirements [8, 9], depending on the type of target population, while the method of sampling can range from convenience or voluntary sampling to random simple, stratified, or clustered sampling [10].

Virtual reality (VR) pain therapy is a new domain [11], where the applications developed are not created based on a predefined template or established requirements. The applications used in VR therapy (VRT) for pain relief range from non-interactive VR applications [12], interactive VR application not meant for pain relief [13] to custom made applications [11]. All of them had one factor in common, they provided a certain efficiency in pain relief and all users would recommend the therapy. Another thing to notice is the variety in the applications used, they do not have a standard and they are not based on predefined requirements for virtual reality therapy [12, 13].

The main benefit of this research and the approach presented is the definition of a functional and non-functional requirement template on which VR software applications for pain relief therapy can be developed. This would ease the creation of VR applications meant for pain relief as well as improving the effects of VR on pain treatment as the applications created would be developed around the user’s needs.

This paper is divided in two main sections after presenting Section 1, Introduction. The second section presents a literature review containing the state of the art in the use of user questionnaires for obtaining relevant data. This section is divided in 2 sub-sections. The first sub-section deepens the subject towards a more specific topic; functional and non-functional requirements (FRs and NFRs) for software application and the second sub-section that describes the use of serious games, VR applications in medicine and the need for establishing a suitable protocol for defining the FRs and NFRs. The third section contains the evaluations done on the user questionnaire in order to verify its validity and relevance towards the presented research subject. The section starts with a description of the user’s opinion on multiple functional and non-functional requirements and continues with an evaluation of their relevance by taking into consideration statistical parameters of the responses.

II. LITERATURE REVIEW

Assessing the usability of an application is a very important part in the development process [14] and it can be assessed through various methods, such as quantitative measures. Although questionnaires are among the best-known measures of user experience (UX), due to the high heterogeneity of the instruments [15], choosing the best tool to assess UX became a difficult task. Each of these formats has advantages and disadvantages which will be discussed further. In this regard, an extensive analysis has been made [15], indicating that the majority of usability questionnaires contain short items measured on a Likert scale. The System Usability Scale (SUS) is a short – 10 items – questionnaire that can be used to assess the general impact of an application. This questionnaire is
highly employed due to the short completion time and flexible structure and it can be used in many practical settings, such as medical field [16], including the adaptation on applications for pain [17].

The System Usability Scale was created to assess the usability of a product or service and has been widely used in numerous areas such as VR rehabilitation and health services [18], VR learning [19] and VR training, and also for VR locomotion techniques [20] and it is one of the most widely used standardized questionnaires for the assessment of perceived usability [21]. A plethora of studies proved the reliability of SUS scale [22]. The SUS has many advantages, one of the most important being its flexibility [23] that allows it to assess a wide range of technologies.

Usability tests are conducted with either samples of participants who meet specific health criteria [18] or the general population [23], and most of the time is based on convenience sampling [24] a type of non-probability sampling used in research [25]. Apart from the sampling method, another issue to be taken into consideration is the sample size, which can be determined through statistical techniques by estimating the variance of the dependent measure(s) – for task-level measurements – or through more complex formulas and techniques in the case of problem-discovery usability measurement [26].

Overall, the heterogeneous state of art for UX questionnaires raises several issues to be taken into consideration when analysing perceived usability. However, as discussed above, questionnaires are one of the most widely used tools in assessing UX due to their efficiency and practicality. In addition to those, in the paper [27] it is indicated that the usability research may benefit from VR technology for user research and human-product interaction.

A. Functional and Non-functional Requirements for Medical Applications

The process of developing software applications needs to fulfil several requirements, which are usually divided into functional requirements (FRs) and non-functional requirements (NFRs). FRs correspond to the capabilities of the system, whereas NFRs (e.g., being user-friendly, capability, performance, stability etc.) describe the overall proprieties that a system [28] must have and they may not be directly related to specific system components [29]. Due to their nature, NFRs – also called "system features" [30] - are more abstract requirements, therefore more difficult to define and quantify.

A recent analysis of requirements, made by Stamm et al. [31] for a VR intervention on a group of geriatric patients with chronic back pain in order to determine their importance, analysed the requirements for the overall system - software, hardware and gamification or game integration. Among the most important requirements, the participants listed: an individual briefing for the system, presenting instructions in a detailed manner and that the length of the exercise to be a maximum of 30 minutes (i.e., in accordance with the safe and healthy warning of the oculus advising 10-15 minutes break every 30 minutes). Also, the “user-friendly handling of the system” was important to ensure a safety regulation. Another important factor, highlighted by the authors, is the age of the participants, as elder participants have special requirements [32] and would need additional training in using the equipment.

B. Virtual Reality in Medicine

Virtual Reality is a domain that is continuously expanding its utility in the medical domain [33] due to its capabilities of simulating environments that closely resemble reality. The rendering of almost photorealistic scenes and the use of controllers with haptic feedback allows virtual reality surgical simulators to increase the skills of surgeons without endangering the patient. Medical applications can range from dentistry [34], intravenous-insertion, chest-tube insertion, central venous placement catheter simulators to therapeutic treatment of physical affection [35] or mental health disorders [36] like phobias.

VR and augmented reality (AR) are studied for their capabilities of increasing surgical accuracy, decreasing the overall length of surgery and improving surgery techniques [37] where the author shows the use of the enhanced view provided through the digital generated images. One of the research reviews was focused on pedicle screw placement where it was found that AR increased both accuracy and efficiency with thoracic pedicle screws. It was used as well in training up to 51 residents in this type of surgery and it was demonstrated that they had benefited from the AR technology. A clinical trial that used 20 patients for spinal fixations displayed a high level of 94.1% accuracy for the thoracic pedicle screw operation with the help of AR [38]. For the training mechanism in VR for spine surgery, in paper [39] it is revealed that the group which used the “ImmersiveTouch” VR simulator had better performance levels in all statistics like trajectory, depth of screw error and breach, compared with the control group that used the usual training methods. The success was determined by the 3D anatomical precision and representation of the model. The overall use of VR technology was reviewed [34], regarding the simulation of different medical procedures (i.e., laparoscopic [40] with LapSim, Lap Mentor, orthopaedies with TraumaVision, Procedicus KSA VR or other surgeries with Visible Ear Simulator). The HipNav VR simulator was developed for orthopaedies, and it contains a kinematic model of the hip joint and tools for specific procedures [41]. The main use of surgical simulators is to provide advanced training, automatic scoring and analysis of the intervention with objective metrics, so the VR surgical simulators improve overall performance and lead to less injury to patients during the real operation [42].

Another application of VR technology is for pain management, due to the lack of negative effects after the treatment unlike opioids. To validate the effects of VR on acute or chronic pain, a significant number of randomized trials are required. A randomized trial was performed on 120 subjects, half VR, the other control to test the efficacy of VR [43]. The patients were hospitalized with an average pain score greater than 3 on a scale from 1 to 10. They have used an Oculus Gear set with a set library of VR application. The outcome was patient-reported pain using a numeric scale and then compared pre and post intervention and after 48 and 72 hours. The result obtained was a positive one, as there was an observed
difference in favour of VR. The result was more noticeable on patient with pain score greater than 7. The major areas where VR interventions are used include burn and wound care, intravenous insertions, dental procedures and surgery, where the first target is anxiety reduction [43]. Most of the results support the use of Virtual Reality for pain management in paediatric populations. But as the study points out, there is a need for the standardization in this domain to facilitate the creation, and research of VR software and hardware for pain management purposes. The paper [44] shows a review of multiple studies that have conducted clinical studies to verify the efficiency of VR with encouraging results. It proposes as well the combination of VR with Music Treatments (MT) to further reduce pain through mechanism that implicates distractions, mood regulation, and engagement. Further research is required to explore the combination of the two treatment types and assess their effectiveness.

A major issue with the previously described applications in the review studies [11] and [33] is the definition of their requirements. The main component that is stressed and showed importance in reducing pain in VR therapy is the immersive quality of the application, ease of use and environment. These qualities can be vastly improved by applying a combination of standardized and customized user forms to obtain the expectations of the users before the actual implementation of the application. This would lead to an improved design method for VR software application as well as the improvement of the effect of VR on pain therapy.

The main objective of the current research is to establish a template on which the initial stage of development for VRT applications can be eased and improved. This would lead to an improvement in the quality of VRT software and to its effects on therapy.

In conclusion, Virtual Reality is a new technology that requires continuous research through randomized clinical trials, creation of viable functional and non-functional requirements and a robust and standardized framework to analyse its effects.

### III. GAME4PAIN REQUIREMENTS

Following the previous discussion, in this paper the focus is on establishing the proper functional and non-functional requirements for the current VR application that is being research and developed by us. The end purpose of this application is to be applied as a pain relief alternative or as a secondary option to opioids in order to decrease the consumption of pain ameliorating drugs.

The study used a sample population of 55, from which 32.7% (18) male and 67.3% (37) female. The majority were in the age group of 18-24 years old - 83.6% (46), with a few in the age group of 25-34 - 12.7% (12), while the 35-44 and 45-60 groups of ages contained each 1.8%, one person.

The questionnaire provided to the volunteers included a set of 3 questions regarding their experience with VR applications, if any and their willingness to test a VR application for pain relief if they had the occasion (Table I). The first question asked was if the participants have received any VR treatment before.

The following answers were recorded: 36 of them did not receive any, 5 received full immersive VR, 6 Mobile VR, 7 persons Games and only one person TV based treatment.

The majority of participants expressed their enthusiasm to try the VR application for pain relief if they had the occasion, 34 people gave a positive answer, 18 were undecided and only 3 persons would not like to try.

The second part of the questionnaire in Table II consisted in establishing the functional and non-functional requirements, for this part there were 13 questions with answers on a scale from 1 to 5. In this part of the form, the questions were about the importance of various elements in the game e.g., background music, sunlight level, complexity level, the importance of wildlife and NFRs e.g., data security, accessibility, graphics quality, learning curve.

#### A. Functional and Non-functional Inquiry Form Analysis

From the analysis of the form questions mean and standard deviation results from Table II, the results show that the majority of the respondents are enthusiastic regarding the test of a fully immersive VR application given the mean score of 4.27 out of 5 with a relatively low standard deviation of 0.95. For the next item there is a similar high interest in having animals in the game with a mean score of 4.25. Regarding the fishing system the average is almost in the middle with 3.33 but as the standard deviation reach 1.44 it signifies that the opinions are likely opposed. A majority would like to have a fishing system implemented as a functional requirement while others are not interested.

Another interesting finding is that the subjects would prefer a luminous setting that simulates sunlight as it seen in question 5 and 6 where they affirm that the presence of sunlight affects their mood in a positive way.

### TABLE I. USER ATTITUDE TOWARDS VR FOR PAIN RELIEF THERAPY

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer variant</th>
<th>Percentage of N=55</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you ever received a Virtual Reality treatment?</td>
<td>None</td>
<td>65.5%</td>
</tr>
<tr>
<td>If so, what type?</td>
<td>Full Immersive VR (e.g. Oculus Headset VR)</td>
<td>9.1%</td>
</tr>
<tr>
<td></td>
<td>Mobile VR</td>
<td>10.9%</td>
</tr>
<tr>
<td></td>
<td>Games</td>
<td>12.7%</td>
</tr>
<tr>
<td></td>
<td>TV</td>
<td>1.8%</td>
</tr>
<tr>
<td>Would you prefer a full immersive VR experience over a normal TV/Game intervention during treatment?</td>
<td>Yes</td>
<td>61.8%</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>5.5%</td>
</tr>
<tr>
<td></td>
<td>Maybe</td>
<td>32.7%</td>
</tr>
<tr>
<td>Would you like to try a Virtual Reality game for the amelioration of pain, alongside usual treatment?</td>
<td>Yes</td>
<td>69.1%</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>9.1%</td>
</tr>
<tr>
<td></td>
<td>Maybe</td>
<td>21.8%</td>
</tr>
</tbody>
</table>
### Table II. FR and NFR Form Response Analysis

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean/ Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How interested would you be in testing a fully immersive VR application during treatment? (1 = Not at all, 5 = Very much)</td>
<td>4.27/0.95</td>
</tr>
<tr>
<td>2. Are you interested in having animals in the game? (1 = Not at all, 5 = Very much)</td>
<td>4.25/1.004</td>
</tr>
<tr>
<td>3. Are you interested in having the option to fish in the game? (1 = Not at all, 5 = Very much)</td>
<td>3.33/1.44</td>
</tr>
<tr>
<td>4. Would you prefer music or nature sounds to run in the background? (1 = Music; 5 = Nature)</td>
<td>3.65/1.40</td>
</tr>
<tr>
<td>5. Do you think that the level of sunlight in a game affects your mood in a positive way? (1 = Not at all, 5 = Very much)</td>
<td>3.96/1.05</td>
</tr>
<tr>
<td>6. Do you think that the level of sunlight in real life affects your mood in a positive way? (1 = Not at all, 5 = Very much)</td>
<td>4.22/1.08</td>
</tr>
<tr>
<td>7. How important you consider optimizing resource consumption. (How well the game runs on your device). (1 = Not important at all, 5 = Very important)</td>
<td>4.38/0.87</td>
</tr>
<tr>
<td>8. How important you consider the game having a short learning curve. (to be easy to learn) (1 = Easy, 5 = Hard)</td>
<td>3.33/1.14</td>
</tr>
<tr>
<td>9. How Important is Portability (ability to run on different operation system devices) (1 = Not important at all, 5 = Very important)</td>
<td>3.89/0.99</td>
</tr>
<tr>
<td>10. How Important is Data Security. (1 = Not important at all, 5 = Very important)</td>
<td>4.67/0.58</td>
</tr>
<tr>
<td>11. How Important is Accessibility (1 = Not important at all, 5 = Very important)</td>
<td>4.60/0.60</td>
</tr>
<tr>
<td>12. How Important is the Graphics quality (1 = Not important at all, 5 = Very important)</td>
<td>4.40/0.87</td>
</tr>
<tr>
<td>13. How would you consider the application having an in-depth Game Mechanics (the number of actions you can do in a game and the complexity) (1 = Simple Game, 5 = Complex Game)</td>
<td>3.98/0.83</td>
</tr>
</tbody>
</table>

As non-functional requirements regarding the application difficulty in question 8, the opinions are pointing towards an average learning curve, but with a high game complexity in question 13. There is a need to take in consideration the age of the group as its mostly young adults, and they would lean towards a challenging game, but due to the nature of the application as it is meant to be enjoyable to the target audience of persons that suffer from acute or chronic pain, therefore a slightly simpler application with a short learning curve would be more appropriate. In regard to NFRs for accessibility, graphics quality, data security, portability and resource consumption, all the results with high means of 4.40 and deviations under 1 indicate that they are essential in developing the application.

### B. Scale Assessment

To validate the measurements from (Table III) a Principal Component Analysis (PCA) with varimax rotation was used [45]. By Kaiser’s criterion, 5 principal components were extracted with Eigen values over the cutoff of 1. The final components chosen based on having at least three variables with a minimal loading of 0.3 [46] where Component 1 (I1, I5, I6, I7) and Component 2 (I9, I10, I11, I12), resulting in a total variance of 37.84%.

<table>
<thead>
<tr>
<th>Item Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>How Interested would you be in testing a fully immersive VR application during treatment?</td>
</tr>
<tr>
<td>12</td>
<td>Are you interested in having animals in the game?</td>
</tr>
<tr>
<td>13</td>
<td>Are you interested in having the option to fish in the game?</td>
</tr>
<tr>
<td>14</td>
<td>Would you prefer music or nature sounds to run in the background?</td>
</tr>
<tr>
<td>15</td>
<td>Do you think that the level of sunlight in a game affects your mood in a positive way?</td>
</tr>
<tr>
<td>16</td>
<td>Do you think that the level of sunlight in real life affects your mood in a positive way?</td>
</tr>
<tr>
<td>17</td>
<td>How important you consider optimizing resource consumption.(How well the game runs on your device).</td>
</tr>
<tr>
<td>18</td>
<td>How important you consider the game having a short learning curve.(to be easy to learn)</td>
</tr>
<tr>
<td>19</td>
<td>How Important is Portability(ability to run on different operation system devices)</td>
</tr>
<tr>
<td>110</td>
<td>How Important is Data Security.</td>
</tr>
<tr>
<td>111</td>
<td>How Important is Accessibility</td>
</tr>
<tr>
<td>112</td>
<td>How Important is the Graphics quality</td>
</tr>
<tr>
<td>113</td>
<td>How would you consider the application having an in depth Game Mechanics (the game and the complexity)</td>
</tr>
</tbody>
</table>

Next, to identify the latent factors measured, an exploratory factor analysis (EFA) was applied by using IBM SPSS v.25 software [47], with a principal axis factor extraction method and varimax rotation. The Kaiser-Meyer-Olkin Measure of Sampling Adequacy had an acceptable value of (KMO = 0.57) using the minimum acceptable value of 0.50 [48], and Bartlett’s Test of Sphericity was significant (p < .001).

By Kaiser’s criterion [48], there were 5 factors with Eigen values above the cutoff of 1; however the procedure could not be completed due to a Haywood case [49]. As advised in IBM SPSS statistics a downside for this criterion may be the overestimation of the number of factors to retain. Most of the present communalities are lower than 0.70, therefore, Kaiser’s rule might be inappropriate for this type of data. By Cattell’s criterion [50], the scree plot and the previous principal component analysis suggest 2 extraction factors. Therefore, the analysis was executed with 2 fixed extraction factors. According to [51], only the items with a interpreted factor loading with an absolute value more than 0.3 were taken in consideration. Based on this cutoff, three items were not included in the analysis due to having too much uniqueness (I2, I3, I8), and the final structure included Factor 1 (I1, I4, I5, I6, I7) and Factor 2 (I9, I10, I11, I12, I13). The EFA resulted in a 10-item scale, explaining 34.53% of the total variance (Table IV).

Furthermore, the reliability analysis indicated an acceptable internal consistency for Factor 1 (α = 0.78) and a modest one for Factor 2 (α = 0.65). Although, a sample size of at least 50 is adequate for behavioral sciences, the internal consistency coefficient proved to be sensitive to both sample size and number of items, especially if the Eigen value for the first factor is lower than 6 [51]. Moreover, [52] showed that for
sample sizes of 50, the loadings should be around 0.80 for a stable structure. In this case, a higher sample size may be advisable in the future.

### TABLE IV. ITEM ANALYSIS AND FACTOR LOADINGS

<table>
<thead>
<tr>
<th>Rotated Factor Matrix</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I5</td>
<td>0.90</td>
<td>-</td>
</tr>
<tr>
<td>I6</td>
<td>0.78</td>
<td>-</td>
</tr>
<tr>
<td>I7</td>
<td>0.70</td>
<td>-</td>
</tr>
<tr>
<td>I1</td>
<td>0.56</td>
<td>0.34</td>
</tr>
<tr>
<td>I4</td>
<td>0.40</td>
<td>-</td>
</tr>
<tr>
<td>I11</td>
<td>-</td>
<td>0.78</td>
</tr>
<tr>
<td>I12</td>
<td>-</td>
<td>0.57</td>
</tr>
<tr>
<td>I9</td>
<td>-</td>
<td>0.55</td>
</tr>
<tr>
<td>I10</td>
<td>-</td>
<td>0.51</td>
</tr>
<tr>
<td>I13</td>
<td>-</td>
<td>0.31</td>
</tr>
<tr>
<td>Variance registered after rotation in %</td>
<td>34.53%</td>
<td></td>
</tr>
</tbody>
</table>

Overall, the findings indicate that an adequate VRT application is required to have a simplified user interface to allow a fast comprehension of the system by the user with a robust framework that provides data security, accessibility and portability. A second important criterion is to have a simple objective, well described with simple game mechanics to avoid confusion. A third trait is immersion characterized by a high graphic quality, as immersion is the main goal of any VRT application. The analysis in this paper provides insight for how future work in this domain should be approached as well as what criterions VRT applications should follow.

### IV. CONCLUSION

This article explored the establishment of functional and non-functional requirements for a Virtual Reality application that can be used for pain relief treatments based on the answers obtained from the user questionnaire using voluntary random sampling. The following high priority FRs and NFRs have been observed: immersive environment, presence of an illumination system that simulates daytime lighting, natural background sounds, interactive animal type objects, engaging mechanics, resource optimization, secure data storage, accessibility and improved graphics quality.

For future work, the goal is to implement the learned findings and requirements in a VR application meant for pain therapy. This application will be tested in a real environment where its effects can be observed. The experiment will be followed by a second questionnaire for user experience using the voluntary random sampling method, in order to verify the initial findings concerning the FRs and NFRs as well as its effect on pain relief.
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Abstract—Automated methods intended for image classification have become increasingly popular in recent years, with applications in the agriculture field including weed identification, fruit classification, and disease detection in plants and trees. In image classification, convolutional neural networks (CNN) have already shown exceptional results but the problem with these models is that these models cannot extract some relevant image features of the input image. On the other hand, the recurrent neural network (RNN) can fully exploit the relationship among image features. In this paper, the performance of combined CNN and RNN models is evaluated by extracting relevant image features on images of diseased apple leaves. This article suggested a combination of pre-trained CNN network and LSTM, a particular type of RNN. With the use of transfer learning, the deep features were extracted from several fully connected layers of pre-trained deep models i.e. Xception, VGG16, and InceptionV3. The extracted deep features from the CNN layer and RNN layer were concatenated and fed into the fully connected layer to allow the proposed model to be more focused on finding relevant information in the input data. Finally, the class labels of apple foliar disease images are determined by the integrated model for apple foliar disease classification, experimental findings demonstrate that the proposed approach outperforms individual pre-trained models.

Keywords—Artificial intelligence; deep learning; transfer learning; convolutional neural network; recurrent neural network; LSTM

I. INTRODUCTION

Agriculture began in neolithic era and has continued to this day. However, the situation of agriculture is deteriorating day by day as a result of harsh variations in climatic conditions and human malpractice. Diseases in trees, animals, and grains are dangerous and can kill agriculture if not detected early. Various plant diseases can spoil the surrounded plants and trees. But due to a lack of knowledge and expertise, it is not possible to diagnose such diseases. As a result, experts are doing everything possible to assist farmers in overcoming these diseases.

Apple (Malus pumila) is commercially the most important fruit and is fourth among the most widely produced fruits in the world [1]. The growth of apple trees is affected by the assault of numerous foliar diseases such as scab, black rot, and rust [2]. Because of resemblance in appearance in the early stages of tree growth, correctly classifying and identifying all forms of foliar diseases in apple trees is a difficult challenge for farmers. Early disease identification is important for effective and timely disease control. Incorrect and/or delayed diagnosis may result in disease transmission because small insects can damage the whole tree and rapidly it can become a larger and more costly issue.

The manual classification of these diseases can be unnecessarily cumbersome, time-consuming, and costly. Speeding up this method has many advantages, including lower costs, reduced effort. Various plant disease classification systems are designed to support non-expert and non-botanist users in automatically distinguishing plant diseases. Because of this, cost and time can be reduced with accurate identification. Machine learning (ML) [3][4] and deep learning (DL) [5-11] have received a lot of interest in recent years for automatic disease and pest detection in trees and plants. Usama Mokhtar et al. [3] implemented SVM-based disease detection of tomato leaves. They used the dataset of 800 healthy and unhealthy leaves for disease classification. Authors performed feature extraction using Grey-Level Co-occurrence matrix (GLCM) and achieved a classification accuracy of 99.83%. Shima Ramesh et al. [4] implemented plant disease detection, and they achieved the highest classification accuracy (70.14%) using the random forest technique among the various machine learning algorithms. These machine learning techniques use manual feature extraction, but deep learning algorithms solve this problem effectively.

For automatically detecting crop diseases, convolutional neural networks (CNNs) have become common. Moreover, numerous studies on the identification of apple diseases also have been published in the literature using pre-trained CNN models since 2017. Table I summarizes the contents of these articles.

The problem with these models is that these models cannot extract some relevant image features of the input image. In this paper, the performance of combined CNN and RNN models is evaluated by extracting relevant image features. For this, transfer learning was used in which the pre-trained weight parameters on the ImageNet dataset are transferred to CNN and combined with the extracted features of RNN in the model.
TABLE I. STUDIES TO CLASSIFY APPLE LEAF DISEASE USING PRE-TRAINED CNN MODEL

<table>
<thead>
<tr>
<th>Reference</th>
<th>Task</th>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Peng et al. 2019)</td>
<td>Real-time apple leaf disease</td>
<td>26,377 images of apples disease leaves</td>
<td>VGG- INCEP</td>
<td>97.14%</td>
<td>Detects disease spots of various sizes on the same leaf</td>
</tr>
<tr>
<td>(Yong et al. 2020)</td>
<td>Identify apple leaf diseases</td>
<td>2462 images of 6 apple leaf diseases</td>
<td>DenseNet -121</td>
<td>93.71%</td>
<td>Cannot overcome the impact of data imbalance</td>
</tr>
<tr>
<td>(Chao et al. 2020)</td>
<td>Early diagnosis and accurate</td>
<td>2970 images of diseased and healthy leaves</td>
<td>Xception and DenseNet (XDNet)</td>
<td>98.82%</td>
<td>The diversity of dataset is not enough</td>
</tr>
<tr>
<td>(Guan et al. 2017)</td>
<td>Image-Based Plant Disease Severity Estimation</td>
<td>50,000 images of healthy and diseased crops-38 class labels</td>
<td>VGG16 trained with transfer learning</td>
<td>90.4%</td>
<td>Lacking number of parameters to compare the results</td>
</tr>
<tr>
<td>(Liu et al. 2017)</td>
<td>Identify apple leaf diseases</td>
<td>13,689 images of diseased apple leaves</td>
<td>AlexNet, image generator technique</td>
<td>97.62%</td>
<td>Image generation technique can enhance robustness of CNN model</td>
</tr>
</tbody>
</table>

Contributions of the CNN-RNN combined network are as follows:

- To classify leaf diseases, pretrained CNN models and RNN were used.
- The performance of combined network was evaluated.
- The suggested integrated model performs better than pre-trained networks, according to the findings of the experiments.

The remaining part of the article is laid out as follows: Section 2 presents a review of current scholarly publications relevant to this article. Section 3 contains the methodology, dataset collection and description, data preprocessing, an integrated network, and its layers. In Section 4, the training and fine-tuning of an integrated model is described. Section 5 contains the experimental setup as well as the model classification findings. In Section 6, the proposed model is compared with existing techniques. Section 7 concludes the paper.

A. Motivation

When the current work is examined on image classification, it was observed that researchers have paid a lot of attention to combining multiple models. Deep models with multi-modality perform better in terms of classification accuracy, precision, recall, and f1 scores. JananiVenugopalan et al. used a combination of models to diagnose Alzheimer's disease at an early stage[17]. Md. Zabirul Islam et al. [18] used X-ray images to combine CNN and LSTM for the identification of a novel coronavirus (COVID-19). Aydin Kaya et al. [19] used the combination of RNN and CNN models for plant classification. It is also found that deep feature concatenation is extremely efficient. This sparked the interest in combining RNN and CNN, as well as the notion of concatenating features from pre-trained CNN and RNN models.

II. RELATED WORK

Many pieces of research on the identification of plant diseases have been carried out so far. Genetic algorithms [20] [21], artificial neural networks [22], Bayes classifiers [23], and fuzzy logic [24] have been used in previous studies to identify and classify plant leaf diseases having a higher level of accuracy.

DL has been extensively researched in recent years for disease and pest identification in plants [9] [10] [25] [26]. Previous research has also shown that CNN is ideally suited for high-accuracy detection and diagnosis of plant diseases automatically. Some of these studies used CNN-based models that had been pre-trained, while others created their models based on CNN or pre-trained models.

Alvaro Fuentes et al. (2017) [5] proposed a faster region-based CNN for tomato diseases and pests recognition in real-time. Authors utilized a huge data-set for testing and training, comprising of 5000 images to develop these systems. These systems are capable of detecting nine distinct diseases and pests. The authors used a faster RCNN, but this model has a poor identification rate and a lot of pattern variability in certain disease groups.

Belal A. M. Ashqar and Samy S. Abu Naser (2018) [6] used deep learning approach to develop tomato leaves disease detection system. They used 9000 images of diseased and healthy tomato leaves for training of deep CNN to classify 5 diseases. They achieved 99.84% accuracy. To perform detection and diagnosis of diseases in plants, Konstantinos P. Ferentinos (2018) [7] developed a convolutional neural network model using diseased and healthy 87,848 images of plant leaves. They trained various models. Among all CNN models, VGG achieved an accuracy of 99.53% with the best performance. The authors used the VGG model on diseased images and had a decent success rate, but this model is far from being a generic method.

Aravind Krishnaswamy Rangarajan et al. (2018) [8] have performed the classification of disease in tomatoes by using pre-trained DL and its algorithm. Authors have used AlexNet and VGG16 pre-trained architectures on PlantVillage consisting of 13262 images and achieved 97.29% classification accuracy for VGG16 net and 97.49% for AlexNet. However, other transfer learning models need to be evaluated for this dataset.

Additionally, Geetha ramani G. and Arun Pandian J (2019) [9] proposed a model to identify diseases in plants using Deep
CNN. For training, they used a dataset that included 39 different plant leaf classes as well as background images. Authors used the following 6 types of data augmentation methods: principal component analysis (PCA), gamma correction, flipping, noise injection, color augmentation, scaling, and rotation. They achieved a classification accuracy of 96.46% for this proposed model. Despite their high success rate, authors were unable to completely exploit important image features using deep CNN.

Moreover, Edna Chebet Too et al. (2018) [10] performed the comparison of InceptionV4, VGG16, ResNet with 101, 152, 50 layers, and Dense-Nets with layer number as 121. Among all structural designs, Dense-Nets achieved the testing accuracy of 99.75 percentages. With an increasing number of epochs, DenseNets has the potential to increase accuracy without overfitting. However, computational time can be improved.

<table>
<thead>
<tr>
<th>Author</th>
<th>Plant species</th>
<th>Model used</th>
<th>Best Results</th>
<th>No. of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mehmet MetinOzguven, Kemal Adem [27]</td>
<td>Sugar beet</td>
<td>Faster R-CNN</td>
<td>92.89%</td>
<td>155</td>
</tr>
<tr>
<td>Aravind-Krishna swamy Rangarajan, Raja Purushothaman, Anirudh Ramesh [8]</td>
<td>Tomato</td>
<td>AlexNet VGG16 net</td>
<td>97.49%</td>
<td>13,262</td>
</tr>
<tr>
<td>Karthik R et. al. [28]</td>
<td>Tomato</td>
<td>Attention embedded residual CNN</td>
<td>98%</td>
<td>95999</td>
</tr>
<tr>
<td>Sladojevic et al. [20]</td>
<td>Plant leaves</td>
<td>CNN based model</td>
<td>96.3%</td>
<td>2,589</td>
</tr>
<tr>
<td>Honghua Jiang et.al [29]</td>
<td>weed and crop recognition</td>
<td>GCN-ResNet-101</td>
<td>97.8%</td>
<td>6000</td>
</tr>
<tr>
<td>Gensheng et al. [26]</td>
<td>tea leaf</td>
<td>VGG16</td>
<td>90%</td>
<td>4,980</td>
</tr>
<tr>
<td>Ashqar et al. [6]</td>
<td>Tomato</td>
<td>Deep CNN</td>
<td>99.84%</td>
<td>9000</td>
</tr>
<tr>
<td>Jhien Amara et al. [11]</td>
<td>Banana</td>
<td>LeNet</td>
<td>98.61%</td>
<td>3700</td>
</tr>
<tr>
<td>Sidjan Sladojevic et al. [30]</td>
<td>Different plant disease</td>
<td>deep CNN</td>
<td>96.3%</td>
<td>30880</td>
</tr>
<tr>
<td>Sharada P. Mohanty et al. [31]</td>
<td>Different crops</td>
<td>GoogLeNet</td>
<td>99.35%</td>
<td>54,306</td>
</tr>
</tbody>
</table>

TABLE II. PREVIOUS STUDIES BASED ON DEEP LEARNING FOR THE OTHER PLANT SPECIES

One of the most significant gaps of the current studies in the field of plant disease detection is a significant decrease in classification performance [12, 15, 26] of the models on real images collected in fields compared to images taken in a controlled environment so there should be availability of large public datasets [14] [27]. Table II summarizes the findings of related investigations.

III. METHODOLOGY

The overall method for detecting foliar diseases in an apple tree dataset is represented in Fig. 1 in several phases. The apple foliar disease dataset was utilized as the training data for the CNN-RNN network. The training accuracy, validation accuracy, training loss, and validation loss were calculated at each epoch. Confusion matrix, accuracy, precision, recall, and f1-score were used to evaluate the performance of the proposed system. It is also observed the minimum training and minimum validation loss and corresponding accuracies.

A. Dataset

High-resolution and real-life symptom images of different apple foliar diseases have been manually captured with angles, illumination, noise, and surfaces. This dataset for the PlantPathology Challenge is made available and open to the group through “https”. It’s an integral component of FGVC (Fine-grained visual categorization) which is a workshop at CVPR (Computer-Vision and Pattern-Recognition) 2020. This dataset has four types of classes (a) Apple scab, (b) Black rot (c) Cedar apple rust (d) healthy. Sample images of each class are given in Fig. 2. Proposed model, however, is not limited to this dataset and can be used on a variety of plant disease datasets. Table II shows the count of total images in the dataset, which has previously been separated into the train set and test set.

B. Preprocessing

Dataset is enhanced to increase the model accuracy and reduce over-fitting. Apple foliar disease dataset contains RGB images of arbitrary sizes. All of the images were scaled to a resolution of 299 by 299 pixels and to be compatible with the initial values of the network, all pixel values were divided by 255. After that, sample-by-sample normalization was carried out. The efficiency of end-to-end training can be greatly improved by normalization. Finally, the training images are subjected to a variety of random augmentations, such as random rotation, shearing, zooming, and flipping.

C. Development of the Integrated Model

A proposed integrated CNN-RNN model is based on pre-trained CNN. The models mainly contain different layers of pre-trained CNN models, one RNN layer/LSTM layer and one softmax layer. The images are re-sized to fit the input layers of the pre-trained models such as Xception, VGG16, and InceptionV3. After this, deep features were extracted from these pre-trained models and then different shape of the output is found for different pre-trained models. For inceptionv3 the output shape is found as (None, 8, 8, 2048). For VGG16, the output shape is received as (None, 9, 9, 512) and for the Xception model (None, 10, 10, 2048) is received as an output shape. The input is provided to the LSTM layer using the reshape technique. After analyzing the time characteristics, a softmax layer/fully connected layer predicted class labels of the input images that were categorized into four categories: scab, black rot, cedar apple rust, healthy.
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RNNs can handle non-sequential data as well as sequential data, according to several pieces of research [32]. Improved RNN models, such as LSTMs allow for long sequence training, conquering issues such as vanishing gradients. Vanishing gradients is a problem where a deep neural network is not able to transmit valuable gradient information from the output to the input end of the model. RNN methods for sequentially processing the data of variable-length and fixed sizes have been presented in a few recent papers [33]. LSTM may be used to collect the images having discriminating regions for fine-grained classification [34]. LSTM (Long Short-Term Memory networks) has a "processor" that determines whether or not the information is useful. The Integrated model is illustrated in Fig. 3 with four layers: Pre-trained CNN layer, RNN layer, concatenation layer, softmax, or fully connected layer.

All layers of an integrated model are briefly described as follows:

1) Pre-trained CNN layer: For initializing weights of CNN model, pre-trained weight parameters are used. ImageNet is used for pre-training and it is a common dataset to develop different architectures. It is broad enough (1.2 million images) to construct a generic model. Transfer learning indicates that these pre-trained networks can generalize to images that are not part of the ImageNet dataset. By fine-tuning the model, changes can be made to it that was not previously possible.

2) Convolution layer: Convolution operations with feature maps are performed with this layer using convolution windows of various sizes. The effect of applying a convolution over an image is a feature map. The row index and column index of resulted matrix is denoted by u and v respectively. The number of weight parameters varies as the window size changes. Convolution and pooling are two types of computations that can be done in the early layers of CNN. The convolution layer has the following operation as in (1):

\[ S(u, v) = (M*F)(u, v) = \sum_{m} \sum_{n} M(u+m, v+n) F(m, n) \]  

(1)

**TABLE III. IMAGE COUNT IN THE DATASET**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Apple scab</th>
<th>Black rot</th>
<th>Cedar apple rust</th>
<th>Healthy</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>4032</td>
<td>3974</td>
<td>3520</td>
<td>4016</td>
<td>15542</td>
</tr>
<tr>
<td>Testing</td>
<td>1008</td>
<td>994</td>
<td>880</td>
<td>1004</td>
<td>3886</td>
</tr>
<tr>
<td>Total</td>
<td>5040</td>
<td>4968</td>
<td>4400</td>
<td>5020</td>
<td>19428</td>
</tr>
</tbody>
</table>

Fig. 1. Proposed System.

Fig. 2. The Apple Foliar Dataset Sample for Four Classes.

Fig. 3. Integrated Model.
In (1), M indicate the input matrix. F represents the m×n size 2D filter of and S denotes the 2D feature map output. M*F denotes the convolutional layer operation. Rectified linear unit (ReLU) is the activation function which is used after the convolution operation to improve nonlinearity in feature maps. ReLU calculates activation by keeping the threshold at zero. It may be mathematically represented as in (2):

\[ f(y) = \max(0, y) \]  

(2)

3) Pooling layer: To minimize the number of parameters, this layer down samples a given input representation. By using max-pooling which is the most frequent approach, the size of resulted image can be reduced by retaining image information. As a convolution layer, the pooling layer also uses filters of different sizes.

4) RNN/LSTM Layer: An input layer, a hidden layer, and an output layer are present in RNN and CNN. The most significant aspect of RNN is the interaction of these hidden layers. The input and hidden layer nodes are linked. Output layer takes the outcome of the hidden layer. Hidden layer receives information from the output layer node. There exist various adjacent hidden layer nodes.

In this article, LSTM is used which is a form of RNN. LSTM is made up of memory blocks and these blocks are recurrently connected blocks. Each has 3 multiplicative gates (input, output, forget gate) and one or two memory cells that are recurrently connected. The input gate monitors how much data it should read, forget gate monitor whether it should forget the value of the current cell, and the output gate monitor whether it should output the new cell value.

5) Concatenation layer: The concatenation layer concatenates features derived from the CNN and RNN. Feature concatenation is a powerful technique for combining many features to improve classification accuracy.

6) Softmax layer or fully connected layer: The features of RNN and CNN are concatenated and forwarded to the softmax layer, which generates the input image class labels.

D. Long Short-term Memory (LSTM)

A cell with three gates (input, output, and forget) makes up an LSTM unit. LSTM can choose which information is lost and which is remembered. An LSTM layer is made up of memory blocks, which are recurrently connected blocks. It can be assumed that these blocks are a differentiable variant of a computer's memory chips. Every block has one or more than one recurrently linked memory cells, as well as 3 multiplicative units. These units continuously provide analogs of reading, Reset and Write operations for the cells. The following are the gate equations:

\[ i_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \]  

(3)

\[ f_t = \sigma(W_f[h_{t-1}, x_t] + b_f) \]  

(4)

\[ o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \]  

(5)

\[ g_t = \tanh(W_g[h_{t-1}, x_t] + b_g) \]  

(6)

\[ i_t, f_t, and o_t \] represent input gate, forget gate, and output gate respectively. \( \sigma \) denotes the sigmoid function. The weight for the respective gate(x) neurons is represented by \( W \). The output of the previous LSTM block (at timestamp t-1) is \( h_{t-1} \). \( x_t \) is the input at the current timestamp. \( bx \) is the bias for the corresponding gate(x). In (3), \( h_{t-1} \) and \( x_t \) are passed through the sigmoid layer and used to decide that which part of the information is needed to be added. (6) Obtains new information when \( h_{t-1} \) and \( x_t \) are passed through the tanh layer in (8):

\[ c_t = i_t g_t + f_t c_{t-1} \]  

(7)

\[ h_t = o_t \tanh(c_t) \]  

(8)

The new and previous cell states are denoted by \( c_t \) and \( c_{t-1} \), respectively, \( g_t \) is the current information. \( g_t \) and \( c_{t-1} \) are combined in (7). The final output \( O_t \) is calculated in (5) and it gets multiplied with \( c_t \) which transfers new information through the tanh layer.

IV. CNN-RNN NETWORK TRAINING AND FINE-TUNING

To classify apple foliar diseases, the combination of CNN models and RNN was used. There were a training phase and a testing phase in the proposed method illustrated. In the training process, firstly on the ImageNet dataset, CNN model was pre-trained and the parameters of this pre-trained network were used for initializing the new CNN model, this is called fine-tuning. When the entire layers of CNN have been frozen, the RNN model was trained. After the completion of training, layers of the CNN model were unfrozen and the whole CNN-RNN model was trained.

Test images that were pre-processed were fed into the CNN-RNN model. By using the softmax layer, the classification results were obtained. In this experiment, the proposed model is built on two layers: Conv and pool. These are the first few layers of pre-trained models, already trained on ImageNet dataset. In this proposed model, the above two layers were moved to the same place to allow the transmission of features. The CNN transfer learning model uses RGB input, whereas RNN uses a single-channel input. The aforementioned layers were trained on jointly on the apple foliar disease dataset. The training process was terminated after predetermined epochs.

V. EXPERIMENTAL RESULTS

The proposed work is implemented in two parts:

Part 1: Implementing transfer learning using CNN

Part 2: Implementing RNN

RNN uses randomly initialized parameters while CNN uses pre-trained weight parameters. During the training phase, the gradient of the cross-entropy loss function is used to iteratively update these weights. Firstly, all layers of CNN were frozen then RNN and the last classification layer of CNN were trained. Then training samples are calculated with the help of an RMSProp optimizer. Then we defrosted all layers of CNN and the whole CNN-RNN model was trained then Adam optimizer was used to calculate the samples of training. For the whole network, 0.0001 was used as a learning rate.
Since the problem is multi-class, the categorical cross-entropy/softmax loss function is used. Keras and TensorFlow 2.5.0 with python 3 were used on an Intel(R) Core(TM) i5-2.9 GHz CPU for implementing models. Furthermore, we carried out the experiments on an NVIDIA Tesla T4 GPU with 2.32 GB of RAM.

A. Evaluation Indices

The following indices were used to compare the performance of the individual and integrated systems: True Positive (TP): The class of interest was correctly categorized. True Negative (TN): Classified correctly as not the class of interest. False Positive (FP): The class of interest was incorrectly categorized. False Negative (FN): Not the class of interest was incorrectly categorized. Accuracy is represented in (9). Precision is represented in (10), Recall is represented in (11) and F1 score is represented in (12).

Mathematical expression of all these metrics is represented below:

\[
\text{Accuracy} = \frac{(\text{TP} + \text{TN})}{(\text{TN} + \text{FP} + \text{TP} + \text{FN})} \tag{9}
\]

\[
\text{Precision} = \frac{\text{TP}}{(\text{TP} + \text{FP})} \tag{10}
\]

\[
\text{Recall} = \frac{\text{TP}}{(\text{TP} + \text{FN})} \tag{11}
\]

\[
\text{F1 score} = \frac{2 \cdot \text{TP}}{(2 \cdot \text{TP} + \text{FP} + \text{FN})} \tag{12}
\]

B. Result Analysis and Discussion

Fig. 4 illustrates the confusion matrix of the pre-trained CNN model and the proposed CNN-RNN models for apple foliage disease classification. Fig. 4(a) represents Xception-LSTM, Fig. 4(b) represents Xception, Fig. 4(c) represents VGG16-LSTM, Fig. 4(d) represents VGG16, Fig. 4(e) represents InceptionV3-LSTM and Fig. 4(f) represents Inception V3. In the confusion matrix, apple_scab is represented as class 0, black_rotation is represented as class 1, cedar_apple_rust is represented as class 2, and healthy leaves are represented as class 3. The Xception model misclassified 44 of 3886 test images, whereas the proposed Xception-LSTM model misclassified 22 of them. Among the 3886 test images, 266 were misclassified by the VGG16 model, whereas the proposed VGG16-LSTM model misclassified 45 of them. Similarly, 60 were misclassified by the InceptionV3 model, whereas the proposed InceptionV3-LSTM model misclassified a total of 14 images. The proposed integrated CNN-RNN networks outperformed the individual pre-trained CNN networks in terms of TP and TN values, as well as reduced FN and FP values. Table IV shows the observed results of pre-trained CNN models and CNN-RNN models in terms of minimum training loss with corresponding training accuracy, and minimum validation loss with corresponding validation accuracy and Xception-LSTM accuracy and loss are depicted in Fig. 5(a) and 5(b).

Fig. 6(a) and 6(b) depict accuracy and Xception loss, respectively. VGG16-LSTM accuracy and loss are depicted in Fig. 7(a) and 7(b). VGG16 accuracy and loss are depicted in Fig. 8(a) and 8(b). InceptionV3-LSTM accuracy and loss are depicted in Fig. 9(a) and 9(b). InceptionV3 accuracy and loss are depicted in Fig. 10(a) and 10(b). Performance evaluation for pre-trained CNN models and CNN-RNN models may be seen in the loss and accuracy figures.
TABLE IV. COMPARISON OF INTEGRATED MODELS AND INDIVIDUAL MODELS IN TERMS OF MINIMUM LOSS AND CORRESPONDING TRAINING AND VALIDATION ACCURACY

<table>
<thead>
<tr>
<th>Model</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Loss</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Xception</td>
<td>0.0144</td>
<td>99.87</td>
</tr>
<tr>
<td>Xception-LSTM</td>
<td>0.001</td>
<td>99.94</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.0345</td>
<td>98.87</td>
</tr>
<tr>
<td>VGG16-LSTM</td>
<td>0.0028</td>
<td>99.94</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>0.0464</td>
<td>99.59</td>
</tr>
<tr>
<td>InceptionV3-LSTM</td>
<td>0.0011</td>
<td>99.94</td>
</tr>
</tbody>
</table>

Among the total number of 30 epochs, Minimum training loss and corresponding training accuracy of the Xception were found at .0144 and 99.87% respectively at epoch 20 whereas .0010 and 99.94 for Xception-LSTM model at epoch 10. The minimum validation loss and corresponding validation accuracy of Xception model were found .01408 and 98.86% respectively at epoch 30 whereas .0111 and 99.69 for the Xception-LSTM model at epoch 13. Similarly, the minimum training loss and corresponding training accuracy of the VGG16 model were found at .0345 and 99.87% respectively at epoch 27 whereas .0028 and 99.94 for the VGG16-LSTM model at epoch 22. The minimum validation loss and corresponding validation accuracy of the VGG16 model were found at .206 and 93.08% respectively at epoch 25 whereas .0468 and 99.07 for the VGG16-LSTM model at epoch 29. Minimum training loss and corresponding training accuracy of the InceptionV3 model were found .0464 and 99.59% respectively at epoch 19 whereas .0011 and 99.94 for InceptionV3-LSTM model at epoch 12. The minimum validation loss and corresponding validation accuracy of the InceptionV3 were found .3402 and 98.24% respectively at epoch 10 whereas .0027 and 99.9 for InceptionV3-LSTM model at epoch 10.
Results presented in Table IV shows that combined models have given the highest accuracy when the loss was minimum as compared to individual model. It can be seen in both the cases, training results as well as validation results.
Fig. 11 depicts precision, recall, and f1 score findings. As per the results, integrated models achieved good score in terms of precision, recall, and F1 score as compared to individual pre-trained CNN models. Xception scored 98.75% precision, 99% recall, and 98.75% f1 score for all four classes, whereas Xception-LSTM achieved 99.25% precision, 99.5% recall, and 99.25% f1 score for all four classes. Similarly, VGG16 model achieved 93% precision, 93.25% recall and 93.25% f1 score and VGG16-LSTM model achieved 98.75% precision, 99% recall and 98.76% f1 score. InceptionV3 achieved 98.5% precision, 98.5% recall, 98.25% f1 score and InceptionV3-LSTM achieved 99.75% precision, 99.75% recall, 99.9% f1 score for all the classes.

VI. COMPARISON WITH EXISTING METHODS

Many deep CNN architectures have recently been suggested for the classification of apple diseases. Earlier, Densenet-121, XDNet (Xception and DenseNet), VGG-INCEP, VGG16 model, AlexNet were used. For comparisons, pre-trained models were randomly selected such as Xception, VGG16, and Inceptionv3 for apple diseases detection. As seen in Table V, the suggested approach outperformed all other pre-trained models. Among three experiments, InceptionV3-LSTM produces the highest accuracy score as 99.8%. The benefits of the suggested integrated model are as follows:

- Pre-trained CNN models were used for reducing training complexity that saved time to train a model.
- The deep features in images can be extracted and classified automatically using proposed system.
- Based on the apple foliar disease dataset, proposed approach performed the best in comparison to current approaches in terms of classification.

<table>
<thead>
<tr>
<th></th>
<th>Apple_scab</th>
<th>Black_rot</th>
<th>Cedar_apple_rust</th>
<th>healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.97</td>
<td>0.98</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.975</td>
<td>0.985</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Apple_scab</th>
<th>Black_rot</th>
<th>Cedar_apple_rust</th>
<th>healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.985</td>
<td>0.99</td>
<td>0.995</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.99</td>
<td>0.995</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>F1 score</td>
<td>0.995</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Apple_scab</th>
<th>Black_rot</th>
<th>Cedar_apple_rust</th>
<th>healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.8</td>
<td>0.85</td>
<td>0.9</td>
<td>0.95</td>
</tr>
<tr>
<td>Recall</td>
<td>0.85</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.9</td>
<td>0.95</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Apple_scab</th>
<th>Black_rot</th>
<th>Cedar_apple_rust</th>
<th>healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.985</td>
<td>0.99</td>
<td>0.995</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.99</td>
<td>0.995</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>F1 score</td>
<td>0.995</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11: Precision, Recall, and f1 Score of CNN-LSTM Models and pre-trained CNN Model.
TABLE V. A COMPARISON OF THE PROPOSED SYSTEM TO EXISTING METHODS FOR CLASSIFYING APPLE LEAF DISEASES

<table>
<thead>
<tr>
<th>Author</th>
<th>Deep Learning model</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Yong Zhong, Ming Zhao 2020) [12]</td>
<td>Densenet-121</td>
<td>93.71%</td>
</tr>
<tr>
<td>(Xiaofei Chao et al. 2020) [13]</td>
<td>XDNet (Xception and DenseNet)</td>
<td>98.82%</td>
</tr>
<tr>
<td>(Peng Jiang et al. 2019) [1]</td>
<td>VGG-INCEP</td>
<td>97.14%</td>
</tr>
<tr>
<td>(Marko Arsenovic et al. 2019) [14]</td>
<td>Pretrained CNN models</td>
<td>93.67%</td>
</tr>
<tr>
<td>(Saraansh Baranwal et al. 2019) [2]</td>
<td>GoogLeNet</td>
<td>98.42%</td>
</tr>
<tr>
<td>(Guan Wang et al. 2017) [15]</td>
<td>VGG16model</td>
<td>90.4%</td>
</tr>
<tr>
<td>(Bin Liu et al. 2017) [16]</td>
<td>Deep CNN based on AlexNet</td>
<td>97.62%</td>
</tr>
<tr>
<td>Proposed work</td>
<td>Xception-LSTM</td>
<td>99.5%</td>
</tr>
<tr>
<td></td>
<td>VGG16-LSTM</td>
<td>99%</td>
</tr>
<tr>
<td></td>
<td>InceptionV3-LSTM</td>
<td>99.8%</td>
</tr>
</tbody>
</table>

The main purpose of this research is to achieve good results in detecting foliar diseases in apple trees. The experimental results revealed that the proposed CNN-RNN network outperforms the individual CNN models.

VII. CONCLUSION

To create combined neural network architecture for apple foliar disease image classification, the features of CNN and RNN models are merged in this work. When comparing separate models to the integrated models, the assessment findings reveal that the integrated models generated better outcomes. InceptionV3-LSTM received the maximum accuracy score of 99.8%. Second highest accuracy score of 99.5% was found for Xception-LSTM and the lowest accuracy score was found for VGG16-LSTM as 99%. Despite this performance, these integrated models may have some improvement also. Training on 30 epochs was performed. We can increase the number of epochs in the future. Another improvement can be investigating the success of these models for other agricultural applications, such as weed identification and plant classification, other plant disease detection. Other deep neural network models will be utilised in future studies to detect apple leaf illnesses in real time, such as Faster RCNN (Regions with Convolutional Neural Network), YOLO (You Only Look Once), and SSD (Single Shot MultiBox Detector). Furthermore, more forms of apple leaf illnesses and thousands of high-quality natural images of apple leaf diseases must be collected in order to identify more diseases in a timely and efficient manner.
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Abstract—Cities are currently dealing with major difficulties that no longer allow slight adjustments to the way cities operate. Instead, local officials must devise creative, transformative solutions. Fortunately, novel approaches to municipal administration and technological advancements are providing city officials with new and beneficial tools. As a result of these improvements, citizens, businesses, and other groups in the city will be able to actively participate in implementing the reforms. In a nutshell, technology can assist cities in becoming smarter. This paper highlighted the implications of the management challenges of cities, the types of cities, and the issues that cities face during epidemics. A coordinated approach that reacts to both COVID-19 and climate change is required to avoid negative outcomes from both. To figure out how Malaysian city administration works and how important information and communication technology is in Malaysian smart cities, it is important to look into technology and data opportunities.
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I. INTRODUCTION

Cities today are facing enormous challenges. A small sample of cities from throughout the world deserves special attention [1]. By 2025, 600 cities will account for over 60% of global growth [2]. Currently, the city houses half of the world's population. The globe is seeing tremendous urbanization [3],[4]. The high urban population growth trajectory is not just an intriguing reality; it also causes a demanding urgency for sustainable development and improved livability. The growth of cities is fraught with difficulties. Although cities account for less than 2% of the world's territory, they use almost three-quarters of the world's natural resources and are the primary source of greenhouse gas emissions [5]. Rapid urbanisation has resulted in a loss of essential capabilities that make a place habitable, such as waste management challenges, resource shortages, air quality, human health problems, traffic congestion, and insufficient, degrading, and ageing infrastructure [6].

Social and organisational issues, rather than technical, physical, or material issues, are another group of issues. Multiple different participants, high levels of interconnection, opposing ideals, and political and social complexity are all linked to concerns. Problems get vicious and convoluted in this way [7]. While behind Singapore, Japan, and South Korea, and Taiwan, China, Malaysia is the fifth most urbanised economy in East Asia. Malaysia's three major cities, together with Georgetown City and Johor Bahru, account for over 60% of the country's urban population. For financial services, Kuala Lumpur's economic growth rate per worker is just around 0.46 of Hong Kong's. The cost of living in Kuala Lumpur is 83% more than in New York City [8]. In 2017, over 75% of Malaysia's population lived in cities and metropolitan regions. As a result, Malaysia is one of the most urbanised countries in Southeast Asia. Malaysia's urban population was 77.2% in 2020. Malaysia's urban population expanded from 34.3% in 1971 to 77.2% in 2020, expanding at a 1.67% yearly pace [9].

Malaysia created (Malaysia Urban Information Network [MURNInet]) in 2002 [10]. The plan was renamed MURNInet 2.0 by the (Federal Department of Town and Country Planning Peninsular Malaysia) in 2017 to reflect current urban developments [11]. The (National Urbanization Policy [NUP]) was designed in 2006 by the Federal Department of Town and Country Planning as part of a comprehensive and integrated framework to supply excellent urban services that would assure the establishment of safer, systematic, contemporary, and interesting cities (Federal Department of Town and Country Planning, 2006) [12]. However, because of the many properties of urban planning, many strategies have lived side by side with NUP over time [13]. The smart city goal is not just for medium and large cities; it is equally vital for smaller towns and cities. This research sought to answer the following question: What are the modern city’s challenges? What are the challenges confronting Malaysia’s urban community? Whether technology and data opportunities have aided in the resolution of these issues is unclear?

The remainder of the paper is summarised as follows: The 2nd section is about the challenges of modern cities; the 3rd section, the challenge of city management, outlines the opportunities associated with technology and data in Section 4, while Section 5, talks about cities’ types; the following section, about the benefits of integration; and Section 7, presents the conclusion and goal of the research.

II. MODERN CITIES’ CHALLENGES

And according to the United Nations, urban regions are home to 55% of the world's population [14]. By 2050, the percentage is predicted to climb to 68%. With few exceptions, metropolitan areas are expected to grow and diversify. The issues cities confront today include the following as
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urbanisation grows Table I, particularly in Asian and African countries [15]. The city's challenges are illustrated in “Fig. 1”.

III. CITY MANAGEMENT CHALLENGES

Cities may be thought of as complicated creatures with a plethora of organizations and infrastructures providing the services required for them all to function correctly Fig. 2. Because the municipal government directly manages only a few important municipal services [36], it should carry out its long-term strategic management role in collaboration with other city stakeholders [37].

The huge number of independent stakeholders who contribute directly or indirectly to the city's overall functioning impeded the city's capacity to function as a cohesive entity [37]. To complicate things worse, independent city systems are becoming more complicated while also becoming more interdependent in ways that are frequently poorly understood [20]. For example, both the electrical and information technology systems are critical components of every other municipal system, and any failure in one of them is likely to have a cascading impact on the others. Smart City Framework Standard [PAS181] examines a city's traditional operating paradigm and identifies the issues that result from a lack of coordination and integration across city systems [38], [30]. This operational model is depicted in Fig. 3.

<table>
<thead>
<tr>
<th>Type of Challenges</th>
<th>Challenges details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resilience challenges</td>
<td>Challenges of Resilience Extreme weather [16], food shortages [1], and energy shortages have a significant impact on cities all around the world [17], [18], [19].</td>
</tr>
<tr>
<td>Emerging markets</td>
<td>In addition to rising market development, the increasing middle class is predicted to grow from three to six million people by 2050 [15]. This will exacerbate economic resource competitiveness. The global race for talent and capital is on [20]. Malaysian cities, such as Kuala Lumpur, must now compete not only with other Malaysian cities but also with global cities [21].</td>
</tr>
<tr>
<td>Migration</td>
<td>Many cities are seeing continued inward migration, which is producing traffic jams, pollution, and a rise in service expectations [22]. Even though modern cosmopolitan cities offer a more diverse cultural environment, disparities in social standards might harm social cohesiveness across many populations [23].</td>
</tr>
<tr>
<td>Deflation of the industrial sector</td>
<td>In contrast, the population of certain cities is declining while industry is falling [24], [25].</td>
</tr>
<tr>
<td>Ageing population</td>
<td>The ageing population is facing an increasingly negative influence on both overall income and government service expenses [26].</td>
</tr>
<tr>
<td>Citizens.</td>
<td>As digital technology becomes increasingly widespread in all parts of life [22], citizens demand governmental services and become clients [27].</td>
</tr>
<tr>
<td>The pace of service innovation</td>
<td>Because of the quick rate of growth in people's daily lives, long-term planning is becoming increasingly challenging [28].</td>
</tr>
<tr>
<td>Ageing infrastructure</td>
<td>Most of the infrastructure in Kuala Lumpur cities [29] will need to be updated or renovated in the next few years to make it suitable [30].</td>
</tr>
<tr>
<td>Lack of overall control</td>
<td>Specific organisations decide many critical choices affecting urban life with a limited [31], segmented emphasis, instead of considering the town's overall influence [19]. Many areas of urban life are also influenced by regional or national government or agency actions [1].</td>
</tr>
<tr>
<td>Money</td>
<td>It's difficult to get the long-term investment finance required to address municipal problems [32], particularly when business models, innovation strategies [33], or modern tech are involved, and especially when budgets are tight [34].</td>
</tr>
<tr>
<td>Ageing infrastructure</td>
<td>Over the next several years, a considerable proportion of the infrastructure in global cities will need to be replaced or retrofitted to try and be fit for its purpose [1], [35].</td>
</tr>
</tbody>
</table>
Equally difficult is the fact that each city has its own history, set of traits, and geographic location, all of which present distinct difficulties and possibilities for municipal officials to consider. A city must also be run in a way that takes into account its wider social context and the unique opportunities and problems it faces.

IV. TECHNOLOGY AND DATA OPPORTUNITIES

Following technological advancements in data utilization Fig. 4 municipal leaders now have new tools and chances for successful transformation that may help them solve these issues.

1) The ability to connect, the digital connection, is rapidly expanding, no longer confined to using computers to access the virtual world; can now use cell phones, tablets, and monitors to access the information, offer feedback, and communicate with one another, anywhere at any time [40].

2) Sensors are a type of device that detects changes in the environment. Sensors, and also smartphones and other digital technology [41], are increasingly being integrated into the built environment, with a rising percentage of people carrying them. This can provide local authorities with a more complete, real-time picture of what's going on in their community [42].

Three more factors are linked to these changes:

- Information. Every two years, the volume of digital data virtually doubles. With the growing usage of (GIS) Geographical Information Systems, data from multiple sources may be connected based on location, providing a much fuller picture of what's going on in the city's many neighbourhoods and districts. It backed this up with open standards from the (Open Geospatial Consortium [OGC]) and the (World Organization for Standardization's Technical Working Group211 [ISO/TC211]) [43]. The capacity to specify a geographic reference, and support access to link data the strong argument for sharing it among departments, agencies, industry, and research organisations [44].

- Trend analysis. The capacity to interpret and deduce meaning from this data is likewise quickly improving [45]. While smartphone applications and devices may already deliver contextualised information to users on a face-to-face basis as they go about their daily lives, quantum computers can scan large amounts of raw data and provide answers to more challenging problems [46].

- Working together. The growing usage of the internet is facilitating a more collaborative connection between customer and provider, resulting in patients, for example, having a more active part in controlling and measuring their health issues [47].

These developments are allowing for the development of tools that will allow people, businesses, and local authorities to respond to issues faster and with more evidence. These are the tools:

- In order to make better decisions for city administration and long-term planning, make data more accessible and affordable, as well as give people the ability to see and analyse it, so that they can do so.

- Encourage collaboration between government entities, citizens, residents, and government agencies.

- Establish innovative techniques for connecting city systems to enable a more holistic approach to city issues and possibilities, assist in city administration and also to enable integration at a much more detailed level, reducing the risk of a major collapse.

Those instances are relevant to current technical developments. They'll be followed by a steady flow of additional technological advancements, such as the utilisation of new materials, robots, new building methods, as well as domestic industry (e.g. 3D printing). The goal for cities is to foster a continual innovation culture, using innovative technology to serve citizens and improve the city's quality of life.

A. Healthy Cities

Healthy cities, smart cities, and sustainable cities have all emerged as major themes in the modern evolution of cities. The epidemic has shown that having healthy cities as a development criterion is equally critical. Preventing future infections and disease outbreaks would require improving urban medical infrastructure to accommodate the influx of patients with new illnesses and interruptions in medical care, especially public health programmes like vaccination [48]. The present urban primary health care infrastructure must be physically and financially enhanced, as well as monitored, surveillance, and accountability systems that are effective and sophisticated. There must also be minimal friction, and all levels of healthcare must collaborate using a pandemic-related operating procedure that is unique and standard [16].
Digital tools can improve healthcare delivery and strengthen health infrastructure. The COVID-19 situation has increased the usage of telehealth services, which residents had been hesitant to use [49]. The rapid surge in the usage of digital health peripherals will provide the necessary proving ground for the evolution of health-tech that complements rather than replaces traditional types of health care [48]. With innovation education and power levelling programmes being implemented in medical, nursing, and paramedical curricula, this transformation in healthcare delivery will also push digitally aware health personnel [50].

B. Green Cities

The absence of open spaces, inefficient resource administration for the afflicted people and interruptions in power consumption are only a few of the fissures caused during the COVID-19 crisis. These are issues that have their foundation in the absence of resilient and sustainable urban development. To avoid detrimental consequences from both COVID-19 and the climate problem during pandemics, a coordinated approach that reacts to both must be developed. Prioritize circular economic structures, sustainable urban transportation, and increased green building and renewable power investment [51].

To make cities robust and sustainable in the face of future pandemics, the transportation industry will need to integrate with the green agenda [55]. Adjustments in transportation preference and user behaviour because of congestion phobia must be balanced against institutional decisions on how to ease bottlenecks. Creating well-ventilated public transportation, enforcing congestion limitations and pricing, and supporting non-motorized transportation are some of the approaches to accomplishing this balance [56].

C. Inclusive Cities

Much before the epidemic, there were discussions about the necessity for cities to consider the needs of their vulnerable populations. This crisis has given the pain of the vulnerable a new depth, and it has sparked a discussion about what might be done to prevent similar pain in the future.

An urban-planning framework that incorporates sex-aggregated data collection on the number of people, number of homes, pockets and regions of susceptibility, as well as sanitation and hygiene services readily available services, is needed to support pandemic responses [52]. There can be no preparedness or response plans until the percentage of people who live in susceptible locations is known, as well as information on the municipal facilities accessible to them. A concerted effort to collect up-to-date data on formal and informal settlements, as well as labourers in cities, is required to accurately estimate the funds needed to ensure appropriate access to housing, food, sanitation, and services in the financial sector [53].

A gendered study of the pandemic’s influence on job losses and employment patterns is also required for post-pandemic rehabilitation efforts. To prevent the harshest effects of future pandemics, improved data management must be included in urban design. This data, together with the efficient coordination that municipal systems can offer, will be critical in the delivery of critical services to the most vulnerable.

D. Rising Cities

In the post-pandemic future, cities’ sociological, physical, and economic infrastructure will shift dramatically. Building architecture and workplace layouts will alter as a result of health restrictions put in place during an emergency, with safety being the priority.

At the same time, cities will continue to build skyscrapers and slums, as long as their urbanisation goals are met. However, the most effective urban growth strategy will be one that integrates formal employment generation with the construction of viable housing plans [52].

It may reinvent cities as solitary centres of trade, business, and knowledge as the post-pandemic globe shrinks and the rapid pace of globalisation slows. Commodity and labour movement will be restricted within clearly defined governing zones, and cities may emerge as self-sufficient entities [54].

The COVID-19 problem will force significant changes in how to design, govern and live in cities. The perception of cities as dense hives of continual social contact may need to be rethought, must accept this and guarantee that systems, whether in transportation, housing, work, or financial investments, endure the adjustments that come with it. While it may appear unachievable shortly, parties must work together to implement measures that will help avert future crises and lessen the pandemonium’s negative short-term implications [52].

VI. BENEFITS OF INTEGRATION

The streetlamps in Malaysia are turning white. The cause is more complex than you may believe. In Malaysia, seventy-five per cent of street lamps are beyond the age of twenty-five [55].

LEDs are being used to replace incandescent bulbs, which might cut your energy bill in half and save you money on maintenance, with a (return on investment [ROI]) of years [54]. If they were changed, they might also be used as key resources for a Wi-Fi communication network, a hub for a parking system as well as other sensors, a position for air pollution monitoring, and a CCTV stand [56].

Development is one of Kuala Lumpur’s major urban redevelopment projects, and it will eventually provide housing, employment, and educational opportunities for 8,419,566 people [57]. The integrated planning and management of water, power, gas, heat, and data services under the control of a single asset owner is a crucial aspect. This integration will allow for significant cost savings and implementation of innovative technology solutions in energy supply, renewable energy, and other areas, all of which will contribute to increased levels of sustainable development and an aimed decrease in CO2 emissions of over 50% compared to 2005 levels [58].

VII. CONCLUSION

The goal of this research was to assess the obstacles that Malaysia’s urban community faces, as well as whether government policies have been effective in resolving these
issues. Rising crime rates, a lack of economic prospects, air pollution, and traffic congestion are concerns from the viewpoint of urban residents. The survey found that the government’s policies were in line with the public’s concerns. However, it would be ideal if the urban population were given the chance to take part in the development of policies on urban livability and contribute comments. The third principle of the City Competitiveness Master Plans (CCMP) framework could not be examined since the data used in this study was obtained from the public domain. As a result, future studies will create particular survey questions that can capture the finer aspects of urban living issues.

The most important message is that cities’ prospects would be significantly improved if they could effectively seize opportunities and handle the issues they confront. Below are a few key themes for forthcoming comments on important research and policy activities. When cities are well-managed, they can take advantage of strong tools like innovation and technology, public participation, effective governance, and the ability of communities to bounce back.
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Abstract—Sanskrit falls under the Indo-European language family category. Gujarati, which has descended from the Sanskrit language, is a widely spoken language particularly in the Indian state of Gujarat. The proposed and realized Machine Translation framework uses a grammatical transfer approach to translate the written Sanskrit language to Gujarati. Because both languages are morphologically rich, studying the morphology of each item is difficult but necessary to incorporate into implementation. To improve the implementation accuracy and translation clarity, an in-depth research of the creation of Nouns, Verbs, Pronouns, and Indeclinables, as well as their mappings, has been carried out. Tokenization, lemmatization, morphological analysis, Sanskrit-Gujarati bilingual synonym-based dictionary, language synthesis, and transliteration are the proposed framework's primary components. The implementation outcome was tested on 1,000 phrases, using the automated Bilingual Evaluation Understudy (BLEU) scale which yielded a value of 58.04. It was also tested on the ALPAC scale, yielding the Intelligibility score of 69.16 and the Fidelity score of 68.11. The results are encouraging and prove that the proposed system is promising and robust for the implementation in the real world applications.

Keywords—Bilingual synonym dictionary; Gujarati; lemmatization; machine translation system (MTS); morphological analyzer; Sanskrit; synthesizer; transliteration

I. INTRODUCTION

Aside from computers’ incredible processing capacity, researchers have traditionally found it difficult to create and execute Machine Translation Systems (MTS) with great precision. The complexity of natural languages is due to lexical, semantic and contextual aspects, sophisticated morphological nature, and most importantly the pragmatics and discourse, which refers to the speaker’s intent. The designing and the implementation of a Machine Translation (MT) system can be done in a variety of ways.

In this paper, a technique for constructing a symbolic MT implementation from Sanskrit to Gujarati is offered due to rare availability of bilingual parallel corpora which form the basis for machine learning techniques. A pure dictionary-based translation system uses no intermediate representation to convert from source to target language.

The Machine Translation (MT) approaches could be classified broadly into four categories, as is depicted diagrammatically in Fig. 1. Notably, two of these four broad categories can be further divided into two sub-categories for each broad category. Historically speaking, the correlation of the categorization of the machine translation approaches existing in the pertinent scientific literature could also be done for the rationalistic, empirical and the hybrid approaches.

For the present research work, a dictionary has been used to accomplish the task, as it will offer a word to word transformation through sub-tasks like morphological analysis supplemented with lemmatizer, grammatical transfer, synthesis. It will later rearrange the words in the sentences of the target language. The method is simple to use, but it is not versatile enough to be applied several other pairs.

![Machine Translation Approaches](image)

Fig. 1. MT Approaches [2].

The transfer approach is more complicated than the preceding one since it examines properties as lexical, syntactic & semantics and morphological aspects of language. Because it is built to accommodate various languages, the Interlingua approach is still more versatile than transfer. Interlingua is used to construct an intermediate representation of natural language also known
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as pivot language which is then transformed to target [1]. The relativeness of Direct, transfer, and interlingua methods are strategically connected, as shown in Fig. 1. If a significant number of labelled, aligned, or parallel corpora are available, the corpus-based technique tends to be accurate enough. Because the grammaticical mechanics of a language have no effect on corpus-based models, a single corpus-based MT model can be used to train a model in any language.

II. LITERATURE REVIEW

The amount of study and money invested on the MT system after World War-II is notable. However, after the Automated Language Processing Committee (ALPAC) issued a report in 1966 CE, the funding for the MT system was substantially decreased. After the 1990s, a ray of optimism emerged, thanks to lower computer hardware costs and increased memory and calculation capacity, which led to new techniques. MT-related work used to be limited to languages such as English, Russian, French, and Spanish, but in today's world, MT systems are being developed for a wide range of languages, including Sanskrit.

As shown in Fig. 2, Cancedda et al. [3] presented a diagrammatic representation of the various methods used for machine translation. Many MT systems use Sanskrit and Gujarati in some form or another. Rathod and Sondur presented English-Sanskrit Translator and Synthesizer (ETSTSN) which is a combination of rules and example-based MT implementation which transforms sentences to speech [4]. E-Trans is an English to Sanskrit MT tool based on Synchronon CFG proposed by Bahadur et al. The language representation part is implemented through SCFG [5]. Subramaniam [7] built Sanskrit to English rule-based translator. Sandhi Splitter, Translation Generator with Morphological parser are the two important components of the implementation. English to Sanskrit Example-Based MT system is developed by Mishra and Mishra [8] [9]. The main components of the system are Part-of-Speech (POS) tagger, Gender-Number-Person (GNP) detection, as well as Noun, Root Verb, and Adverb detection. A nice piece of work which translates Sanskrit to Hindi has been developed at Jawaharlal Nehru University (JNU). Word sense disambiguation, anaphora resolution, and structural generation, and other modules were studied by the researchers while it was claimed that Yoga and Ayurveda will be added to the system's capabilities [10]. AngilaBharti MT system translates English to Sanskrit. It is based on Paninian Grammar rules also known as PLIL code [11]. Raulji and Saini [4] presented a comparison of the various machine translation systems involving Sanskrit and Gujarati as the language pair.

Sreedeepa and Idicula [12] developed Sanskrit-English MT implementation based on Interlingua. In analysis of language, LFG is used which helps in finding semantic relation between words in a sentence. The semantic analysis was done through Karaka analyzer through Paninian grammar framework. Using interlingua approach, Sanskrit to English MT is developed by Sreedeepa and Idicula [12].

It used Lexical Function Grammar (LFG) build using Paninian Karaka Analysis. The karaka analysis is used to analyse syntactico-semantic relations between words in a sentence. Gupta et al. developed Sanskrit to English MT system. The system is based on grammatical aspect of the language pair [13]. Singh et al. [24] deployed the hybrid usage of Neuro Machine Translation (NMT) and Rule Based Machine Translation (RBMT) to design the MTS for the Sanskrit-Hindi language pair. Akhand et al. [25] while reviewing the MT systems for the Bangla language, found that no MTS exists that involves Bangla-Sanskrit language pair. In addition to the above mentioned MT systems, the researchers have also attempted to evaluate the accuracy of MTS. For instance, Sabtan [26] used the data of social media itself as a language for translation. Ehab et al. [27] investigated the MT using the example based approach for the language pair comprising of Arabic and English languages. Pudruth et al. [28], similarly, discussed the Rule Based Machine Translation (RBMT) system for the language pair comprising of English and Creole.

Given the richness of the Sanskrit language, there have been several attempts by the researchers involving the analysis of the language. Derivative nouns [29], word segmentation and morphological parsing [30], noun declension and verb conjugation [31], dependency parsing [32], lemmatization [33], and constituency mapper [34] are a few such instances. Similarly, for the Gujarati language, the researchers have explored chunking [35], stemming [36], inflections [37], lexicon-based analysis [38], speech recognition [39], character recognition [40], and spell checking [41]. Based on the detailed literature review till date, we have observed that there is a definite dearth of research on MTS for the Sanskrit-Gujarati language pair. It has also been observed that no formal research works are dedicated to the morphological analysis, comparison and linking of both languages together. The present research work bridges all these gaps and presents not just the theoretical framework but also the working model of the MTS involving these two Indian languages. The results have been found to be encouraging and motivating. Rest of the paper is organized as follows: Section III presents the characteristics of Sanskrit and Gujarati languages while Section IV presents a detailed discussion on the research methodology. This is followed by a section each on results, and conclusions and future work.
III. CHARACTERISTICS OF SANSKRIT AND GUJARATI LANGUAGES

Sanskrit and Gujarati are included in the Indian Constitution as scheduled languages historically belong to Indo-Aryan family of languages. Gujarati is less ordered and regular than Sanskrit. Sanskrit is rich and morphologically structured hence tends to be focused internationally for research in computational linguistics domain. Gujarati is official language of state of Gujarat. Apart from state of Gujarat, it is also spoken in adjoining parts of Rajasthan, Madhya-Pradesh and Maharashtra states of India.

Many Gujarati community are also found in countries viz. UK, USA, Canada, Australia, New Zealand, and few African continent’s countries. Sanskrit is an ancient spoken language with tradition dating back to the Vedic period since 2000 BCE. Gujarati is a contemporary language compared to Sanskrit, with a spoken heritage dating back to roughly 1100 CE. [14] [15] [16]. Sanskrit is written in a variety of scripts, the most common of which being Devanagari [17], whereas Gujarati is written in Abugida script, which is a variant of Devanagari. Table I lists a few characteristics of these language pairs [18].

TABLE I. CHARACTERISTICS OF SANSKRIT AND GUJARATI LANGUAGES

<table>
<thead>
<tr>
<th>LanguageElements</th>
<th>Sanskrit</th>
<th>Gujarati</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consonants</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Vowels</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Gender (3 genders in each)</td>
<td>Masculine</td>
<td>Masculine</td>
</tr>
<tr>
<td>Feminine</td>
<td>Feminine</td>
<td></td>
</tr>
<tr>
<td>Neuter</td>
<td>Neuter</td>
<td></td>
</tr>
<tr>
<td>Number (3 numbers in Sanskrit and 2 in Gujarati)</td>
<td>Singular</td>
<td>Singular</td>
</tr>
<tr>
<td>Dual</td>
<td>Plural</td>
<td></td>
</tr>
<tr>
<td>Plural</td>
<td>Plural</td>
<td></td>
</tr>
<tr>
<td>Case Markers (8 Cases in each)</td>
<td>Nominative</td>
<td>Nominative</td>
</tr>
<tr>
<td>Accusative</td>
<td>Accusative</td>
<td></td>
</tr>
<tr>
<td>Instrumental</td>
<td>Instrumental</td>
<td></td>
</tr>
<tr>
<td>Dative</td>
<td>Dative</td>
<td></td>
</tr>
<tr>
<td>Abitative</td>
<td>Abitative</td>
<td></td>
</tr>
<tr>
<td>Genitive</td>
<td>Genitive</td>
<td></td>
</tr>
<tr>
<td>Locative</td>
<td>Locative</td>
<td></td>
</tr>
<tr>
<td>Vocative</td>
<td>Vocative</td>
<td></td>
</tr>
<tr>
<td>Persons (3 persons in each)</td>
<td>First</td>
<td>First</td>
</tr>
<tr>
<td>Second</td>
<td>Second</td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>Third</td>
<td></td>
</tr>
<tr>
<td>Tense (6 tenses in Sanskrit and 5 in Gujarati)</td>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>Aorist</td>
<td>Past (Simple)</td>
<td></td>
</tr>
<tr>
<td>Past (Imperfect)</td>
<td>Past (Imperfect)</td>
<td></td>
</tr>
<tr>
<td>Past (Perfect)</td>
<td>Past (Perfect)</td>
<td></td>
</tr>
<tr>
<td>Future (First)</td>
<td>Future</td>
<td></td>
</tr>
<tr>
<td>Future (Second)</td>
<td>Future</td>
<td></td>
</tr>
<tr>
<td>Moods (4 in Sanskrit and 3 in Gujarati)</td>
<td>Imperative</td>
<td>Imperative</td>
</tr>
<tr>
<td>Potential</td>
<td>Potential</td>
<td></td>
</tr>
<tr>
<td>Conditional</td>
<td>Conditional</td>
<td></td>
</tr>
<tr>
<td>Benedictive</td>
<td>No equivalent</td>
<td></td>
</tr>
</tbody>
</table>

IV. METHODOLOGY

The strength of the language analysis performed on the source and target languages determines the success of a rule-based system. Better findings come from a thorough examination of source and target language divergence and similarity mappings. The rule-based paradigm is given here, with an emphasis on grammatical similarities and divergence between Sanskrit and Gujarati, as well as extensive dictionary support. Due of its complexity, the main MT work entails alarge number of sub and ancillary tasks. The following subsections present the various Natural Language Processing (NLLP) and Computational Linguistic (CL) tasks to finally yield complete MTS. The diagrammatic flow of the working of the proposed system is depicted in Fig. 3. The input text provided in Sanskrit language gets translated to the Gujarati language after passing through stages like tokenization, morphological analysis, lemmatization, translation, synthesis and transliteration.

Fig. 3. Framework of Sanskrit-Gujarati MT Implementation.
1) Tokenization phase: Tokenization is the process of breaking down paragraphs into sentences, with each sentence serving as a token. If the sentence is broken down into multiple words, each word serves as a token. Because Sanskrit has a lot of word morphology, the text has to be tokenized into words before it can be properly analyzed. In the language, space separates each word. Fig. 4 depicts the procedure. The single vertical line depicts end of sentence (‘|’) with 2404 as its Unicode and double vertical lines (“||”) depicts end of poetic stanza with 2405 as its Unicode. These two symbols are used to Sanskrit sentence tokenizers. Although the use of ‘.’ (full stop) in modern Sanskrit literature is incorrect, it is nonetheless included in the method for Sentence Boundary Detection (SBD). The space delimiter is used to tokenize Sanskrit words.

2) Morphological-analysis phase: Except for indeclinables, every Sanskrit word can reflect its unique grammatical qualities by adding inflection to the root word. Indeclinables are words that do not possess any kind of inflectional variants and hence added to dictionary/wordnet. Sanskrit pronouns also have irregular declension patterns; hence they were entered straight into the datastore. The inflectional affixes of the remaining nouns are examined using a grammar rule base and dictionary. The surface grammatical information for the word is provided by the Sanskrit dictionary, such as pronoun, noun, verb, and so on. The (G) (Gender)-N (Number)-C (Case) labels for noun constituent and adjective constituents are used to tag a word using deep structure research employing Sanskrit grammatical rules [19]. For verbs, there are Tense-Aspect-Modality (TAM), Person, Number, ‘Parasmaipada’, and ‘Aatmanepada’ labeling modes [19]. Finally, morphological analyzer produces words that have been tagged with grammatical information. To quickly develop the prototype, high-frequency words from corpora of about 75000 words were used to find 75 stop-words, which were then put to the dictionary. This reduces translation time-complexity [20]. The author in [42] presents Sanskrit stop-word analysis while comparison of such analyzers is presented in [43]. The algorithm is shown in Fig. 5 as a logic flow diagram.

3) Lemmatization phase: A lemma (root word or dictionary form) is derived from an inflected word using this method. Nominal and verbal inflections abound in Sanskrit. If Aatmanepada and Parasmaipada are included, a single Sanskrit noun has 24 variants and 18 verb variants in its inflected forms. As a result, storing all Sanskrit words with such inflection forms necessitates a large number of dictionary entries, and computational retrieval becomes time-consuming. As a result, the dictionary will only contain Sanskrit terms in their basic form. After applying suffix stripping rules, the lemmatizer examines the token and searches the dictionary for the word. Fig. 6 depicts the process diagram.

4) Translation phase: For the translation procedure, the lemma obtained from the Lemmatizer phase is used as the input. The obtained lemma is compared with a bilingual Sanskrit-Gujarati dictionary. It is notable that the output of the lemmatization phase is the root form of the word. It is also noteworthy that we have directly implemented the lemmatizer instead of a stemmer which does not necessarily give the root form. The Sanskrit root word is matched within a bilingual Sanskrit-Gujarati dictionary to get the Gujarati equivalent as mentioned in Fig. 7. To get the Gujarati equivalent, the Sanskrit root word (Sanskrit lemma) is matched in order. The order of matching is as follows: Indeclinables, Pronouns, Verbs, and the remaining Nominals.
5) **Synthesis phase:** This phase has mapping repository of morphology of Sanskrit to Gujarati for various Parts of Speech (POS) including nouns, adjectives and verb constituents. Based on the morphological rules derived from the grammar of the source language, it maps to rules of target language and is finally applied on Gujarati lemma to form a meaningful word. Fig. 8 depicts this process diagrammatically.

6) **Transliteration phase:** The process of converting language script X to language script Y without harming pronunciation is called as Transliteration. Here the unmatched words from the translation phase are supplied to the transliteration phase, which finally changes Sanskrit (Devanagari) script into Gujarati (Gujarati-Devanagari) equivalents script letters while maintaining their pronunciation. Unmatched terms are mostly seen in the Named Entity class. A Unicode UTF-8 Devanagari scripted font is used to identify the single characters of a Sanskrit word. To generate UTF-8 Gujarati script characters, add 384 to the word, as illustrated in Fig. 9. Because Sanskrit and Gujarati are both free-word order languages, rearranging words in a phrase has little impact on the meaning of the sentence.

---

**Fig. 6.** Sanskrit Lemmatizer.

**Fig. 7.** Translation Phase.

**Fig. 8.** Synthesis Phase.

**Fig. 9.** Transliteration Phase.
V. RESULTS AND FINDINGS

Automatic evaluations are significantly more objective because they cover a limited element of the attributes to be examined, whereas human evaluations are too subjective. As a result, it's impossible to compare machine and human results. For morphologically complex language pairs, evaluation by human is considered appropriate, albeit arduous, resource-intensive, and time-intensive task. Despite the fact that BLEU is inappropriate for language with rich morphological characteristics and does not even handle word synonym factor and inflections. The suggested implementational framework is evaluated using the Bi-Lingual Evaluation Understudy (BLEU). However, the general acceptance of BLEU in the MT community is the rationale for its use in evaluation. BLEU was curated and designed by Papineni et al. at IBM [22]. Pn is a modified n-gram precision used by BLEU. Because the BLEU approach is based solely on Precision, it does not use Recall. However, it compensates for recollection by including a Brevity-Penalty feature for short sentences that are translated. The formula can be found below.

\[
\text{BLEU} = BP \times \exp\left[\sum_{n=1}^{N} \frac{1}{n} \times \log(Pn)\right]
\]

Here,

\( N = \text{Maximum n-gram (n=1 to N)} \)

BP = Brevity Penalty

Here 1000 sentences from varied grammatical categories were chosen to test the system [21], the implemented algorithm received a BLEU score of 58.04. The ALPAC scale was used to assess the same set of sentences manually. The Automated Language Processing Committee’s (ALPAC) Fidelity and Intelligibility measure is a two-scale metric [23]. The identical set of sentences used in BLEU were manually assessed using ALPAC’s Intelligibility and Fidelity scale by ten language specialists. The Intelligibility score was 69.16, while the Fidelity score was 68.11.

VI. CONCLUSION AND FUTURE WORK

To implement a rule-based system is always a challenge due to complexity of rules as well as the number of rules. This is particularly true for morphologically rich languages like Gujarati and Sanskrit. The challenge is to cover each and every grammatical element. Through the proposed implementation, the robust results are obtained due to inclusion of each grammatical feature in details. The unique MT framework on Sanskrit to Gujarati received satisfactory results utilizing the ALPAC’s manual scale on intelligibility and fidelity parameter. It also received good results on the BLEU scale. As the architectural implementation may improve the results by covering a larger range of dictionary words and accounting for any grammatical language exceptions, in future we will consider these additional elements as well. Also on availability of huge bilingual corpus in future, machine and deep learning frameworks can be implemented to make the system more accurate and generic.
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Abstract—Thousands of oil spills occur every year on offshore oil production platforms. Moreover, ships that cross rivers to reach the harbor cause spills each year. The current study focuses on IRAQI marine and rivers, especially Al-Bakr, Khor al-Amaya, ABOT oil terminal and SHAT Al-Arab river inside Al Baṣrah oil terminal. In order to mitigate and manage oil spill impacts, an unmanned aerial vehicle has proven to be a valuable tool in mitigating and managing incidents. To achieve high accuracy, the objective of the current research is to analyze captured images for rivers, identify oil pollution and determine its location. The images were taken from the Iraqi Regional Organization for the Protection, General Company for Ports of Iraq, Iraqi Ministry of Environment and online websites. In the current paper is presented a software framework for detecting oil spills, pollution in rivers and other kinds of garbage. The framework based on artificial intelligence is divided into two parts: a training model and an operational model. In the training model part, a machine learning model is applied, which is one of the fastest and most accurate methods, integrated inside PipelineMLML. Thus, the object detection technique used can identify one or more categories of objects in a picture or video. Furthermore, the locations of objects can be identified with the help of neural networks. In the operational mode, models can identify oil spills in images.
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I. INTRODUCTION

Oil spills damage the environment, destroy natural resources, and harm public health. The environment is often exposed to huge pollution following oil spill incidents. As proof of the significant pollution risk associated with offshore oil and shipping crude oil products through these waters, one only needs to consider the British Petroleum Deepwater Horizon incident in 2010 and the huge marine disaster. The information technology era has always been important for different industries, therefore, software systems based on machine learning models have been developed to perform object detection in the past years. The accuracy and efficiency of object detection improved dramatically with the advent of machine learning and deep learning. As a result, these technologies were pivotal for the advancement of computers. The common programming library, PipelineMLML, is designed to enhance the accuracy and reliability of an object detection system.

Deep neural networks (DNN), convolutional neural networks (CNN) have gained fame for their ability to process visual data. Recently, sensor image-based Artificial intelligence has become a key component in a wide range of software applications because of its capability to solve several problems [7]. It can, for example, identify objects and recognize them as one of these issues. A set of applications that use these features are autonomous driving, video surveillance, and healthcare [8, 9, 10].

The current research combines these advances in artificial intelligence, especially in the detection and recognition of objects in the oil and gas industry in order to avoid unwanted incidents based on video monitoring and machine learning. Drones are used to capture photographs or video of the observed regions which oil spills can occur. The triggered files are uploaded on the system’s framework to be further analyzed and visualized from a ground station by an oil and gas expert. Machine learning models have been created for two cases, when an oil spill happens in the environment, as well as when it is not present. The models are used to be consumed and to predict the occurrence of oil spill disasters. The overall solution is appropriate spill management and continuous surveillance, speeding up the decision making process. Drones can quickly collect critical data. A big challenge, like reflectance can be solve by adding to the drone’s camera a polarizing filter. The problem of oil dissolution is tackled by our solution, as it analyzed four factors, namely a normal spill, areas of water color retreat, leaks in surrounding soil based on their color and crude oil spills.

The limitations of the proposed solution are given by battery life and weather conditions, like extreme wind. Gasoline engines for drones can be an alternative, but they will be noisy and emit exhaust.

Due to there being no effective method of automatic detection for oil pipelines, it forces oil companies to dedicate a lot of human resources to patrol them manually [1]. As a result, operating costs of enterprises are high, while the used detection methods cannot stop oil pollution. This is because manual checks or different technologies that exist are not able to detect oil spills on time.

In the current study the design and development of an intelligent and automated method for detecting oil spills using image merge with deep convolutional neural networks (DCNNs) and a cluster of algorithms. By using these
technologies, one of the most effective solutions for identifying and recognizing spills can be created. In summary, this study contributes to: 1. provide a method to ensure a smooth and uninterrupted flow of river environments monitoring; 2. provide full vision and awareness of oil pollution and different garbage.

The paper is organized according to the following structure: Section 2 describes related work regarding object detectors based on ML.NET, Artificial intelligence detection. Section 3 specifies the materials and methods included in the current paper, concerning drone data. The processing model method is outlined in Section 4. Section 5 mentions usage of the detection method and discusses the results obtained based on experimental analysis. Finally, Section 6 summarizes the main conclusions drawn from the current study, while Section 7 details the ideas for future development of the applied detection, recognition, and tracking algorithms.

II. LITERATURE REVIEW

Geographic information systems, spatial statistical methods and computational modeling are used to assess the impacts of oil spills [11, 12, 13, 14, 15]. Special attention must be provided in order to monitor and predict the appearance, existence of oil spills that endanger the marine environment, having a crucial impact over time.

Several closely related works have been analyzed in the context of oil spills in the surrounding environment. Existent state-of-the-art models for oil spill risk assessment include multiple factors and focus on uncertainty. A research regarding the Baltic Sea spills from ship wrecks included into its state-of-the-art model a probabilistic calculation of the sum of factors (construction work, corrosion, diving, earth quakes, military activity, ship traffic, extreme weather and trawling) that can lead to dangerous consequences [21]. The gap which exists in this model, but is considered by our proposed system is that real-time events happen in a short amount of time and drones ease decision making. Other oil spill models [22] do not consider oil dissolution [23, 24]. The paper’s model analysis this factor, along with watercolor retreat areas and leaks in surrounding soil.

A solution used in Brazil involved the usage of radars in order to determine marine oil rig spills as well as it can determine features and feed based on a logistic regression classifier method [2]. The methods included convolutional neural networks and logistic regression classifiers. The best results were obtained for vertical direction of electromagnetic waves, namely polarized ones. In the case of polarized images, more target information is obtained by the object as the light gets reflected [20]. Polarization ensured accuracy of the acquired image information.

Another research done by Germans and Mongolians focused on oil spill detection in the Caspian Sea, also based on radar images, the water surface images which presented dark slicks on a bright background were analyzed using the EnviView and NEST programs [3]. The outcomes were obtained after doing the comparison between their contamination and navigation maps. The training part of the machine learning algorithm consists in automatically image annotations and matching them with infrared images to generate a dataset, but the training stopped when the neural network has failures when it cannot improve during five consecutive epochs. 7 CNN segmentation architectures and 8 feature extractors are used during the analysis.

A researcher from Belgium [4] studied the Antwerp port environment using drones with thermal infrared cameras. As in paper [2], the used method involved convolutional neural networks. The accuracy reached 89% when involving infrared cameras for oil spill detection in water. A group of researchers from Algeria and France experienced a hybrid swarm UAV monitoring. The UAV swarm plan the trajectory and gather nautical data based on a modified Boustrophedon algorithm, along with an unsupervised natural image classification.

Crude oil spillage is another factor which was analyzed in the current paper. Cases were reported in Southern Iraq, at Rumaila, Basra [18]. Based on the extracted soil samples, it was found that the international standard limits of heavy metals content were exceeded. The contaminated soil can affect the neighboring regions. Our research does not imply physical samples of soil. Real-time image processing coming from drones is sufficient to determine the risk of an oil spill.

A group of researchers studied the impact of crude oil spill using the multispectral satellite Landsat 8 OLI imagery [19]. The analysis was done using machine learning models. 1205 polluted vegetation and wetland hectares were studied during 2015-2018. In the following two years, based on the normalized difference vegetation index and chlorophyll index vegetation, it was found that the region started to recover according to remediation initiatives. The downside of the multispectral Landsat 8-OLI remote sensing imagery is that its’ measurements are influenced by irradiance variation, sensor calibration and drift, atmospheric attenuation and radiance path. The drone of our solution can scan the observer region from distance, as well as closely. Moreover, the drone will be trained to navigate in regions with reflectance of the surrounding terrain.

The researcher did not study the influence of unmanned aerial vehicle (UAV) speed variations which have an effect upon the consumed energy [5], reaching a lower level of energy consumption. Another group of researchers from Latvia [6] also included a group strategy, as for paper [5], based on multi remote piloted aircrafts, such that oil spills are analyzed.

The previous mentioned papers are analyzed in Table 1 from the point of view of strengths and weaknesses. Our contribution is also specified as a comparison to the analyzed closely related work (selection made; similar conclusions can be drought for other reported research as well).

The result of the conducted analysis shows that the purpose of the current paper is clearly defined. Three core areas are combined to provide a solution to mitigate oil spills, sense danger at distance, determine geographic information and perform computational modeling.
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<table>
<thead>
<tr>
<th>Closely related work</th>
<th>Comparison</th>
<th>Strength</th>
<th>Weakness</th>
<th>Our contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil Rig Recognition Using Convolutional Neural Network on Sentinel-1 SAR Images [2]</td>
<td>1. Radar images of sea surface captured during the period April-October can be used, because for the rest of the time, the area is covered with ice, making oil pollution identification impossible.</td>
<td>1. Radar images of sea surface captured during the period April-October can be used, because for the rest of the time, the area is covered with ice, making oil pollution identification impossible.</td>
<td>1. Our proposed solution took into consideration 4 factors, namely normal oil spill, watercolor retreat areas, leaks in surrounding soil and crude oil spills.</td>
<td>1. Clouds can make the observed regions to become unreachable.</td>
</tr>
<tr>
<td>Oil Spill Detection in the Kazakhstan Sector of the Caspian Sea with the Help of ENVISAT ASAR Data [3]</td>
<td>1. Failure can appear in the case of a monitoring mission even if just a single RPA is not functional.</td>
<td>1. Failure can appear in the case of a monitoring mission even if just a single RPA is not functional.</td>
<td>2. The computational times will depend on the server side capabilities. The used computer for the detection of oil spills was a Macbook Pro laptop with an i9 processor, 2.30 GHz, and 16 GB RAM.</td>
<td>2. The ant colony algorithm takes a long computational time.</td>
</tr>
<tr>
<td>Oil Spill Detection Using Multi Machine Learning and Infrared Images [4]</td>
<td>1. Analysis of oil spill detection based on multi remote piloted aircrafts (RPA), namely UAV swarms.</td>
<td>1. Analysis of oil spill detection based on multi remote piloted aircrafts (RPA), namely UAV swarms.</td>
<td>1. Monitoring will be done independently by every drone.</td>
<td>1. Monitoring will be done independently by every drone.</td>
</tr>
</tbody>
</table>

### III. FRAMEWORK OVERVIEW

#### A. Materials and Work Component

This research focus to determine oil spills relies upon images. At present, deep learning can be used to analyze images so that UAVs in the future work, are able to detect oil spills automatically and accurately.

The current paper describes a framework for object detection and recognition based on drones equipped with a high-resolution camera and gimbal path controller. The used computer for the simulation of the proposed framework was a Macbook Pro laptop with an i9 processor, 2.30 GHz, and 16 GB RAM. The framework uses computer neural networks to locate and recognize objects in images or videos in real-time. Object detection and recognition can be performed in many programming languages. In this paper, the algorithm is built using ML.NET, an open-source, cross-platform, and machine learning framework designed by Microsoft and publicly released in 2018 to offer the power of machine learning (ML).
IV. PROCESSING MODEL METHOD

The current processing model used images taken from the Iraqi Regional Organization for the Protection, General Company for Ports of Iraq, Iraqi Ministry of Environment and online websites.

The future research will focus on how the raw dataset will be gathered from several aerial images. The trained model which was used in the current paper will analyze and identify an oil spill based on the main algorithm framework explained in the present article. The analysis process will be in real-time or after transferring data to the ground station. Moreover, the operator will make sure to double-check the spill detection alert.

Every image will be resized and segmented on board. When oil is detected, the system will gather all related information. The information will regard two major factors. The first factor, onboard cameras, will capture raw aerial images that provide information about spill size and locations. The second factor, UAV hardware will provide altitude, flight speed, flight path and GPS coordinates to help identify both the UAV and spill locations during data collection. Moreover, the triggered data will be sent to the ground station, where actions can be taken.

The current paper application developed with ML.NET contains several steps (Fig. 1):

- Load data – Raw data is loaded into memory.
- Create a pipeline – The pipeline contains the steps that transform data or train a machine learning algorithm. ML.NET offers different transformational steps, like one-hot encoding and several machine learning algorithms.
- Train a machine learning model – When the pipeline is created, training can begin. This is done based on the Fit() method.
- Evaluate – The evaluation of the model can be done at any point and supplementary decisions can be taken according to evaluations.
- Save – When the model is trained, it is saved into a file. The resulting application is created based on one microservice which trains and evaluates the machine learning model, and the other microservice uses it.
- Load – The created machine learning model can be loaded and applied for further predictions.
V. DETECTION METHOD AND RESULTS

The system is designed to capture pictures and video along pipelines that extend in or out of fields and through the trained model, the algorithm begins to analyze collected data either in real-time or after transmission to the ground station where it starts to analyze data.

The following factors are taken into consideration to detect possible leaks:

- A normal spill occurred.
- Areas of water color retreat were identified.
- Leaks in surrounding soil were detected by observing their color.
- A crude oil spill occurred.

UAVs also have the capability to detect anomalies along with pipeline networks normal category spills, such as construction or roadwork that might compromise pipeline integrity. If any unusual situations occur, namely leaks, explosions, attacks, or any other unusual events, they provide real-time video and alert notifications. In order to assist the teams to value different situations and provide clear information to emergency crews, the detection framework is depicted in Fig. 2.

The training model of the proposed framework included a ML.NET machine learning model, as illustrated in Fig. 3. The operational model was implemented using ML.NET.

127 different scenarios were tested, namely, 1) normal spill for 40 images, 2) watercolor retreat areas for 50 images, 3) leaks in surrounding soil for 20 images, 4) crude oil spill for 23 images. The previous mentioned factors were included in the study, as illustrated in Fig. 4.

The probabilities of the studied leak factors based on 127 different images are displayed in Fig. 5. On the X axis are placed the studied situations, namely normal spill, watercolor retreat areas, leaks in surrounding soil and crude oil spill. On the Y axis are the true and false probabilities for every studied case, the values varying between 0 and 1. The rectangles represent the most frequent range of points belonging to every category. All the dots are probability values.
TABLE II. CLASSIFICATION TABLE BASED ON THE FOUR STUDIED SITUATIONS

<table>
<thead>
<tr>
<th>Situation</th>
<th>Probability values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Positive</td>
</tr>
<tr>
<td>Normal spill</td>
<td>0.8777745</td>
</tr>
<tr>
<td>Watercolor retreat areas</td>
<td>0.858818</td>
</tr>
<tr>
<td>Leaks in surrounding soil</td>
<td>0.900071</td>
</tr>
<tr>
<td>Crude oil spill</td>
<td>0.847981</td>
</tr>
</tbody>
</table>

The true positive, false positive, false negative and true negative values for all the analyzed cases are displayed in Table 2. The determined accuracies were 71.67% for normal spills, 70.88% for watercolor, 73.13% for soil leaks and 79.74% for crude oil spills.

According to the overall results, it was clear that in 99% of the cases, the triggered situation was a broken ship / pipe, while for 28 cases, the situation was good. The following table shows the probabilities for the four analyzed situations.

The highest certainty value was obtained for leaks in surrounding soil, namely 90%, followed by normal spills, with a probability of 87.77%. Close by were the water retreat areas with 85.88% and crude oil spill with 84.79%. The overall true positive rate in case of an oil spill was 87.11%, with a false positive value equal to 12.38%. The false negative value was determined to be 21.93% and true negative of 78.06%.

VI. CONCLUSION

Oil pollution prevention and response in marine accidents consists of a series of steps and procedures. In this study, it was demonstrated how deep learning and artificial intelligence can be used to accomplish this goal.

The framework proposes a clearly useful method despite its condition being dependent on hypothetical parameters of any given event (normal spill, watercolor retreat areas, leaks in surrounding soil, crude oil spills). 127 cases were analyzed and the results provide good outcomes. Dangerous situations have been correctly determined based on the precision, recall, accuracy and F1-measure values which have been computed, proving that the solution can be further used in real-case scenarios. The system proved that it filled the gap of oil dissolution detection.

VII. FUTURE WORK

The proposed system will be useful especially in waterways near populated areas. The reason is caused by the fact that densely populated settlements have narrow passageways, canals and straits, leading to extensive oil transportation. Accurate decisions and speed are imperative in such sensitive areas. For the responsible coastal authority, accident response management is crucial and the costs for cleaning oil spills need to be decreased.

Future work will include an oil spill system modeling which will help to integrate breakthroughs. The demand for oil will not decrease soon and the production of spill accidents will also endure. Models will be created to understand the emergence of oil spills, spatiotemporal dynamics and to enhance the response to mitigate such situations. Moreover, different datasets will be tested to prove the scalability of the currently proposed work.
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Abstract—A notable problem with current information retrieval systems is that the input queries cannot express user information needs properly. This imprecise representation of the query hampers the effectiveness of the retrieval system. One method to solve this problem is to transform the original query into a more meaningful form. This paper proposes an ontology-based retrieval system that transforms initial user queries using domain ontologies and applies semantic association during the indexing process. The proposed system performs a semantic matching between an ontologically enhanced query and index to capture query-related terms. To show the performance of the proposed system, it is evaluated using standard parameters like precision, recall, and NDCG. In addition, the authors presented a comparison between the proposed and existing retrieval systems on three test datasets. Experimental results on these datasets indicate that the use of ontology and semantics has significantly increased the retrieval efficiency obtained by baseline. This work highlights the importance of ontology and semantics in information retrieval.
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I. INTRODUCTION

In this digital age, the fast rate of data generation created a massive collection of data. It becomes a challenging task for computer users to extract relevant information from this large data collection. World Wide Web [1] is one such collection with billions of such web pages. Information Retrieval System (IRS) enables web users to find the desired information from such extensive resources. Search engines are commercially available IRS, which play a vital role in finding information online. Nowadays, the search engine has become the primary means to find websites. The simple Web search engine retrieves information from Web pages using keyword matching between queries and documents. The Web is rapidly growing, and different users seek focused information; now, it has become a must for search engines to utilize semantic techniques to satisfy users’ information needs [2]. Using Semantic search, the machine can also understand the user’s interest and the context in which the search is issued; this will help in providing the most relevant information to the user’s search need. Traditional search engines need to adopt new changes to find exact information from the Web.

Ontology-based information retrieval is a small step in this direction. This can meet those challenges that were not met by traditional retrieval systems. The authors propose an ontology-based retrieval system for finding the most relevant search results.

The Internet is a collection of interlinked documents (billions in numbers) distributed over the most extensive network. In the last two decades, the web has grown exponentially. The large scale of the Web made it almost impossible to retrieve desired information without any tool. That’s why internet user searches the web for the topic of their interest using a search engine. A search engine [3] is a software program or tool to find information from many web pages distributed over the internet. A search engine searches the document for entered set of keywords and returns a list of results in links to relevant resources. These links are Uniform Resource Locators (URLs) of those documents where any or all of the searched keywords can be found. A search engine provides results quickly using high-speed systems working globally known as index servers. The searched URLs are accessed using a program called a web browser.

Sir Tim Berners-Lee defines the Semantic Web [4] as an extension of the current web in which information is given well-defined meaning, better enabling computers and people to work in cooperation. Semantic search is a search where humans and machines try to find concepts behind terms used by different users. The Semantic Web supports more efficient discovery, automation, integration, and data reuse. Semantic Web languages have been developed to describe knowledge using a new W3C standard. These are RDF(S) (Resource Description Framework/Schema), OWL (Web Ontology Languages), and OIL, DAML+OIL. Most of these standards relied on Ontology for releasing the dream of the semantic web. Gruber [5] defines ontology as a specification of a shared conceptualization.

Ontology always includes a vocabulary of representational concept labels to describe a shared domain. These concept labels are usually called terms (lexical references) associated with entities. Ontology is one of the essential concepts used in the semantic web infrastructure. These days, researchers use the Semantic Web and Ontology to manage data in information retrieval systems. The Semantic Web simplifies and improves knowledge-intensive applications through ontology by addressing weaknesses in information retrieval, matching data, and data integration on the current Web. The semantic web aims to provide an extra machine-understandable layer, simplifying programming and maintenance efforts for knowledge-based web services.

*Corresponding Author.
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This paper proposes an ontology-based retrieval system that transforms initial user queries using domain ontologies and applies semantic association during the indexing process. The main contributions of this paper are:

- Firstly, this paper proposes an ontology-based information retrieval system.
- Secondly, this paper implements the semantic approach in the indexing of documents.
- And finally, it also demonstrates how ontology-based search systems outperform the baseline.

The rest of the paper is organized as, in Section II, the authors present related work, Section III shows the proposed methodology, architecture, and algorithm. The experimental setup is given in Section IV. Section V presents the results and its discussion; we conclude in Section VI.

II. RELATED WORK

By establishing successful approaches to overcome the difficulties in providing a more specific description of a user's information need, Ontology and Semantics took a giant step forward. Furthermore, it has also outperformed traditional IRS in terms of retrieval results. Researchers have adopted various techniques to transform query terms for performing retrieval. Some of them are given below.

Maxat Kulmanov et al. [6] employed fuzzy ontology in this study to aid with query transformation for an IRS. This procedure generates a dictionary of concepts from a given domain and an exterior ontology and then assigns fuzzy memberships via ConceptNet. They have used ConceptNet Global Ontology to determine fuzzy membership. By adding semantic weights to every one of the Concept-Net Ontology’s semantic relations, the researchers created fuzzy membership for all these relations.

The researcher of this study [7] provides an overview of the methods for computing similarity using ontologies and incorporating them into machine learning techniques; they discuss how ontology embeddings and semantic similarity measures can leverage the background knowledge contained in ontologies, as well as how ontologies could provide restrictions that enhance machine learning methods.

The reference [8] established a mechanism for semantic query expansion based on domain ontologies. It expanded on synonyms, hypernyms, and similar words. Adding a similarity function to a system improved the quality of the formed query and the search engine results. Using a programming language domain enabled the system to be evaluated manually by impartial and experienced personnel.

Prilipsky et al. [9] proposed a hybrid Personal Knowledge Management (PKM) system to extract and store helpful information. The software-assisted PKM is the most effective one. Many software tools are used to retrieve concept mapping, tagging, flashcards, and hyperlinking. These tools are added to the traditional PKM to make it flexible and extendable. The advantage of the state-of-art work is a single solution using PKM instead of integrating all the functionalities from different tools.

Kim et al. [10] proposed an i-Dataquest prototype for a graph-based information retrieval system. I-Dataquest prototype contains three steps, data pre-processing, query pre-processing, relevance evaluation, and feedback. The graph data integrates the query with all syntactic and semantic extensions to retrieve the required answer. The PAINT’R dataset is selected, which is the same as the data of the manufacturing company.

Esposito et al. [11] proposed a hybrid query transformation approach. This approach is used in Information retrieval-based QA systems. It is based on lexical resources and word embeddings. In the query expansion for the question-answer system, the answer for the user-defined question is retrieved from an already formulated database having a particular required domain. This method modifies the natural language questions to enhance proper semantics to get the required sentences. The author used WordNet to produce appropriate nouns and verbs for the user questions. Then as per the sense of the question, the answer is retrieved using the Word2Vec model, which is creating using a semantic similarity metric. The main drawback is that this approach uses only nouns and verbs for evaluating the query; it does not consider other syntactic categories, such as adjectives and adverbs.

III. METHODOLOGY

The problem with current IR systems is that the input queries are generally too short and too ambiguous to express the user’s information needs. Such imprecise representation of users’ information needs directly affects retrieval performance. In other words, it can be said that a simple query can’t satisfy users’ information needs.

A. Problem Formulation

Vocabulary mismatch between the query and documents. Let’s consider a document collection with D relevant documents for a user query Q to understand this problem. For representing a single concept, Q and D may use different vocabularies. A traditional retrieval system performs only keyword matching between query and document. It does not detect similarity between Q and D. The authors address this problem using semantic and ontologies, which provide shared meaning for two different terms.

B. Proposed Information Retrieval System

To solve the above-stated IR problem, the researchers propose a novel ontology-based retrieving system as shown in Fig. 1. The steps of the proposed system are as follows:

1) The user’s information need is specified by a user query (typically made of keywords) entered via the user interface.

2) The initial query is processed using domain ontology and query processing operations. Same operations are applied to document collection by semantically association module for Indexing purposes.

3) Index building from the document source is an offline process performed by the indexing module.

4) The transformed query is a semantic representation of user information needs.
5) This query is executed by searching using a semantics module to retrieve a set of relevant documents. Fast matching between query keywords and documents terms is done by the index structure.

6) The set of retrieved documents is then ranked according to the estimated relevance with respect to the term matching score.

7) The user then examines the set of ranked documents; he might point to a subset of the documents as useful and thus provide feedback to the system.

Fig. 1. An Ontology-based Semantic Information Retrieval System.

1) Query processing: To discover the documents that meet the user's information requirements, the query must first pass through a pre-processing module, which converts it into a more precise or machine-readable format. The matching module receives this type of question, known as a processed query. A typical search engine query consists of several terms. A list of terms with weights can also represent such a query. A standard information retrieval system will provide a high percentage of pages relevant to the user's query after matching. If the sender of the inquiry finds a page relevant to the topic for which the query was submitted, it is considered relevant.

2) Indexing: The IRS indexes millions of web pages containing a comparable number of distinct terms. Indexing can be defined as a process that collects, parse and store data to facilitate fast and accurate information retrieval. During indexing, a search engine records the words and phrases from downloaded pages; then, it prepares an index based on this data. It stores terms in an inverted file structure known as an inverted index. An inverted index stores the positions of text for each occurrence of a term. Another reason for indexing web pages by search engines is that it carried out processing like lexical analysis similar to the query processing phase, which improves the performance of search engines. In full-text indexing, virtually every word in the document is employed as an index term.

Indexing is an integral part of every search engine because it optimizes the query performance by improving the response times considerably. Along with Indexing, search engines also perform ranking, which is an attempt to see how good an approximation to “importance” can be obtained from just the link structure of the web. The index is built from text documents by the indexing module. Preparing an index is an offline process that parses text documents into tokens. Various text operations are performed on these tokens, transforming them into indexing terms.

3) Search using semantics: In this module, query keywords are matched with index terms. It retrieves those documents from the index that contain given query terms. It is typically a standard search for processed query terms in an index of documents. The degree of matching between a page and a query, called the similarity, can be measured by the number of terms they share. A similarity score between query and index terms is calculated to rank returned documents. A simple approach is to match query keywords with index terms and return the URLs of those documents that contain matching terms. This keyword or syntax matching between query and document can be improved with semantic matching.

The computational processing required for an NLP-based query having a probabilistic weighted model is more than an unweighted, Boolean matching model. Ranking scores all retrieved documents according to a relevance metric. One of the fundamental difficulties in information retrieval, the scientific/engineering subject that underpins search engines, is ranking query results. The task is to rank or sort the documents in D according to some criterion such that the “best” results appear first in the result list displayed to the user, given a query q and a collection D containing documents that fit the query. Traditionally, ranking criteria have been described in documents relevance to a query's expressed information demand. These graded documents are returned to the user using a user interface.

Algorithm 1: Pseudo Code for The Proposed OBS-IRS

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Formulates the initial query ( q ) and submits it via the user’s interface</td>
</tr>
<tr>
<td>2</td>
<td>Query transformation module process ( q ) using domain ontology</td>
</tr>
<tr>
<td>3</td>
<td>( q ) is transformed to a more machine-readable form ( q’ )</td>
</tr>
<tr>
<td>4</td>
<td>QT utilizes domain knowledge from ontology dataset</td>
</tr>
<tr>
<td>5</td>
<td>Build Index I;</td>
</tr>
<tr>
<td>6</td>
<td>Process documents from Doc Corpus using semantic association</td>
</tr>
<tr>
<td>7</td>
<td>Apply Index preparing method Inverted Index on fetched pages</td>
</tr>
<tr>
<td>8</td>
<td>for terms extracted from doc with semantic data</td>
</tr>
<tr>
<td>9</td>
<td>Semantic Search</td>
</tr>
<tr>
<td>10</td>
<td>Match ( q’ ) with index terms</td>
</tr>
<tr>
<td>11</td>
<td>Start for</td>
</tr>
<tr>
<td>12</td>
<td>each term in ( q’ )</td>
</tr>
<tr>
<td>13</td>
<td>if ( (q’ ) term and index term have the same meaning)</td>
</tr>
<tr>
<td>14</td>
<td>Retrieve document according to the matching function</td>
</tr>
<tr>
<td>15</td>
<td>End for</td>
</tr>
<tr>
<td>16</td>
<td>Apply Ranking on documents</td>
</tr>
<tr>
<td>17</td>
<td>Return search results</td>
</tr>
</tbody>
</table>
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C. Query Transformation

The initial user query is not able to represent his information need properly. Our system uses three main query transformation techniques.

1) Query expansion: The IR use of Query Expansion (QE) has been the subject of research [12]. As seen in manual search, it can be seen that the user reformulates their search query. They do it because they didn’t get the exact result of their original query. In the QE, the IRS improves the user’s query by automatically expanding it. This can be done in several manners, like providing suggestions by guessing the user’s intention according to the user’s past behaviour.

This technique adds additional terms to the user’s initial query based on local and global information resources analysis. This analysis focuses on finding semantically related terms to the original query. These target resources can be the whole document collection, the initially retrieved documents set, or documents from the computer. Expansion of queries [13] with matching terms improves performance in terms of recall. However, any method must find similar terms carefully during this process because it may lose gain in terms of precision.

2) Query refinement: Researchers use this refinement technique to improve the matching between queries and documents. The process of reflecting user needs with high accuracy is called query refinement [14]. In this process, the feedback by the user plays an important role. It generates a new query after applying the refinement process. Research on query refinement is not as dominant as query expansion.

3) Query suggestion: Query suggestion is also a part of the query transformation module. The most common form is spell checking during query processing by any search engine. The user is offered replacements to the initial query. These alternatives are more specific to the user’s information need. Query suggestions provide more detailed descriptions of the search concept. This technique uses the extensive query history collected by web applications [15]. To implement query suggestion, the retrieval system generates a new query. It is different from the QE because it does not always add new terms to the initial query. Table I shows the query transformation approaches concerning their behavior on user feedback.

<table>
<thead>
<tr>
<th>TABLE I. SUMMARY OF QUERY TRANSFORMATION METHODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query expansion</td>
</tr>
<tr>
<td>Generate new query</td>
</tr>
<tr>
<td>Expand original query</td>
</tr>
<tr>
<td>User feedback before modification</td>
</tr>
<tr>
<td>User feedback for final modification</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL SETUP

For the experiment, the authors used Terrier [16] retrieval system. It is an open-source tool for IR experiments developed by Glasgow University, UK. Three standard datasets are also used for comparing the results of both approaches.

A. Datasets

The first dataset, ANTIQUE [17], is a non-factoid community question answering dataset. It is a collection of 2,626 open-domain non-factoid questions from a diverse set of categories. The Cranfield [18] is a small curated dataset extensively used in information retrieval experiments. There are 226 queries (search terms), 1,400 documents, and 1,837 (evaluations) in the dataset. The TREC MRT dataset [19] helps fill evaluation gap issues in IR. Due to the sensitive nature of medical records, data constraints are the overarching factor for Medical Records.

B. Evaluation Metrics

The authors used three standard evaluation parameters to evaluate our results. The detailed information about these measures is given below.

1) Precision (P): It is the fraction of retrieved documents that are relevant. It measures the quality of the results [20]. It is also known as positive predictive value. It can be calculated at different values, denoted as Precision at k (shortened as P@k). It can be calculated using Eq (1).

\[
\text{Precision} = \frac{\#(\text{relevant items retrieved})}{\#(\text{retrieved items})}
\]

(1)

2) Recall (R): It is the ratio of relevant documents that are retrieved. It can be seen as a measure of the quantity of documents corresponding to an information need [21]. It is also known as sensitivity. Being ratio, it has a value between 0 and 1. It can be calculated using both equations given below as Eq. (2).

\[
\text{Recall} = \frac{\#(\text{relevant items retrieved})}{\#(\text{relevant items})}
\]

(2)

3) Normalized Discounted Cumulative Gain (NDCG): To represent non-binary relevance, the use of cumulative gain or specifically normalized discounted cumulative has been increasing. It is a widely accepted evaluation parameter in the IR community [22]. It can also be calculated at a given rank cutoff (e.g. ndcg_cut_10). It can be calculated for k, top search results. For query, j form a set of queries Q, consider R(j,d) as a relevance score is given to document d, it is mathematically calculated by Eq. (3).

\[
\text{NDCG}(Q, k) = \frac{1}{|Q|} \sum_{j=1}^{|Q|} 2^{R(j,d)} \sum_{m=1}^{k} \frac{2^R(j,m)-1}{\log_2(1+m)}
\]

(3)

V. RESULT AND DISCUSSION

To show the performance of the proposed and baseline system, the authors evaluated both on three datasets. The parameter used to judge the performance are precision, recall, and NDCG. The results were taken at different levels such as 10, 20, 50, and 100 top documents. The detailed discussion for each parameter is given in the following subsection.
A. Precision Analysis

Fig. 2 shows results for the precision on the ANTIQUE dataset. Here you can see that the proposed combination of semantics and ontology outperformed the baseline results. For p@10, the value for the ANTIQUE dataset was 0.2356 in the baseline model, whereas it was 0.2452 for the proposed system. For P@20, values of baseline and proposed were 0.2322 and 0.2396. The value of @50 was 0.2145 and 0.2292. At the 100 documents, the precision values of baseline and proposed were 0.2012 and 0.2086. This shows that the proposed approach performed better for all values of precision. Fig. 3 shows results for precision on the Cranfield dataset. For this dataset also, the proposed retrieval outperformed baseline retrieval. Similarly, in Fig. 4, you can see the precision results for the TREC MRT dataset; our system was also better in terms of P@10, P@20, P@30, and P@100 results.

B. Recall Analysis

The results for recall measures on the ANTIQUE dataset are shown in Fig. 5. Here you can see that the proposed system outperformed the baseline. For R@10, the baseline achieved a value of 0.3234, and the proposed system achieved 0.4321. The values for baseline and proposed at R@20 were 0.3745 and 0.4023. The best value of R@50 is 0.4421 given by the proposed approach. For R@100, baseline achieved 0.5122, but our semantics method gave 0.5622. In Fig. 6 comparison between baseline and proposed on Cranfield is presented. The graphical representation in Fig. 7 shows that the proposed methods have beaten the baseline for TREC MRT results.
C. NDCG Analysis

From Fig. 8, you can see NDCG results for the ANTIQUE dataset for cut10 proposed approach gave 0.2168, whereas for baseline value was 0.2101. In comparing cut20 results, the authors found that the difference between baseline and proposed is less than 0.0028. For cut50, the value for the ANTIQUE dataset was 0.2045 in the baseline model, whereas in the proposed system corresponding value was 0.2128. For cut100 value for the proposed was 0.2162 higher than the baseline. Fig. 9 and Fig. 10 show NDCG results for the Cranfield and TREC MRT dataset, respectively; from these comparisons, the authors found that the ontology method outperformed the baseline.

VI. CONCLUSION

The results of ontology-based query transformation have shown that if any IRS uses domain ontologies for query processing, its retrieval performance improves. Similarly, semantic association in the indexing process helped to capture the related terms from documents. Hence both modules of the proposed system abetted to retrieve relevant documents as per the user’s information need. The difference between the proposed and the baseline results proved that the author’s hypothesis is correct. The use of ontology and semantics techniques delivered better results on all three datasets. The proposed system achieved 4% high precision at 100 top documents for ANTIQUE dataset. The recall values on Cranfield dataset at top documents increases by 13%. The NDCG parameters values at top 100 retrieved documents is 6% higher than baseline results. So, it is undeniably an efficient system for retrieving relevant documents from the extensive collection of unstructured data.

The authors conclude that query transformation using ontology has a high impact on retrieval performance. Use of semantic matching and domain-specific knowledge helped IR users to find documents that satisfy their information need. The authors hope that commercial search engines will utilize the full benefit of domain ontology and semantics in near future.
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Abstract—Character segmentation in Unconstrained Arabic handwriting is a complex and challenging task due to the overlapping and touching of words or letters. Such issues have not been widely investigated in the literature. Addressing these issues in the segmentation stage reduces errors in the segmentation process, which plays a significant role in enhancing the accuracy of the Arabic optical character recognition. Therefore, this paper proposes a hybrid approach to improve the accuracy for interconnection, overlapping or touching character segmentation. The proposed method includes several stages: removing extra shapes such as signatures from the document. Using morphological operations, connected components and bounding box detection, detect and extract individual words directly from the document. Finally, the touching characters segmentation is achieved based on background thinning and computational analysis of the word’s region. The proposed method has been tested on KHATT, IFN/ENIT database and our own collected dataset. The experimental results showed that the proposed method obtained high performance and improved the accuracy compared to other methods.

Keywords—Arabic handwritten character recognition; connected components; word segmentation; character segmentation; morphological operators; overlapping and touching characters

I. INTRODUCTION

Recently, electronic devices and modern technology have become an important and essential in human daily life. A lot of efforts and time were spent to protect and maintain valuable historical documents, letters, and books into digital images for scientific, service, and future uses. Optical recognition systems appeared as significant tools to avoid the loss of such valuable documents which convert text images into editable digital texts. There are various uses of machine learning techniques in Optical Character Recognition (OCR) systems; the gap is still largely due to unlimited obstacles in Arabic handwriting. Comparing OCR to Latin and other languages with the recognition of Arabic, the Arabic recognition system is still incomplete and unsatisfactory. In today’s world, interested parties in the field of documenting are required to save digital images possible to modify, i.e., repairing deterioration in historical books, correcting errors, using a text part of it in other applications.

Converting text images into editable digital forms is called Optical Character Segmentation (OCR) [1]. The text images are either printed or handwritten. The deficiencies of Arabic handwriting OCR systems are more complex than printed and incomplete. Because handwriting does not abide by the font's criteria, specific size, different font and size style writing for a word repeated several times in the same document itself, other problems of interconnection, overlapping and touching, and difference gaps among word/sub-words increase the complexity of Arabic handwriting. There are common factors that make Arabic handwritten as well as printed text complex such as Arabic nature cursive, writing from right to left, connecting the letters, and so on.

Arabic handwritten character recognition has the same situation as other languages. In some cases, it seems to be more complex depending on the language, the challenges it faces, and difficulties for line, words [2]-[4] and the challenges in character segmentation of the input document images. These challenges, such as interconnection letters word, cursive overlapping, touching existence of ligatures, diacritical marks and the position and number of dots above or under some letters. These challenges may lead to misclassification and unsatisfactory results. However, some of these challenges were recognized by many researchers in the OCR field using machine learning techniques [2].

The deficiencies are based on the failure of the Arabic character segmentation stage. Cursive, overlapping, and unrestricted writing challenges are the most long-term barriers to correct segmentation. A study [1] presented a projection profile technique for Arabic characters segmentation; which was tested and evaluated successfully in Arabic database with various sizes, styles, and font types. But it is limited to the Arabic printed document. The proposed system fails to deal with handwriting documents.

Another study [4] presented a solution for overlapping and touching Arabic characters segmentation by overlapping set theory and contour tracing. It is low accurate when segmenting the multiple touching letters. While [6] suggested a hybrid method focusing on the middle point of the word area. This study was focused on handwriting documents in the Hindi language. This method succeeded in fragmenting the multi-touching letters, and to apply it to the Arabic language; it needs to be developed because the Arabic calligraphy starts from right to left.
The segmentation solutions for single/multiple touching, overlapping challenges, and interconnected characters problems still need to be expanded to include more Arabic handwritten documents. Achieving progress in respect to Arabic text recognition is hindered by such obstacles and challenges. Moreover, the complexity of finding a solution to the segmentation of overlapping and touching Arabic handwritten words or characters made few researchers interested in addressing these two problems and developing techniques to address these complex problems. These two challenges created gaps in attempts to process them, i.e., there is a gap of at least two years between every two research works (Ouwayed et al., 2009, Belaid & Ouwayed, 2011, Aouadi, N. et al., 2013, Aouadi & Kacem, 2017, Ullah et al., 2019, AbdAllah, N., & Viriri, S. 2021, Ahmed et al., 2022 as a review survey). These are some of the motivations that encouraged us to propose a hybrid approach to reduce these complexities and improve segmentation techniques.

This article proposed hybrid approach to segment the Arabic handwritten document into direct words with an objective to enhance and increase the accuracy ratio of Arabic handwritten character segmentation while dealing with overlapping, interconnected, and touching Arabic handwritten documents. The work was divided into eliminating non-textual appendages in documents, segmentation, and extracting words from the image using connected components and thinning techniques. A hybrid method is used with computation analysis of the word's region to segment a word into characters. The middle point is detected to extract the structure features for dealing with the input, which contains the touching overlapping character and distinguishes from isolated character based on calculating the vacant space index value. The hybrid method has been proven to be a flexible and efficient method to deal with various renewed database. The contributions of this study are listed below:

1) Proposing a hybrid approach for character segmentation in Arabic handwriting that addresses the challenges of segmentation of touching characters eliminates the signatures from input document images and segments words directly from the input images, including wavy lines.

2) Creating a new database for Arabic handwriting to evaluate the proposed hybrid approach.

This article is organized as follows: Section 2 reviews the existing studies related to Arabic characters, Section 3 describes the methodology for character segmentation, Section 4 discusses the experimental results, and Section 5 concludes the study.

II. RELATED WORK

The challenges of touching and overlapping lead the researchers to focus and work on line/word/character segmentation. The OCR systems depend on hybrid techniques, which are considered better than other systems in accuracy, speed, and flexibility in dealing with renewable databases. It is appropriate for dealing with handwritten documents as indicated in [7]. The researchers suggested a method in which they used a technique based on connected components. Then, it selects the estimating and the alignment transformation of these connected components, stored in segmented models by templates for two most similar Connected Components (CCs) of the touching words. Finally, it separated the CCs into two regions using the Centre Points of these regions.

The authors [4] introduced a solution for touching Arabic characters by using an hybrid approach for character segmentation. The proposed method to split through letters is by selecting the touching point by overlap set of theory and endpoints of Arabic word and then tracing the boundaries of the touching letters to segment them individually. The segmentation is good, just dealing with single touching characters. Due to the differences in positions of words in different documents, the hybrid methods need to be improved and developed to give better results in the future. The authors [8] suggested a method for touching Arabic characters segmentation based on template segmentation. This method creates a dictionary file. This file contains a template for each touchpoint with its necessary details. Then it is compared with the input images to identify a sample from the dictionary file. As mentioned earlier, the template method is difficult to apply in handwritten character segmentation. It saps computer hardware to save each touchpoint in a template for detecting similar touching points. The runtime is very long and tedious. Fatal flaws in the handwritten character segmentation.

In the study [9], the authors used a segmentation method that extracts topographic features. These features identify potential segmentation points of the characters block connected. The segment of the possible points is based on the average width of the character. The study achieved approximately 70% of character segmentation. Moreover, many errors in segmenting, handwritten Arabic characters, mainly the letters which connect from two sides. While in [10] suggested a method to segment touching handwritten Arabic characters. It first detects the intersection points and the beginning ligature's pixel near the upper line from the baseline. The process starts from this point (ligature's pixel) to pursue the descending character to the intersection point and respect a different angular corresponding to the descending character curvature. The proposed method was tested on 100 Arabic document images containing 256 touching lines. However, the success ratio reached 94% of the segmentation. But it is inappropriate for the segmentation of multiple touching components. Three methods from the literature were compiled and already developed. So, it is a mixture method. The hybrid method is suggested by [11] to segment the touched printed and handwritten Latin characters (obviously, the success of segmentation for handwritten characters, will be the highest efficiency and accuracy in printed characters). The disadvantage of this method is that it was tested on a few images of documents. Therefore, the success rate is insufficient and unsatisfactory.

The problems of overlapping, interconnection, and touching in handwritten Arabic characters make the segmentation process complicated task. From the aforesaid literature review, it was noted that these issues had been extremely slightly discussed in previous studies. In addition, period intervals between those studies were absolutely longer. However, there are shortcomings in solving these problems, which involves limitation in the studies related to Arabic
databases and lack in performance of segmentation of the multiple-touching Arabic characters. The proposed methods are suitable for the segmentation process but are inflexible in dealing with morphological differences. Therefore, this study aims at developing a hybrid method to address the above-mentioned problems.

III. PROPOSED METHOD

This section describes the methodology of the proposed work as shown in Fig. 1. Initially, the pre-processing is performed for the input image to improve low quality and prepare for the next stage. Then, it segments the whole document into individual words, especially if the input image contains wavy lines. If the input image includes shapes or signatures, the approximate polygon methods remove these shapes. In contrast, the signatures are extracted and removed from the document based on the connected component analysis. Finally, divide the words into isolated letters.

![Block Diagram of the Proposed Method](image)

**Fig. 1.** Block Diagram of the Proposed Method.

A. Pre-processing

In this work, a new database is created which contains old and modern handwritten documents. The quality of the collected images is good, medium, and many of them lack lighting. The problem of poor and unstable lighting in the whole document is big obstacle to make the pre-processing stage complicated as shown in Fig. 2, where the different spots of lighting in same (one) document, which lead to a lack in performing the segmentation process. Using some filters such as Gaussian Filter, Median Filter, Low pass Filter, Custom Filter, etc. which give enhancement in these images, but the results are poor because the most challenge was the unstable lighting in the image documents in which one image has different contrast lighting. The results, on the other hand, were good when the input images with stable lighting were applied which is similar to applying IFN/ENIT or KHTT database, because these databases have Binarization images.

One of the challenges faced when collecting the images, some of the images have poor quality and resolution as shown in Fig. 2. The image (a) is darker than others. Its histogram in (b) placed at 0 - 200 to represent (the) pixel value in x-axis takes the image (a) pixel value and the value placed at 0 to 200 that indicated the values grouped at black values, this represents the image (a) consisting of more black pixels compared to other gray level value. The image (c) is a low contrast image, its histogram (d) is placed at almost the center towards white. The image (e) is a bright image where its histogram (f) values are placed at 170 towards white 255, which indicated the image (e) has more white pixels. Although the preprocessing approaches were applied to these images the results were not good.

![Different Lighting and Histogram of Intensity Distribution](image)

**Fig. 2.** Different Lighting and Histogram of Intensity Distribution. (a), (c) and (e) are the Input Document Images, While (b), (d) and (f) are the Original Images’ Intensity Distribution Histogram for showing the Intuition about the Contrast Brightness Intensity Distribution.
B. Removing the Signatures

Many images of documents contain signatures, so before shifting to the next stages of Arabic OCR stages, it should eliminate these signatures to help to word and character segmentation. The method is used to remove these signatures depending on Connected Components and find out the thresholding average as shown in Fig. 2. By using image processing, the regions of connected pixels were recognized by this algorithm. It commonly gives the same result. In other words, the given input image is scanned by these connected components along with this attached signature. The next step is gathering the pixels into new components connectivity i.e. the elements of the image connected to the same intensity values of each pixel and showing the link with other values. Therefore, the components will be recognized, and every pixel will be highlighted with a specific colour (color labelling). Each pixel may highlight with a grayscale according to the located component.

![Diagram](image)

Fig. 3. Block Diagram for removing the Signatures.

Now-a-days, classification of each connected component along with the assorted dissociates are essential to many analysis applications of image's machine-driven. In this process, the whole image, from left to right and top to bottom, is scanned to recognize the region of each pixel which is connected to the image's component. In other words, it can be said the adjacent pixels of each component share constant value V. it can be applied to binary or grayscale images, and it measures connectivity differently. Before applying the mask technique move over, the input image should be a binary, 8- connectivity where a mask created and each pixel and its surroundings is are checked using this 8-connectivity. The operator moves over the image to scan rows individually until it arrives at ‘p’ point. It examines the remaining eight neighbours of the labelled pixel (at any stage, ‘p’ is the labelled pixel) for which V = [1]. Then it examines the four neighboured labelled pixels from right to left and from the upper diagonal direction, which were already encountered in the scan. According to previous details of the scan, the term ‘p’ is classified when the process finds an adjacent value equal to ‘1’. Then the label is assigned to ‘p’. At the same time, if other neighbours have the same value, all of the labels will be assigned. The equivalencies will be noted; if all pixels are 0, a new label will be given to ‘p’. This process is followed by the initial scan of the label pair area units and sorted into equivalent categories (classes and distinct labels). The next step is the second scan of the image in which every label is replaced by the equivalent category, even though the labels may not be identical.

A Scikit image library provides an exciting feature to identify and label the connected components. This library is used to check the scanned input image documents and find these connected components with their labels in addition to grey and color labels. It turns out that the largest connected component is the signature compared with word components. Therefore, if it is possible to extract the largest component of the whole document, the signature can be recognized. However, using large connected components can extract unwanted words, lines, or other shapes. Therefore, a threshold value is used to solve this problem, it is used to detect outliers, i.e., any lines, structures, and texts that do not belong to signatures are calculated after a series of experiments which have been performed. In terms of a mathematical formula (1), which is obtained based on experimental results. It gives quite effective recognition of signature’s regions in dealing with most A4 size scanned documents. Table I shows the obtained values representing the signature region’s characteristics. The place of the signature is determined based on the biggest of the connected component's value and then compared with the average of this region to extract the signature to delete. Fig. 4 shows the identification of the signature's region from a sample set of images.

\[
\text{const}_A4 = \left[ 100 + \left( \frac{250 \times \text{average}}{84} \right) \right]
\]  

(1)

![Table](image)

<table>
<thead>
<tr>
<th>Sample Images</th>
<th>Biggest Components</th>
<th>Average</th>
<th>Small Components</th>
<th>Big Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>924</td>
<td>162.508772</td>
<td>583.657059</td>
<td>10505.82707</td>
</tr>
<tr>
<td>B</td>
<td>7682</td>
<td>793.734940</td>
<td>2462.30634</td>
<td>44321.51463</td>
</tr>
<tr>
<td>C</td>
<td>1158</td>
<td>128.257353</td>
<td>481.718312</td>
<td>8670.929621</td>
</tr>
<tr>
<td>D</td>
<td>1029</td>
<td>38.205128</td>
<td>213.705739</td>
<td>3846.703298</td>
</tr>
<tr>
<td>E</td>
<td>1156</td>
<td>77.5617021</td>
<td>330.838392</td>
<td>5955.091185</td>
</tr>
<tr>
<td>F</td>
<td>5888</td>
<td>123.899471</td>
<td>468.748425</td>
<td>8437.471655</td>
</tr>
<tr>
<td>G</td>
<td>566</td>
<td>85.7945946</td>
<td>355.341055</td>
<td>6396.138996</td>
</tr>
</tbody>
</table>

![Image](image)

Fig. 4. Extraction of Signatures from Sample of Images.

C. Line Segmentation

Separating the input images into isolated lines is successful with high accuracy in documents which may contain printed, historical or handwritten texts, these documents' lines have gaps between them that are orderly spaced [12], and the handwriting is on lined sheets. These gaps are ordered and...
these gaps may be almost empty of noises or unimportant objects. Because the feature of the gaps between the lines is the most important for the success of lines segmentation and extraction individually for using another application, in skew correction with multiple slanting or copy particular lines to other programs. Many handwritten documents lack clear orderly gaps between the lines, which are close, touching, and sometimes wavy. These gaps may be spaced at one side and touching or overlapped at the other. These challenges make the line segmentation process difficult and complex. Many studies have proposed techniques to solve these challenges and achieve satisfying success despite the convergence, contact and overlap between the lines. A study [13] proposed an A* path planning algorithm to line segmentation directly. The localization of each line is detected by two steps: Binarization method and projection profile analysis. The author's experiments tested handwritten historical documents from the MONK and the Saint Gall dataset. The study [14] presented a method of line segmentation based oriented anisotropic Gaussian Kernel, in which the authors divided the input text image into connected components achieved by Boundary Boxes. The method was tested on a sample of English Handwritten documents. In [15], the authors used midpoint detection technique for every two or words. The technique was tested on Gurmukhi printed and handwritten (Handwritten scripts are orderly distances among the lines) scripts (Punjabi). Their results achieved 95% of success. Study [5] also used a technique and a database containing English historical documents. The line regions were detected using rough detection throughout black/white transition map which is used to extract the lines through corresponding lines axes and skeletonization. PROHIST database was used in this study and achieved 82.18% of accuracy.

After it converted the input image into binarization in preprocessing phase, the input image locates the text (object) areas of the white background where the text is black. The process Uses Dilation operations to make the pixels' value of each line. This pixels' value has a single value so the line is considered one-component [16]. The starting and ending four points of each component determine the bounding box location among these points around the line component [17]. This boarded rectangle is segmented for each line, returned the segmented line to its original size using the erosion operation and the thinning method to give a better distance between words in preparation for their segmentation. Then the matrix of the rectangle border is saved into an image.

The overlapping and touching challenges between lines, make the dilation operation more extended, two or more lines are considered one component [18]. These challenges are solved by tracing the contour points of the touching area horizontally and overlapping vertically, using the method (direction contour tracing) in [18]. It traces the overlap path with calculation operations. This method is not good in separating lines in Arabic Handwritten documents because of the stretching of strokes and some letters are written vertically and extendly, such as these letters 'ا', 'ك', 'ط', 'س', 'ي', 'ف'. Also, most line segmentation techniques fail to segment wavy lines.

D. Word Segmentation

As it was mentioned earlier, many of the input images contain lines skewness, touching, overlapping, wavy and more closely spaced lines, where the line extraction fails, so the lines are separated into two or more lines as shown in Fig. 4. In the study [13], Hidden Markov models were used for word segmentation from the entire document directly. Current study, the words or sub-words are segmented by applying the Connected Components method for overcoming and solving many challenges such as the distance between words is less than that between sub-words and overlapping in one word. The Boundary Box function is used to extract them. These two methods achieved a higher success rate and are better than dividing the lines before the words, as shown in Table III.

![Fig. 5. Segment the Document Image into Words.](a) Original Image. (b) Bad line segmentation. (c) Words segmentation.)

Fig. 5(a) shows a sample of a document image which contains wavy and touching lines. Many methods were applied to segment the lines in such image. The line segmentation methods such as projection profile method, a method based on tracing, another method based on contours, third method based on baseline, forth method based on morphological operation or other methods. These methods did not succeed in extracting the lines as shown in Fig. 4(b), where the first line only was successfully extracted. The rest of the lines were considered one component, or extracted a part of a particular line with previous or next line in the same process. Fig. 4(c) shows the words were extracted directly from the document with better accuracy and success.

E. Character Segmentation

This step is crucial to the segmentation stage. After overcoming the previously mentioned, challenges as much as possible, such as different light spots in the input image and existing shapes or signatures. After the success of words/sub-words segmentation, the character segmentation follows.

First, detecting the touching of characters: The Connected Components method is used to solve the overlapping problem between characters. It is also used to measure the weight of the character. A threshold value has been fixed to evaluate the weight. If the obtained value is less than the threshold, it can be considered a single character and split automatically. If the value is greater, it can be regarded as a touching character using the variable:
Tc (2) is the aspect ratio of the touching character is greater than the character is automatically split. In order to determine the touching characters using the variable (Tc), this aspect needs to be improved due to the similarity between interconnected and touching of Arabic characters. The touching characters are defined by:

\[ T_c = \frac{w}{h} \]  

(2)

Where, \( g = \frac{w}{h} \), w is width of the character, and \( h \) is height. After identifying the touching character, it is classified as either horizontal, vertical or multiple touching.

By comparing the two values of height and width, the type of touching is determined by \( g = h > w \) the touching is vertical, \( g = w > h \) the touching is horizontal. While the multiple touching is defined as \( g = 2w < 2h \).

Second, using hybrid approach by following these steps:

1) Find the area of a word/ sub-word throughout detect the start point and endpoint of this area, allocate the area on width (w) and height (h). (w, h = contour area(word)).
2) Using thinning, closing and opening operation
3) Using midpoint steps to separate word/ sub-word isolated.
   - The vacant space index value is calculated on the word/sub-word’s constrained such as width and height.
   - Check the previous pixel and the next one (i+1, i+2, i-1, i-2) to save the column values and check if broken character appears.
4) Saved the vacant space between the characters in array_index.
   - Detect the centre value of every vacant space between the characters until the end of the word.
   - M_point = (start index + last index)/2.
   - This mid-point as a centre value is considered as the detection points to split the isolated character.
5) To determine the existence of joining (touching) characters, the total number of characters in a word is calculated.
6) Total value of characters is detected by the ratio of width and height.
   - Total = \( \frac{width}{height} \)
7) Total value of characters is compared with the segmentation point.
   - Value of M_point = total + 1.
8) If joining character is exist then number of segmentation points does not exceed the total no of characters in a single word. Otherwise go to f.
9) f- Calculate the distance sequentially between the middle values, if the distance above 110% of height, there must be a joining character present, which could be single or multiple joining characters.
10) Using clustering method to find the cluster in identified area of importance of the character in the middle part.
11) Discover the region of importance cluster between M_point1 + 10-(M_point2 +10) to obtain the heap of pixel.
   - Scan every column to determine the cluster, if pixel calculate is found to be 10 then it is considered as joining point of the character.
   - By leaving three columns in a row, you can segment the joining character.
   - The new segmentation points should be extracted.
   - Split the word from all the segmentation points.
   - Show the results as in Fig. 6.

IV. EVALUATION METRICS

Evaluate the performance of the proposed hybrid approach for character segmentation. The performance evaluation metrics used by [19] are followed; the same evaluation strategy was also applied in this work, which uses five factors for evaluation: successful segmentation rate (SR), precision (P), recall (Re), correct segmentation rate (CS), and F-measure (Fm). The authors are illustrated in Equations 3-7. These factors are figured out by counting the number of matches between the resultant segmented words and then characters by the algorithm and ground truth characters in text word segments.

\[ SR = \frac{N_{C}}{N_{T}} \times 100 \]  

(3)
\[
P = \frac{(NCc+NCo)}{NCr}
\]
\[
Re = \frac{(NCc+NCo)}{NCg}
\]
\[
GS = \frac{NCr-(NCc+NCo)}{NCg}
\]
\[
Fm = \frac{(Re+F_m)}{(Re+P)} + 2
\]

Where \( NCg \): Number of ground truth words, characters respectively.
\( NCr \): Number of segment correct words, character isolated.
\( NCi \): Number of incorrect segmentations for words, characters.
\( NCo \): Number of over segmentation of touching in words, characters.

V. EXPERIMENTAL RESULT AND DISCUSSION

This section describes the implementation and evaluation of the proposed method. The proposed method was implemented using Python 3.8.8, OpenCV environment (Spyder4[MSC V.1916 64 bits]), Win11 pro 64-bit OS, with Intel(R) Core(TM) i5-9300HF CPU 2.40 GHz, RAM 8 GB.

The proposed method is tested on three Arabic databases. The images of the first database that have been collected were 2,300 handwritten text images, 20156 lines, 302,348 words; the ground-truth value of lines and words were calculated manually and estimated. The collected images are obtained from a scanner and also through social media. These images contain shapes, graphics, and signatures. Some of these images are poor in quality and lighting. In such cases, the pre-processing methods such as filters, binarization morphological operation, normalization, skew correction were applied for image purification. The shapes were removed based on the size of the shape region while the signatures were removed from the document images. 140 images contain signatures as shown in Fig. 3. Removing the signatures process was successful in 122 images, the process failed in 7 images, over-segmentation of signatures was noticed in 11 images. However, features of any word’s region are similar to features of signature’s region results in being removed as shown in earlier Fig. 3.

The proposed method failed in 170 images with a failure rate of 7% due to the poor quality of the images sent through social media. 15,721 lines were segmented correctly. Table IV shows the results of line, word, sub-words or characters segmentation. Because lines are touched, closed, wavy, or slant, the words, and sub-words were directly extracted from the input image. Arabic word’s letters may be interconnected overlapped, so the segmentation process of a word depends on the gaps between every two words or sub-word. Table II and Fig. 6 show the experiment results.

KHATT database contains 1000 images of Arabic handwritten forms written by 1000 writers from different countries, 9327 lines, 165890 words [20]. And IFN/ENIT database involves 26459 words which are names of Tunisian cities [21]. Testing the proposed model on three databases was in stages: First, constant documents were segmented into lines, while inconstant documents contain overlap, wavy, or touching problems which are mostly segmented into direct words. The hybrid approach achieved high success rates, as shown in Table II which figures out the distribution of success rates over the three databases. The proposed method achieved a lower accuracy rate in our database for the following reasons:

1) Poor lighting and quality problems.
2) Degradations in the document images.
3) Colored images, while the images in the other two databases are binary.
4) Our database involves more documents than the other two databases.

Table II and Fig. 7 show the words and character segmentation for three databases. In addition, 1450 Arabic handwritten document images were taken from the three mentioned databases. This study focused on images containing overlap and touch problems of words or characters and wavy lines. Table III illustrates the results of the proposed method.

### Table II. Segmentation Accuracy of Words and Characters

<table>
<thead>
<tr>
<th>Databases</th>
<th>Number of:</th>
<th>Correct Segmentation</th>
<th>Incorrect Segmentation</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Words</td>
<td>Characters</td>
<td>Words</td>
<td>Characters</td>
</tr>
<tr>
<td>KHATT</td>
<td>165890</td>
<td>589924</td>
<td>161411</td>
<td>548629</td>
</tr>
<tr>
<td>IFN/ENIT</td>
<td>26459</td>
<td>212211</td>
<td>24342</td>
<td>188867</td>
</tr>
<tr>
<td>Our DB</td>
<td>302348</td>
<td>1257191</td>
<td>275136</td>
<td>1111356</td>
</tr>
</tbody>
</table>

### Table III. Segmentation Accuracy of Touching Words and Characters

<table>
<thead>
<tr>
<th>Inputs</th>
<th>NCg</th>
<th>NCr</th>
<th>NCo</th>
<th>NCi</th>
<th>NCc</th>
<th>SR</th>
<th>P</th>
<th>Re</th>
<th>Fm</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>words</td>
<td>26468</td>
<td>25409</td>
<td>985</td>
<td>833</td>
<td>25357</td>
<td>99</td>
<td>1.00</td>
<td>0.99</td>
<td>1</td>
<td>89.130</td>
</tr>
<tr>
<td>characters</td>
<td>79404</td>
<td>74639</td>
<td>2896</td>
<td>2328</td>
<td>74071</td>
<td>99.23</td>
<td>1.00</td>
<td>0.96</td>
<td>0.99</td>
<td>87.4</td>
</tr>
</tbody>
</table>
Second: 26468 Arabic handwritten words were taken from the three databases, which contain complex touching and overlapping problems. The ground-truth value of lines and words was calculated manually in our database. The statistics of the performance measure for words, as shown in Table III, indicate that the segmentation rate was 99% successful (SR); this segmentation rate is divided into over-segmentation, correct and incorrect segmentation. The accurate segmentation rate (CR) for words is 89%; Recall (Re), precision (P) and F-measure (Fm) obtained approximately 1.00, respectively. The performance measure indicates that the incorrect segmentation rate is approximately 11%; it means that the number of over-segmentations is 985 words (NCo), and 833 words are missed or incorrect segmentation (NCi). As for segmentation, the number of touching Arabic letters is 79404. These letters are either isolated from the word’s origin or have single or multiple touching. Table III also indicates that 99% of the total segmented Arabic letters, 87% of the correct segmentation (CSR), and 13% of them was wrong segmentation. 79404 of touching characters were segmented. (P) was 0.96. (Fm) and (Re) were 1.00. Table IV shows the types of challenges in Arabic handwriting obtained from Table III.

The results showed that the proposed approach was highly efficient in word segmentation. And it is an effective, feasible and flexible approach in the segmentation of interconnected, overlapping or multi-touching Arabic characters. But errors or over-segmentation may occur in multi-touched characters. Therefore, in future work, the problem of over-segmentation of multi-touch characters will be considered. Pre-processing operations have also to be improved in formatting very poor documents.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Technique</th>
<th>No. of images</th>
<th>Types of Input</th>
<th>Segmentation ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Aoaudi &amp; Kacem, 2017) [22]</td>
<td>Nearest model selection and detect the model's parts centres</td>
<td>820</td>
<td>Segment touching lines and words.</td>
<td>94%</td>
</tr>
<tr>
<td>(Ullah et al., 2019) [4]</td>
<td>Overlapping Set Theory and Contour Tracing</td>
<td>220</td>
<td>Segment a single touching character</td>
<td>97.2%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Hybrid approach</td>
<td>huge</td>
<td>Segment a overlapping and single/multiple touching characters</td>
<td>90%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Characters segmentation in Arabic handwritten is a complex task. However, to improve the efficiency of the recognition system, it is desirable to enhance the character segmentation process in Arabic handwritten. To this extent, this article proposed a hybrid approach for Arabic handwritten character segmentation considering the overlapping or multiple touching issues. The proposed approach aims at improving the efficiency of the segmentation stage. The evaluation is conducted over Arabic handwritten databases which contain more complex challenges than the previously existing ones. The results showed that the proposed approach was highly efficient in word segmentation. And it is an effective, feasible and flexible approach in the segmentation of interconnected, overlapping or multi-touching Arabic characters. But errors or over-segmentation may occur in multi-touched characters. Therefore, in future work, the problem of over-segmentation of multi-touch characters will be considered. Pre-processing operations have also to be improved in formatting very poor documents.
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Abstract—The museum visit is having a crisis during the COVID-19 pandemic. SMBII Museum in Palembang has a remarkable decrease of visitors up to 90%. A strategy is needed to increase museum visits and enable educational and tourism roles in a pandemic situation. This paper evaluates the machine learning model for exhibition recommendations given to visitors through virtual tour applications. Exploring unfamiliar museum exhibitions to visitors through virtual museum applications will be tedious. If virtual collections are ancient and do not display any interest, they will quickly lead to boredom and reluctance to explore virtual museums. For this reason, an effective method is needed to provide suggestions or recommendations that meet the interests of visitors based on the profiles of museum visitors, making it easier for visitors to find exciting exhibition rooms for learning and tourism. Machine learning has proven its effectiveness for predictions and recommendations. This study evaluates several machine learning classifiers for exhibition recommendations and development of virtual tour applications that applied machine learning classifiers with the best performance based on the model evaluation. The experimental results show that the KNN model performs best for exhibition recommendations with cross-validation accuracy = 89.09% and F-Measure = 90.91%. The SUS usability evaluation on the exhibition recommender feature in the virtual tour application of SMBII museum shows average score of 85.83. The machine learning-based recommender feature usability is acceptable, making it easy and attractive for visitors to find an exhibition that might match their interests.
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I. INTRODUCTION

As institutions with educational and tourism purposes, museums must maintain their existence during the pandemic that impacts museum visits. The museum must transform into a modern museum based on digital technology to maintain its roles in pandemic situations. Utilizing the internet of things technology will benefit museums. Visitors can interact with museum collections without having physical contact with the collections, including through applications based on Augmented or virtual reality, robotics, and games [1]. Visitors can explore the museum through a virtual museum application [2]. With this application, visitors can explore every corner of the museum and the collections displayed as if they were exploring the real physical museum [3].

The problem arises when exploring the museum through a virtual tour without a guide. Visitors will be confused and need extra time to explore each exhibition room with many collections. As a result, it can lead to boredom due to the lack of clarity in the exhibition that attracts visitors and spends more time visiting [4]. Visitors will immediately leave the boring virtual space to look for other exciting spaces for educational and tourism purposes [5], especially during the pandemic where physical activity is limited. It needs a method that intelligently understands visitors’ interest in the museum's exhibition and presents exciting and interactive information that satisfies visitors to explore the virtual museum.

Machine learning has been proven its effectiveness in understanding user profile and providing recommendations [6]. Based on the user profile, this algorithm learns the information extracted from past data to provide prediction of tourist destinations [7] and recommendations [8] or museum experience improvement [9]. Machine learning does not require formulating a mathematical model to predict or provide recommendations to users. The model is built based on the collected data for training the model [10]. Good training data will produce good recommendations as expected.

This study evaluates several machine learning classifier models to provide exhibition recommendations that match the user profile of a virtual museum. The boredom because of too long browsing the virtual museum displaying collections that do not match the user's interests will make the user exit the virtual tour application. Machine learning is expected to predict and recommend exciting exhibitions and match user requirements or profiles, reducing browsing time or finding interesting collections for virtual museum visitors [11]. Visitors can quickly enjoy exciting presentations and interact virtually with the collection through a virtual tour application based on machine learning recommendations, reducing boredom due to monotonous information presentations [12]. Visitors' interest will be indicated in the performance of the museum's educational and tourism roles. Visitors' knowledge about museums is expected to increase, and visitors' interest in museums through the information presented virtually [13]. The visitor will visit the physical museum when possible during a pandemic after being interested in virtual exploration and might have an economic impact on physical museums to improve the museum visit.

II. LITERATURE REVIEW

Traditional museums have been transformed into modern museums based on digital technology and have begun to
develop based on artificial intelligence and Internet of Things technology. During the pandemic, digital museums enabled museums to play their role in tourism and education by conducting virtual museum exhibitions. Like a tour guide, the exhibition recommender feature in the virtual tour application makes more accessible exploration when visitors are unfamiliar with the museum.

A. Use of Museum’s Exhibition Virtual Tour Application

The museum's exhibition display museum's collections that attract visitors. The visitors' experience and satisfaction depend highly on the exhibition environment [14]. Visitors can visit for a long in the museum space or even experience boredom and immediately leave negative sentiments. It impacts returns visits to the museum or will affect the interest of new visitors to visit the museum.

Modern museums are transformed based on digital technology to survive in the digital era and meet the millennia's needs for speed of access to information based on internet technology with an exciting and interactive presentation [15]. The museum, identical to ancient and boring collections, presents a monotonous exhibition system, so it needs a touch of digital technology for educational and tourism purposes. The current pandemic hinders visits to physical museums and geographical constraints, such as in Indonesia, where museums with historical and cultural collections are spread across the archipelago, became barriers for visitors. The internet-based technology enables to remove the barriers. Computer technology that can present museum collections and exhibits and allow visitors to explore the museum as if they were in the real environment of a physical museum is a 360-degree virtual tour application. This technology allows visitors to interact with the museum, that presents an image of the real museum environment and interacts with 360-degree views [16]. Visitors can explore independently without the limitations of distance, space and time like a physical museum.

Some museums have integrated virtual tour applications into their virtual museums. However, it will not be easy to explore each static museum exhibition without a guide who plays a vital tourism role [17]. Suppose in a physical museum there is a guide who can suggest and direct visitors to collections or exhibitions that might interest visitors. In that case, a virtual museum should also be equipped with a virtual guide feature to reduce boredom while exploring the museum through a virtual tour application. Some museums in Indonesia [18] have integrated the virtual tour 360-degree feature in their virtual museums (Table I). However, none integrates a feature as a recommender that gives suggestions like a tour guide. The virtual museum was designed as an information system without interactive features for visitors' experience enhancement and engagement. The virtual tour feature adds value to attract physical museums because visitors will still come to physical museums to interact and experience the real museum environment, which is not obtained through virtual museums [19]. Virtual tours will engage visitors to the physical museum for tourism or educational purposes. More features need to be developed and integrated into the virtual museum for the museum's role optimization.

TABLE I. REVIEW OF INDONESIAN VIRTUAL MUSEUMS

<table>
<thead>
<tr>
<th>Museum Object</th>
<th>Virtual Museum</th>
<th>Virtual Tour</th>
<th>RF*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Museum Nasional</td>
<td><a href="https://www.museumnasional.or.id">https://www.museumnasional.or.id</a></td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Museum Bank Mandiri</td>
<td><a href="https://museummandiri.wixsite.com/mhmbcorner">https://museummandiri.wixsite.com/mhmbcorner</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Museum Tsunami</td>
<td><a href="https://museumtsunami.id">https://museumtsunami.id</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Museum Balai Kiri</td>
<td><a href="https://balaikiri.kemdikbud.go.id">https://balaikiri.kemdikbud.go.id</a></td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Museum Sumpah Pemuda</td>
<td><a href="http://museumsumpahpemuda.kemdikbud.go.id">http://museumsumpahpemuda.kemdikbud.go.id</a></td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Museum Perumusan Naskah Proklamasi</td>
<td><a href="https://kebudayaan.kemdikbud.go.id">https://kebudayaan.kemdikbud.go.id</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Galeri Nasional</td>
<td><a href="http://galeri-nasional.or.id">http://galeri-nasional.or.id</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Museum Basoeki Abdullah</td>
<td><a href="https://museumbasoekiaabdullah.id/">https://museumbasoekiaabdullah.id/</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Benteng Vredeburg</td>
<td><a href="https://vredeburg.id">https://vredeburg.id</a></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Museum Tekstil Jakarta</td>
<td><a href="https://www.mitrarumuseumjakarta.org/tekstil">https://www.mitrarumuseumjakarta.org/tekstil</a></td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

*RF = Recommender Feature

B. Machine Learning for Recommender System

Machine learning methods have been applied to various fields such as education, economics, tourism, and cultural heritage. Machine learning models that have proven their effectiveness in the cultural field, especially museums, include K-Nearest Neighbor (KNN), Decision Tree, Random Forest, Neural Network, and Support Vector Machine [11]. Machine learning analyzes user profiles for various application purposes to improve performance, including education [20], economics and industry [21], and socio-culture [11]. An application of machine learning for museums is a recommender system. It is software providing suggestions related to decision making [22]. A recommender system is built to attract tourist visits for the tourism sector. It enables visitors to find what they need in a large museum [23]. Machine learning is applied by analyzing tourist profiles to find destinations that match the profile based on historical data. This method is effective for tourists to find travel destinations easier, especially for unfamiliar tourists with the destinations, products, or tourism services provided. ML classifier used for filtering and recommending a cultural item to explore, such as museums [23], was implemented in a mobile app but did not discuss the ML classifier selection phase. ML was also proven to give suggestions for museum curators regarding the preventive actions to be taken for historical buildings conservation [24]. However, it has no deep discussion on data processing and ML performance analysis. The app has not been built yet for user feedback evaluation, especially for the pandemic situation when users have limited access to the physical, cultural heritage such as the museum, and the climate changes during the pandemic might affect the building.

The museum is one of the exciting spaces for tourism and learning. The museum collections can be thousands, such as in the Sultan Mahmud Badaruddin II (SMBII) Palembang museum, making it not easy for visitors to find collections.
that interest them. Monotonous exhibition rooms, ancient and many collections can make visitors feel bored and not excited exploring the museum virtually by just staring at the screen. The role of the tour guide is needed to provide suggestions for visits to the exhibition rooms that meet the interests of visitors so they continue to explore the museum. A recommender system can act as a tour guide in the virtual museum. It gives guidance to collections or exhibitions that might interest visitors. The recommender system has been proven effective in improving students’ learning achievement [25], [26]. Moreover, the recommender system is expected to enhance visitors’ experience in culture education and tourism at the museum.

III. RESEARCH METHODOLOGY

This research methodology is divided into two stages. The first is evaluating the machine learning model performance, consisting of data preparation, data processing, and performance analysis. The second stage is developing a virtual tour application implementing a machine learning model based on the performance analysis results in the first stage of this research. Fig. 1 illustrates the research methodology.

A. Data Preparation

The dataset was developed based on measurement of the research variables related to visitor’s profile. Research variables consist of independent variables and a dependent variable. The museum exhibitions interest dependent variable was influenced by 6 (six) independent variables: age, gender, origin, education, occupation, and motivation [27]. This study uses data of visitors’ visits to the SMBII museum in Palembang, South Sumatra, during the COVID-19 pandemic. SMBII museum visitors remarkable decrease up to 90% during the pandemic and impact on collected data. This study assumes that museum visitors are only Indonesian citizens. Several methods are used for data preparation. Data collection was conducted using a questionnaire at the SMBII museum.

1) Instrument: Data were collected utilizing a questionnaire containing several questions related to the visitor’s profile. The questionnaire was divided into two parts. The first part contains questions related to the identity of the respondent and the second part relates to the respondent’s interest in visiting the SMBII museum. After exploring the physical museum, respondents were asked to choose their favourite or most interesting exhibition room in the SMBII museum. Table II describes exhibition rooms at the SMBII museum.

<table>
<thead>
<tr>
<th>Exhibition</th>
<th>Room View</th>
</tr>
</thead>
<tbody>
<tr>
<td>Srivijaya Kingdom:</td>
<td>Display artefacts from the Srivijaya Kingdom, the largest kingdom in Asia</td>
</tr>
<tr>
<td>Pre-Palembang Sultanate:</td>
<td>Display collection on Pre-Palembang Sultanate, a transition era after the Srivijaya Kingdom</td>
</tr>
<tr>
<td>Palembang Sultanate:</td>
<td>Display artefacts collection related to Palembang Sultanate, such as SMBII painting and suit</td>
</tr>
<tr>
<td>Colonial:</td>
<td>Display artefacts related to colonial era such as weapon</td>
</tr>
<tr>
<td>Life Cycle:</td>
<td>Display collection of life equipment used by Palembang society in the past</td>
</tr>
<tr>
<td>Art:</td>
<td>Display collection related to arts and cultures that exist since the Srivijaya Kingdom</td>
</tr>
<tr>
<td>Craft:</td>
<td>Display artefacts of traditional craft such as Songket and the tool to produce it</td>
</tr>
</tbody>
</table>

2) Respondent: Respondents are visitors who visited the SMBII museum during the COVID-19 pandemic. This study uses n = 550 samples with various respondents’ profile to build the dataset of museum visitors during the COVID-19 pandemic. Table III describes the demographics of the
respondents to develop this research dataset. After the data collection, the next step is data extraction by performing the tabulation and coding process of the data to be processed quantitatively with the machine learning (ML) model that will be tested in this study. To optimize the results of the ML classification, then the data cleaning was conducted. The possibility of incomplete data, duplication and various noises interfering with the classification process is carried out on the extracted data. The clean data is saved in .csv format with the Excel tool and ready for data processing.

### TABLE III. RESPONDENT’S DEMOGRAPHY

<table>
<thead>
<tr>
<th>Factor</th>
<th>Criteria</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>200</td>
<td>36%</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>350</td>
<td>64%</td>
</tr>
<tr>
<td>Age</td>
<td>&lt;22</td>
<td>330</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>22-30</td>
<td>151</td>
<td>27%</td>
</tr>
<tr>
<td></td>
<td>&gt;30</td>
<td>69</td>
<td>13%</td>
</tr>
<tr>
<td>Education</td>
<td>High School</td>
<td>276</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>Undergraduate</td>
<td>254</td>
<td>46%</td>
</tr>
<tr>
<td></td>
<td>Post Graduate</td>
<td>20</td>
<td>4%</td>
</tr>
<tr>
<td>Origin</td>
<td>Palembang</td>
<td>414</td>
<td>75%</td>
</tr>
<tr>
<td></td>
<td>South Sumatra</td>
<td>46</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>Sumatra</td>
<td>34</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>56</td>
<td>10%</td>
</tr>
<tr>
<td>Occupation</td>
<td>Student</td>
<td>415</td>
<td>76%</td>
</tr>
<tr>
<td></td>
<td>Teacher/ Lecturer</td>
<td>83</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Employee</td>
<td>41</td>
<td>7%</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>11</td>
<td>2%</td>
</tr>
</tbody>
</table>

#### B. Data Processing

The dataset will be processed using some machine learning classifier models to analyze the profile of SMBII museum visitors who visit the museum in the COVID-19 pandemic situation and provide recommendations for exhibitions room that might match the visitor's interests. The dataset is divided into 80% training and 20% testing dataset. The process began with training machine learning classifier models using the training dataset. The classifier is used to classify the visitor's exhibition interest. The classifiers are Decision Tree, SVM, NN, Random forest, and KNN. The testing dataset tests the ML classifier in classifying visitor profiles and predicting interest in visiting museum exhibitions. Furthermore, the performance of the machine learning classifier model is analyzed and evaluated based on indicators of classification effectiveness accuracy, including cross-validation (CV) accuracy and F-Measure [20], [26]. A confusion matrix is also used to visualize the classification performance of ML classifier. Fig. 2 presents the confusion matrix used for the SMBII exhibition rooms classification, where P, Q, R, S, T, U, V represent the exhibition rooms in SMBII museum. The machine learning classifier performance indicators for exhibition classification are formulated based on the confusion matrix. Accuracy and the F-Measure formula are shown in equations (1) and (2), where Precision and Recall are measured by using formula (3) and (4).

\[
\text{Accuracy} = \frac{(AA + BB + CC + DD + EE + FF + GG)}{\text{Number of Samples}} \quad (1)
\]

\[
F - \text{Measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (2)
\]

\[
\text{Precision} = \frac{1}{2} \left( \frac{(AA + BB + CC + DD + EE + FF + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(AB + BB + CB + DB + EB + FB + GB)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(AC + BC + CC + DC + EC + FC + GC + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(AD + BD + CD + DD + ED + FD + GD + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(AE + BE + CE + DE + EE + FE + GE + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(AF + BF + CF + DF + EF + FF + GF + GG)}{\text{Number of Samples}} \right) \quad (3)
\]

\[
\text{Recall} = \frac{1}{2} \left( \frac{(AA + BB + CC + DD + EE + FF + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(BA + BB + BC + BD + BE + BF + BG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(CA + CB + CC + CD + CE + CF + CG + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(DA + DB + DC + DD + DE + DF + DG + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(EA + EB + EC + ED + EE + EF + EG + GG)}{\text{Number of Samples}} \right) + \frac{1}{2} \left( \frac{(FA + FB + FC + FD + FE + FF + FG + GG)}{\text{Number of Samples}} \right) \quad (4)
\]

#### C. Museum’s Virtual Tour Application Development

The SMBII museum virtual tour application was developed in this study. The application development applied the Multimedia Development Life Cycle (MDLC) methodology, which consists of 6 stages (Fig. 3) [28].

![MDLC Methodology](image-url)
1) Concept: The SMBII museum’s virtual tour application concept is formulated at this stage by concerning the implementation of a machine learning model selected based on machine learning model performance analysis results of visitor profiles for museum exhibition recommendations.

2) Design: The design is conducted in line with the formulated concept of the SMBII museum virtual tour application. The design of the interface specifications and the functionality of the application using UML modelling is carried out at this stage. Fig. 4 shows the design of the virtual tour application’s use case model diagram. The design is also carried out on the virtual tour asset content in videos, images, text, audio that will be part of the use case: Gallery, Museum History, and Virtual Tour.

Fig. 4. Use Case Diagram of SMBII Museum’s Virtual Tour App.

The Gallery use case will display information on SMBII museum collections and events. The History use case delivers the historical background of the SMBII museum as a cultural heritage protected by the Indonesian government, and the Virtual Tour use case allows users to explore the museum virtually from 360-degrees views. The Recommender use case is extended in the virtual tour use case. This use case includes machine learning to classify the exhibition room that interests visitors as a basis for recommendations given to visitors to quickly find the exhibition room that might match their interests to explore.

3) Material collecting: Multimedia has been designed and constructed utilizing various appropriate tools then collected for integration in the SMBII museum’s virtual tour application environment. Table IV describes specific tools that must be prepared for data acquisition of asset content of the virtual tour app.

4) Assembly: The assembly is carried out on each virtual tour’s asset in various file formats collected in the previous stage into a virtual tour application that users can run and access. The virtual tour app in this study is designed to be web-based, which makes users can use a browser to run a virtual tour of the SMBII museum without doing the application installation process.

5) Testing: Testing is carried out on the SMBII museum's virtual tour application to ensure each feature successfully carried out its functions as expected, including the machine learning-based exhibition recommender feature. The System Usability Scale (SUS) test was carried out to measure the level of usability of the recommender feature applied to the SMBII museum's virtual tour application by taking \( n = 15 \) respondents. The samples were proven effective in generalizing the test results. The samples were proven effective in generalizing the test results [29]. Fig. 5 presents the rating of usability based on the SUS score.

6) Distribution: After passing the testing stage, the application is uploaded to the server so that the public can widely use it via the internet to explore Palembang’s cultural heritage virtually through the SMBII museum's virtual tour application, which provides machine learning-based exhibition recommendations. This recommender feature provides an alternative tour guide for visitors to explore the exhibition room that matches the interest of the SMBII museum's visitors.

<table>
<thead>
<tr>
<th>TABLE IV. MATERIAL COLLECTING TOOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Audio</td>
</tr>
<tr>
<td>Video</td>
</tr>
<tr>
<td>Narrative Text</td>
</tr>
<tr>
<td>Image</td>
</tr>
</tbody>
</table>

Fig. 5. Rating of SUS Score.

IV. RESULT AND DISCUSSION

The final output of this research methodology is the SMBII museum's virtual tour application that effectively applies a machine learning model for museum exhibition recommendations. The selection of the ML model was based on the evaluation results of several ML classifier models’ performance that were tested using the SMBII museum's visitor profile dataset built in this study.

A. Dataset

The dataset contains 550 SMBII museum visitor's records consisting of data fields: age, gender, origin, education, occupation, motivation, and exhibition, representing research variables. Each variable can be related to affects the other. This study designed the exhibition variable as the dependent variable and the other six variables as independent variables. A heatmap diagram in Fig. 6 illustrates the correlation value between variables in the data set. The correlation score \((r)\) is in the range of \(-1 < r < 1\), which indicates the strength of the relation between the two variables. The closer the \( r \) score is to 1, the stronger the relationship with a positive or negative impact [10].

In this study, the positive and negative signs are ignored for the numbers from the data do not indicate the numeric level but rather the label of the data coding results in the data extraction process for a quantitative approach to data processing. From the illustration in Fig. 6, it is known that the variables that have a high impact on visitors' interest in the exhibition space are gender, origin, and occupation variables, with the strongest correlation being the education variable where \( r = 0.16 \). The
educational background of visitors gives the most substantial impact in determining the interest in the exhibition room, which is also influenced by the motivation variable where \( r = 0.14 \). The visitor's education is high school and undergraduate in average came to visit a museum with the motivation of educational purposes for study or doing assignments, which is 74% (Fig. 7) with interest in the Srivijaya Kingdom exhibition room as much as 24% and the Palembang Sultanate exhibition room 34% of visits (Fig. 8). The two exhibition rooms present a collection of culture and history regarding the city of Palembang as the oldest city in Indonesia.

B. Machine Learning Evaluation for Exhibition Recommendation

Evaluation of the machine learning model for the classification of visitors’ interest exploring exhibition rooms in the SMBII museum is used to select the best model applied to the exhibition recommender feature for museum visitors through the virtual tour application developed in this study. Evaluation is carried out on the value of cross-validation accuracy and F-Measure of each machine learning model as an indicator of model performance using a dataset divided into training and testing data. Table V presents the evaluation results based on the cross-validation accuracy and F-measure indicators. Fig. 9 illustrates a graphical comparison of the performance levels of the ML classifier model evaluated in this study. Based on these results, it is known that the best model for classifying exhibition room interest in the SMBII museum based on visitor profiles is KNN with CV accuracy = 89.09% and F-Measure = 90.91%. The RF method also has high accuracy with a difference of 0.18% but a lower F-measure of 90.91%. F-measure scores were obtained based on precision and recall values using different testing data.

Cross-validation accuracy uses data that allows the same training at testing. Therefore, F-measure can show the level of accuracy when the model is used to predict or provide exhibition recommendations that match the interests of visitors to the SMBII museum. The confusion matrix shows the prediction accuracy by calculating the results of true and false predictions. It is illustrated in Fig. 10. It shows a hundred samples of testing data were true predictions. Ten samples were false predictions where the labeled-3 is the most correctly predicted, namely the Palembang Sultanate exhibition room, the favorite exhibition for visits in SMBII museum. The final selection stage determines the KNN model with the best performance for the exhibition recommender feature included in the SMBII museum’s virtual tour application.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>89.09%</td>
<td>90.91%</td>
</tr>
<tr>
<td>DT</td>
<td>86.55%</td>
<td>90.00%</td>
</tr>
<tr>
<td>NN</td>
<td>77.64%</td>
<td>73.64%</td>
</tr>
<tr>
<td>SVM</td>
<td>53.09%</td>
<td>53.64%</td>
</tr>
<tr>
<td>RF</td>
<td>89.27%</td>
<td>90.00%</td>
</tr>
</tbody>
</table>

Fig. 6. Data Correlation Heatmap.

Fig. 7. SMBII Museum Visitors’ Motivations.

Fig. 8. Visitors’ Exhibition Rooms Interests in SMBII Museum.

Fig. 9. Machine Learning Models Performance Comparison Visualization.
C. Exhibition Recommendation in Virtual Tour Application

The SMBII museum's virtual tour application was constructed utilizing 3D Vista software. The app enables users to explore the virtual museum like the physical museum with 360-degree views. Fig. 11 is the home page design of the SMBII museum's virtual tour app, which is run on a browser.

There is a tour recommender feature for visitors unfamiliar with the SMBII museum exhibition rooms on the home page. It is Pemandu Pintar (or Smart Guide) feature menu. This feature aims to help visitors find exhibition rooms and collections that are expected to match the interests of users as museum visitors who come with various demographic and motivational backgrounds, including studying, doing assignments, or tourism. Fig. 12 illustrates the interface design of an exhibition recommender feature that applies machine learning to suggest an exhibition room that might match user profiles. The user can input their profile, and then the app processes it by performing the KNN classifier. The machine learning result is presented to the user as a recommendation for starting exhibition room touring from the most interest for visitors predicted by machine learning model (Fig. 12). Users may decide to follow the given exhibition recommendation or explore the museum from the virtual museum entrance. By following the exhibition recommendation given by the machine learning classifier, users will be directed to the recommended exhibition room and then independently explore each corner of the room in 360-degrees views (Fig. 13).

An evaluation was conducted on the usability of the machine learning-based SMBII museum exhibition recommender feature in a virtual tour application. The respondents for SUS testing in this study consider variables with a strong correlation score, $r > 0.1$, on exhibition where there are independent variables: age, education, and motivation. Therefore, some samples are taken in portions based on the variable's value with the highest $r$ score, namely the education variable, while the other variables are taken randomly. The number of samples $n = 15$, the minimum size of samples is obtained for SUS testing and contains all education variable values. Table VI represents the SUS scoring results. Based on these results, it is known that the average SUS score for the exhibition recommender feature is 85.83, which can be categorized as excellent acceptable [30]. This score shows that the exhibition recommender feature implementing the best machine learning model for museum visitor profile analysis, KNN, has a good usability value to meet user needs for exhibition recommendation through SMBII museum's virtual museum application.
This study evaluates the machine learning model for exhibition recommendations given to visitors through virtual tour applications based on user or visitor profiles. The machine learning-based recommender feature in the virtual tour application will act as a tour guide that gives suggestions to the exhibition room, which might interest the museum’s visitors. The best machine learning model was selected based on its performance assessed based on the cross-validation accuracy and F-measure scores. The dataset of visitor profiles consists of the exhibition variable as the dependent variable, and the independent variables are age, gender, origin, education, occupation, and motivation. The results of the correlation analysis show that the motivational variable has the strongest correlation to exhibition interest with a score of $r = 0.16$. The dataset is then processed using the machine learning model to classify the exhibition room interest based on the profile of visitors to the SMBII museum, namely the KNN, DT, NN, SVM, and RF models. Based on testing results, it is known that the best machine learning model for classifying interest in visiting the SMBII museum’s exhibition room is the KNN model with cross-validation accuracy $= 89.09\%$ and F-Measure $= 90.91\%$. These results indicate that the machine learning model effectively predicts the interest in the SMBII museum’s exhibitions room and can be applied to provide recommendations for virtual museum visitors.

The SMBII museum’s virtual tour application applied the KNN method for the recommender feature of the museum’s exhibition was developed using MDLC methodology. For usability evaluation, SUS testing was conducted to evaluate the usefulness of the exhibition recommendation features in the application. The testing results obtained the average SUS score $= 85.83$, which indicates that the recommender feature in the virtual tour application is acceptable for the user. This feature makes users easily find exhibition rooms that match their interests and explore interactive museum spaces, reducing boredom in exploring museum exhibitions with lots of rooms and thousands of historical and ancient collections, especially for millennial students. Based on the SUS scores can also be concluded that the machine learning based exhibition recommendation is easy to be used and is expected to attract public interest in visiting museums that increase museum visits for educational or tourism purposes, especially during the COVID-19 pandemic.

### V. Conclusion

This study evaluates the machine learning model for exhibition recommendations given to visitors through virtual tour applications based on user or visitor profiles. The machine learning-based recommender feature in the virtual tour application will act as a tour guide that gives suggestions to the exhibition room, which might interest the museum’s visitors. The best machine learning model was selected based on its performance assessed based on the cross-validation accuracy and F-measure scores. The dataset of visitor profiles consists of the exhibition variable as the dependent variable, and the independent variables are age, gender, origin, education, occupation, and motivation. The results of the correlation analysis show that the motivational variable has the strongest correlation to exhibition interest with a score of $r = 0.16$. The dataset is then processed using the machine learning model to classify the exhibition room interest based on the profile of visitors to the SMBII museum, namely the KNN, DT, NN, SVM, and RF models. Based on testing results, it is known that the best machine learning model for classifying interest in visiting the SMBII museum’s exhibition room is the KNN model with cross-validation accuracy $= 89.09\%$ and F-Measure $= 90.91\%$. These results indicate that the machine learning model effectively predicts the interest in the SMBII museum’s exhibitions room and can be applied to provide recommendations for virtual museum visitors.

The SMBII museum’s virtual tour application applied the KNN method for the recommender feature of the museum’s exhibition was developed using MDLC methodology. For usability evaluation, SUS testing was conducted to evaluate the usefulness of the exhibition recommendation features in the application. The testing results obtained the average SUS score $= 85.83$, which indicates that the recommender feature in the virtual tour application is acceptable for the user. This feature makes users easily find exhibition rooms that match their interests and explore interactive museum spaces, reducing boredom in exploring museum exhibitions with lots of rooms and thousands of historical and ancient collections, especially for millennial students. Based on the SUS scores can also be concluded that the machine learning based exhibition recommendation is easy to be used and is expected to attract public interest in visiting museums that increase museum visits for educational or tourism purposes, especially during the COVID-19 pandemic.
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**TABLE VI. SUS Scoring Results**

<table>
<thead>
<tr>
<th>Respondent ID</th>
<th>Education</th>
<th>Age (years)</th>
<th>Motivation</th>
<th>SUS Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High School</td>
<td>13</td>
<td>Assignment</td>
<td>95</td>
</tr>
<tr>
<td>2</td>
<td>High School</td>
<td>13</td>
<td>Assignment</td>
<td>95</td>
</tr>
<tr>
<td>3</td>
<td>High School</td>
<td>14</td>
<td>Assignment</td>
<td>67.5</td>
</tr>
<tr>
<td>4</td>
<td>High School</td>
<td>14</td>
<td>Assignment</td>
<td>67.5</td>
</tr>
<tr>
<td>5</td>
<td>High School</td>
<td>14</td>
<td>Assignment</td>
<td>95</td>
</tr>
<tr>
<td>6</td>
<td>High School</td>
<td>19</td>
<td>Study</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>High School</td>
<td>19</td>
<td>Study</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>High School</td>
<td>20</td>
<td>Study</td>
<td>87.5</td>
</tr>
<tr>
<td>9</td>
<td>Under Grad</td>
<td>25</td>
<td>Study</td>
<td>72.5</td>
</tr>
<tr>
<td>10</td>
<td>Under Grad</td>
<td>27</td>
<td>Tourism</td>
<td>67.5</td>
</tr>
<tr>
<td>11</td>
<td>Under Grad</td>
<td>28</td>
<td>Tourism</td>
<td>80</td>
</tr>
<tr>
<td>12</td>
<td>Under Grad</td>
<td>33</td>
<td>Tourism</td>
<td>70</td>
</tr>
<tr>
<td>13</td>
<td>Under Grad</td>
<td>37</td>
<td>Tourism</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>Post Grad</td>
<td>39</td>
<td>Study</td>
<td>95</td>
</tr>
<tr>
<td>15</td>
<td>Post Grad</td>
<td>41</td>
<td>Tourism</td>
<td>90</td>
</tr>
</tbody>
</table>

### D. Limitations and Contributions

The developed SMBII museum virtual tour is assumed to be only intended for visitors to Indonesian citizens, so the dataset used has limitations, namely on regional origin and occupation factors. The profiles of the respondents of the developed dataset are dominated by museum visitors from Palembang city who were students. The situation of the COVID-19 pandemic is a reason for the small number of visits to the SMBII museum, so not much data has been collected for variations of visitor profiles. The dataset will affect ML's ability to predict visitor interest in the museum exhibition room. The more varied the data used for training, the better ML's ability in testing, especially for SMBII museum exhibition recommendation. It is necessary to add a variety of datasets to improve ML performance for predictions and recommendations of museum exhibition in the SMBII virtual museum tour application. In addition, it needs to test the ML classifier model for different datasets. The SMBII Museum is a cultural heritage that stores various collections of cultural objects. It is necessary to test whether the KNN method is still the best to recommend a visit to an exhibition if the museum presents collections other than cultural objects, such as history, art, and others.

Hopefully, a recommendation that matches visitors’ interests in the museum's exhibition can provide convenience in exploring and enjoying the presentation of the museum’s collections for learning and tourism purposes while reducing boredom in exploring the monotonous virtual exhibition room and making it less attractive to visitors. Visitors can quickly find the exhibition offerings that match their interests. The findings of this study can be a baseline for determining an effective ML method to be applied in an intelligent virtual tour application of a museum as a strategy to increase museum visits and enable educational and tourism roles in the COVID-19 pandemic. The recommendation feature that implements ML has proven effective in making it easier for visitors and is expected to reduce boredom in exploring the virtual museum.
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Abstract—One of the most common bone diseases in humans is osteoporosis, which is a major concern for the public health. Osteoporosis can be prevented if it is detected at an early stage. The research agenda consists of two phases: pre-processing of X-ray images of the spine and analysis of texture features from trabecular bone lumbar vertebrae L1-L4 for detecting osteoporosis. The preprocessing involves image enhancement of texture features and co-register the images in order to segment the L1-L4 regions in the lumbar spine. Range filtering and Pyramid Histogram of Orientation Gradient (PHOG) are used to analyze texture features. Input images are filtered with a range filter to adjust the local sub range intensities in a specified window to detect edges. Then a PHOG algorithm is designed to determine both the local shape of an image texture and its spatial layout. Based on texture features of lumbar vertebrae L1-L4, classify them as normal or osteoporotic using neural network (NN) models with L2 regularization. In an experiment, X-ray images and dual-energy X-ray absorptiometry (DXA) reports of individual patients are used to verify the system. DXA reports describe a statistical analysis of normal and osteoporotic results. However, the proposed work is categorized according to the texture features as normal or osteoporotic. 99.34% classification accuracy is achieved; cross-validation of these classified results is done with the DXA reports. Diagnostic accuracy of the proposed method is higher than that of the existing DXA with X-ray. Further, the area under the Receiver Operating Characteristic (ROC) curve for L1-L4 had a significantly higher sensitivity for osteoporosis.
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I. INTRODUCTION

Osteoporosis is a disease which affects the density and strength of bones. A bone’s density is the amount of bones (bone mineral density-(BMD)), while its strength (quality) is the fibers in the bones. Osteoporosis leads to weaker, more porous and more brittle bones, as well as a greater risk of fractures [1]. This paper proposed an efficient model for assessing osteoporosis in the lumbar vertebrae L1-L4 using L2 regularized neural network. The model consists of two parts, first part of the system is a pre-processing of an X-ray spine image in order to visualize the fine textures of the trabecular micro architecture of L1 - L4 vertebrae using the following steps: initially, the X-ray image needs to be enhanced by improving the visual quality, and then, the input images need to be aligned into the same plane by using co-registration, and finally, segment the image. As part of the segmentation process, the primary objective is to determine the region of interest (ROI) in the image, namely between the L1 and L4 vertebrae, in order to improve the actual segmentation. As illustrated in Fig. 1, the second part of the system uses PHOG texture features to detect osteoporosis in the L1-L4 lumbar vertebrae using NN with L2 regularization in order to classify normal and abnormal images.

This paper makes the following contributions: The proposed technique for the detection of osteoporosis in the lumbar spine (L1-L4) is described in Section I. Section II outlines the related work of other methods that have been developed so far. The Section III Database detail description is used to test the system. A pre-processing stage was described in Section IV to improve image quality. An in-depth discussion of image texture feature extraction was presented in

Fig. 1. An Overview of the System Model.
Section V. NN networks are regularized by L2 in Section VI, used as a classifier. The Section VII presents a detailed simulation study and discussion. The final Sections VIII and IX of the report summarize the proposed system and the future work required to improve its performance, respectively.

II. RELATED WORK

Osteoporosis is a disorder in which there is a loss of bone mass and abnormally degenerated bone architecture, especially hips, spine, and wrist, known as osteoporosis [2]. Among osteoporotic fractures, spine fractures are the most common and are a major health concern among the elderly. Consequently, osteoporotic fractures require early diagnosis of patients at high risk. Typically bone density scans are used to detect osteoporosis, among which the dual energy X-ray absorptiometry (DXA) is considered as a common technique to measure bone size and bone mineral density (BMD). Various studies that deal with BMD measurements have been conceded by analyzing image texture features using an X-ray’s. An easy and inexpensive method for diagnosing osteoporosis has been proposed based on analysis of image texture features using X-rays. In conjunction with a machine-learning algorithm, a fractal model was utilized to develop the software, using pixel variations for grey levels [3]. An osteoporosis patient's bone structure value (BSV) is estimated from BMD using spine radiograph images. It is necessary to conduct further studies to determine BSV’s potential to be a reliable assessment of treatment effects and future fracture risk in individuals with osteoporosis and those without it. The first group had 83 patients treated for osteoporosis alone, while the second group had 76 patients treated for both osteoporosis and lumbar spinal stenosis (LSS) [4]. The T-scores over the first year as well as after a year, two years, and three years were confirmed. Two groups were compared on mean BMD and changes in BMD over three years. In addition, three-year BMD improvements were evaluated along with their relationship to initial BMD change and related factors. Study participants were given ibandronate dose for newly diagnosed osteoporosis, so LSS was examined for its effect on BMD. The study was focused only on whether LSS could improve bone mineral density in the treatment of osteoporosis, clinical outcomes related to osteoporosis treatment, such as osteoporotic fractures, were not assessed in the follow up. An alternative approach to determining the extent of bone loss caused by osteoporosis is fractal analysis when studying spinal CT (computed tomography) images [5]. Based on the results of the study and the K-NN (K-Nearest Neighbor) classifier, a computerized system based on CT images could assist physicians in making initial diagnoses in difficult cases. Overall the system provides 81% classification accuracy; an alternative method is required to improve the system performance. By using the Picture Archiving and Communication System (PACS), the lumbar vertebra was measured in QCT (Quantitative computed tomography) and the HU (Hounsfield unit) of its vertebral body in conventional CT [6,7]. The correlation between the T-score of conventional CT and the T-score of QCT was estimated using a multiple regression algorithm. Further, a logistic regression algorithm was applied to predict osteoporotic and non-osteoporotic vertebrae. With QCT data, the predictor modeling algorithm estimated similar T-scores. In HU, similar results are observed as with QCT, with the exception of one osteoporotic vertebra that did not demonstrate discordance with an accuracy rate of 92.5% was recorded. The predictive accuracy will improve with more collected data. The purpose of study is to find out whether recurrent neural networks are capable of predicting osteoporotic fractures by analyzing spine images [8]. It explores the best design directions for such prediction models by experimenting with various network architectures. Transfer learning gives the advertised benefits, such as faster training speeds and greater suitability for larger datasets. By segmenting and finding vertebral edges, can diagnose the compression and locate the anomaly using Morphometric features and measurements using CT images [9,10] with 88.3% accuracy. There are challenges involved in finding the midpoint in the vertebral body and passing it to the next closest midpoint on the vertebral body boundary to analyse 3D textures, extracted the gray-level co-occurrence matrix Haralick, Wavelets (WL), local binary patterns (LBP), histogram of gradients (HoG), and harmonic alternator patterns (HAR) [11]. The texture-features and vBMD data extraction, fractured vertebrae were excluded. An assessment of prevalence of osteoporosis fourfold cross-validation was conducted to evaluate vertebral fractures. There is a correlation between vertebral level parameters and classification results. Mark-Segmentation-Network and Bone-Conditions-Classification-Network are used to analyze diagnostic CT images to automatically detect bone conditions [12]. The system achieves receiver operating characteristic area of 0.9167 and accuracy of 76.62%. Feature extraction from lumbar vertebra CT images as well as other clinical characteristics might be relevant to the diagnosis of the bone condition to improve the system performance. As compared with the traditional Osteoporosis Self-Assessment Tool for Asians (OSTA) model, the ANN, SVM, RF, and LoR models performed significantly better in both men and women [13].

III. DATABASE DETAILS

According to Table I, 80 numbers of samples are used in the process of developing the proposed system. Initially Digital X-ray images of the lumbar spine (lateral view) are taken for processing. Dr. A Ramalingaiah, Orthopedic, provided the images from Abhilasha orthopedic hospital in Banashankari at No.271,3rd Stage, 5th Block, 100ft Road, Bangalore; the lumbar spine of 80 subjects in 2D, JPEG format. An experiment has been conducted to test the system by collecting 20 control subjects (normal) as well as 60 pathological (osteoporotic or abnormal) X-ray images, as well as DXA reports on the same people. In the DXA report, the L1-L4 lumbar spine statistical analysis status details are provided for each person.

<table>
<thead>
<tr>
<th>TABLE I. RAW DATA BASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lumbar spine X-ray image</td>
</tr>
<tr>
<td>Controlled Subjects (Normal)</td>
</tr>
<tr>
<td>Osteoporotic Patients</td>
</tr>
</tbody>
</table>
Among 80 subjects, the segmentation algorithm correctly considers 18 (normal) out of 20 and 58 out of 60 (abnormal), which means 18+58=76. A total of 304 ROI images of lumbar spine images (L1-L4) are extracted from each subject, and 18 x 4 = 72 and 58 x 4 = 232 results in 304 ROI images.

IV. PREPROCESSING STAGE

In the preprocessing stage, an adaptive histogram equalization (AHE) and a co-registration are used to obtain L1-L4 region of interested sub images with enhancement.

A. AHE

An image enhancement technique is adapted in this proposed work to provide a more interpretable image, for better quality input to the next phases of the work. A contrast-limited (CL) AHE process is used to enhance the contrast of grey scale image. Rather than processing the entire image, CLAHE focuses on small regions (8×8) of it, called tiles. Divides an image into a number of rectangular contextual regions. It calculates for each region independently by AHE. By enhancing the contrast of each region, the output histogram approximates by the distribution of its parameters. The Rayleigh distribution is used to create a contrast transform function, which depends on the input image type. Using this distribution, imagery appears more natural. Bilinear interpolation [14] is then used to combine the neighbouring blocks, eliminating artificial boundaries. Contrast can be reduced in homogeneous areas to prevent noise from being amplified. With clip-limit (0.01), further prevent the oversaturation of homogeneous areas of an image. In such areas, the histogram of an image is dominated by a high peak because many pixels are within the same gray scale range. The spine lateral view enhanced image (b) and the input image (a) as shown in Fig. 2.

![Image](image_url)

(a) (b)

Fig. 2. (a) Input Image (b) Enhanced Image.

The algorithm-1 comprises into three major components in CLAHE: tile generation, histogram equalization, and bilinear interpolation.

Algorithm 1

Input: MxN image, output: Enhanced image
1. Sections (sub image) are divided in the input image. These sections are referred to as tiles of N×N.
2. Obtain the histogram distribution for each tile.
3. Minimum and maximum values are found through binary search based clipping [15] in the distribution and clipped portions are redistributed.
4. In the next phase, bi-linear interpolation is carried out to combine the neighbouring blocks. The resultant one is an enhanced image with greater contrast.
5. The entropy [16] \( H \) is calculated using (1)

\[
H = - \sum (h_i \times \log(h_i))
\]

(1)

In this case, \( h_i \) is the histogram counts.
6. Ensure \( N \leftarrow N + 2 \).
7. In order to measure the entropy \( H_{i+1} \) of the contrast-enhanced image, Where \( i = 1, \ldots, N \) repeat steps 2 through 5 with a new window size.
8. If \( H_{i+1} < H_i \) stop, otherwise repeat \( N < 8 \).
9. It is certain that the enhanced image with the largest \( H \) value will also have better quality, and enhanced image is obtained at the output.
10. According to the experimental results, binary search has been shown to be an effective algorithm in terms of clipping and redistributing the pixels.

B. Co-registration

Several biomedical imaging applications require the co-registration of images. The images may be obtained from the same sensor or from different sensors, and the spatial resolution might be the same or different. During co-registration, all images in the series are aligned spatially so that any feature in one image overlaps as well as its footprint in every other image [17,18]. An image is typically selected as the reference to which all other images are aligned during co-registration. The best reference image can be selected from the database, which contains all the features of lumbar spine lateral view. The co-registration process involves identifying common features in the reference and warping the other images that is the ones to be co-registered [19]. In the process, tie points are used to determine the locations of common features. The warped image is aligned to the reference using a polynomial function after enough tie points have been generated.

In Fig. 3, an example of the output of a co-registration process as illustrated. In part (a), the reference image is the normal image that all the target images are aligned to the same feature plane; the target image (b) does not resemble the reference image, as it represents osteoporosis; c) is overlaid image of R and co-registered, the co-registered image is completely aligned with the reference image using Geoscience extended flow optical lucas-kanade iterative (Gefolki) is a co-registration software [20,21]; overlays R and C in different colour bands to form a composite RGB image. A grey region indicates the same intensity of the two images in the composite image. Magenta and green colour regions indicate differences in intensities. (d) An image co-registered with the R image that shows the exact alignment of the T features.
A pixel alignment of two images can be divided into three steps: initialization of input image R and T of the same size, calculation of GeFolki flow, and resampling.

1. Homothety, rotation and scaling is used to make size of T to size R, denoted as T'.
2. GeFolki flow, the transfer from coordinates of T' to R by a matrix W.
   - W is composed of the y-displacement component (column) and the x-displacement component (row) for applying on the T' image.
   - In the software, GeFolki function takes as arguments T', R, and parameters, with order as radius = 64: 8:16, level = 4, iteration = 5, contrast_adapt=false, and rank=4 as parameters.
   - A variety of radius sizes can be tested iteratively; it is a decreasing vector starts from biggest (64) radius to the smallest (16) one in steps of 8. The algorithm is more robust when the radius is large. Radii must be selected as small as possible when the flow on the image changes rapidly.
   - For the purpose of finding large displacements, create a pyramidal structure of the down sampled images in different levels. In a pyramid, the number of levels affects the size of the movements.
   - The total number of iterations required to run the gradient method for the minimum search.
   - Set contrast_adapt is false for homogeneous images to look contrast inversion.
   - Changing the intensity value of T' with lower rank of pixel in the neighborhood within the specified window size (9x9).
3. Finally, transform the T' image to superimpose it with the R image. By resampling the image on a new coordinate grid, this operation creates the flow matrix W. Resampling is done using bilinear interpolation.

C. Region L1-L4 Sub Image Selection

L1-L5 are the five vertebrae that make up the Lumbar Spine. As the largest vertebrae in the body [22][23], the lumbar spine bears the most weight. In contrast to the thoracic spine, Lumbar spines region have more range of motion.

There is limited rotational movement in the facet joints of the lower back. In this work L1-L4 is the region of interested subimage. An illustration of the interested region selection process is presented in Fig. 4 of (a)–(g) and explained in Algorithm 3.

Algorithm 3

1. The lateral spine view X-ray images are read from the input.
2. Obtain the border coordinates of the freehand drawn region from L1-L4, and divide by an array of 2-dimensional matrices that is subimage
3. Using the subimage object, produce a binary image mask.
   - It returns a mask that is associated with the subimage object B over the target image.
   - The target image must be contained within the same axes as the subimage.
   - Mask is a logical image the same size as the target image.
   - Mask is false outside the region of interest and true inside.
   - Multiplied mask with the input image to produce segmented L1-L4 region.
4. Create the inverted binary image from segmented image pixels >255;
   - Seg_inv=0;
   else
   Seg_inv= segmented image;
   make it into a proper binary image for foreground
   Inv_binary_im = Seg_inv > max (Seg_inv (:))/2;
5. Create the isolated L1-L4 image with equal distance and equal image size
   - find the bar rows
   bar_rows = sum (Inv_binary_im, 2) > 0.9 * size (Inv_binary_im, 2);
   - make a bar image
   im_bars = false(size(Inv_binary_im));
   im_bars (bar_rows, :) = true;
   - remove the bars from the image
   im_nobars = Inv_binary_im & ~im_bars;
6. Label each lumbar vertebrae by finding its centroid.
7. Select only the connecting pixels on the ROI images for L1, L2, L3, L4.

Fig. 3. (a) Reference (R) Image (b) Target (T) Image (c) Overlaid R and Co-Registered (C) Image (d) Co-registered Image.
V. FEATURE EXTRACTION

The feature extraction process involves two stages; Range filter and PHOG. The range filter is used to adjust the local sub range intensities within the specified window size of 3×3 neighborhood pixels in the input image. In a local sub-range the pixels are analyzed according to their statistical range to detect edges.

The PHOG objective is to determine the local shape of an image texture and its spatial layout. By considering the orientations of edge distribution within the sub-image as well as the spatial arrangement, the image is tiled into regions at multiple resolutions to obtain texture features.

A. Range Filter

It operates on morphological utilities such as dilation and erosion of the image to regulate the maximum and minimum pixel values in the specified window [24]. Subsequently, it utilizes the padding operation on these morphological utilities. In Fig. 5, (a) the input and its corresponding histogram are clearly visible, showing the right-hand side of the histogram occupied by the input image and (b) the filter output and its histogram shows that the pixel ranges are narrowing by connecting local neighbors as edges, which reveals more defined texture in the image. In Fig. 6(a) and (b), the range filter response is shown for an abnormal image. A normal and abnormal image can't be distinguished by looking at them. Range filtering connects local neighbors as edges to narrow the histogram of the input.

B. PHOG

By extracting pyramid histograms of oriented gradients (PHOG) from the image are useful to discriminate between normal and abnormal texture features. It was first presented in [25]. Using HOG, a range filter response image can be divided into small cells, HOGs for each cell are computed, normalized with block patterns, and each cell is given as a descriptor [26]. PHOG features describe the outline and local structure appearance in the image by describing their distribution of intensity gradients. Using this method, intensity invariance is maintained by counting the appearance of gradient orientations. A descriptor is generated in four main steps:

- Computation of gradients and orientation.
- Bin Orientation.
- Block descriptors.
- Normalization of blocks.

1) Computation of gradients and orientation: In the first step, when an image sample is provided, \( f(i, j) \), then the magnitude of the gradient, \( M(i, j) \), and angle, \( \theta(i, j) \), can be obtained using (2) and (3) by considering the pixel difference.

\[
M(i, j) = \sqrt{(f(i+1, j) - f(i-1, j))^2 + (f(i, j+1) - f(i, j-1))^2} \quad (2)
\]

\[
\theta(i, j) = \tan^{-1}\left(\frac{f(i, j+1) - f(i, j-1)}{f(i+1, j) - f(i-1, j)}\right) \quad (3)
\]

Histograms of orientations generated by gradients of samples within a region around the centered point are called orientation histograms. Histograms of orientations are divided into eight bins, each covering 360 degrees. In the histogram, samples are weighted according to their gradient magnitude.
2) **Bin orientation**: In the second step of the calculation, the cell histogram is created. The algorithm assigns a weighted vote to each pixel within each cell depending on the values found in the gradient calculation and its orientation. Depending on whether the magnitude gradient and its orientations from 0° to 360°, the histogram evenly distributed over 0° to 180° or 0° to 360°. The optimum number of bins in the histogram are considered as 8 bins as mentioned in [27]. Various bin number will be tested in this paper experimentally.

3) **Block descriptors**: For gradient strength to be normalized locally under different illumination conditions, cells must be organized into larger with the spatially connected blocks. HOG descriptors are then constructed as concatenated vectors of corresponding normalized cell histogram components compiled from all block regions. Each cell contributes to the final descriptor more than once if these blocks overlap. Block geometries consist of two main types: the rectangular R-HOG block and the circular C-HOG block. There are three parameters that characterize R-HOG blocks: the number of cells per block, the number of pixels per cell, and channel per cell histogram. Each R-HOG block is computed at one scale, but with an orientation not aligned. As well as encoding spatial form of information, R-HOG blocks are used. There are two types of circular HOG blocks (C-HOG): those with a single central cell and those with angularly divided central cells. The C-HOG blocks can be defined by four other factors: center bin radius, the additional bins radius expansion factor, and the number of radial bins. Shape context descriptors are similar to C-HOG blocks in appearance, but they differ greatly because they contain multiple orientation, whereas single edge presence count are used to formulate the shape contexts.

4) **Normalization of blocks**: Gradient magnitude varies greatly over a wide range due to variations in pixel intensity on a local level [28]. Therefore, effective local contrast normalization is essential for good performance. They typically involve separately normalizing each block of cells after grouping them into blocks and normalizing of each block is obtained by using L1-norm and L2-norm illustrated in (4) and (6). L1-norm is defined as the sum of the vector’s absolute values and L2-norm as a square root of the sum of all squared vector values. Consider a non-normalized vector $v_b$ which contains all histograms in a given block, $\left\| v_b \right\|_k$ be its k-norm of the vector for $k = 1$ (L1-norm) and $k = 2$ (L2-norm) and $\epsilon$ be the normalization constants should be small to prevent division by zero.

$$v_{b_{k1}} = \frac{v_b}{\left\| v_b \right\|_k + \epsilon}$$  \hspace{1cm} (4)

Square root of $v_{b_{k1}}$ is described in (5), by using the Bhattacharyya distance between pixels, descriptor vectors can be represented as a probability distributions.

$$\sqrt{v_{b_{k2}}} = \frac{v_b}{\sqrt{\left\| v_b \right\|_2^2 + \epsilon^2}}$$  \hspace{1cm} (6)

L2-hys: By attenuating the maximum pixel values of $v_b = 0.2$. Renormalizing, hysteresis thresholding can be achieved for L2 norms [29]. Renormalize the univariate feature vector so the values in each are no larger than 0.2. This will limit the effect of large gradient magnitudes. As a result, it is less important to match the magnitudes for large gradients, while the distribution of orientations is more important.

Determine the HOG for Level-0 that indicates for entire image as shown in Fig. 7(a). Throughout the entire HOG operation, $N = 8$ bins are fixed. Each bin in the histogram represents how many pixels fall within a certain range of angles. In the next step, divide the image into four blocks, and compute HOG for each block as shown in Fig. 7(b). Repeat the process recursively until the depth $L = 3$ as shown in Fig. 7(c) and (d). Several levels of pyramids are used to divide the input image, histogram composed of $N$ bins, and Level-0 is characterized by a $N$-vector. An image with Level-1 is described as a $4 \times N$-vector. The PHOG descriptor represented using (7).

$$D_{PHOG} = N \sum_{l=0}^{3} 4^l$$  \hspace{1cm} (7)
Create one vector by concatenating the histograms with the same level. The final PHOG descriptor of an image is obtained by concatenating all the vectors in each pyramid level that pertain to the spatial properties of an image. By setting $N = 8$ and $L = 3$, the PHOG descriptor ($D_{PHOG}$) has a length of $8*(1+4+16+64) = 680$.

VI. CLASSIFIER

Data can also be classified into identifiable groups or features using neural networks [30]. A neural network based classification becomes a very powerful prediction network. It achieves two goals: Lowering the prediction error by training and testing similar patterns of behavior; and minimizing the number of training samples within a training data set, resulting in more efficient training.

A. Neural Networks with L2 Regularization

A technique known as L2 regularization of neural networks (NNs) reduces the likelihood of the model overfitting, thus improving its performance. NNs are mathematical functions used to train the network and make predictions. The training refers to finding values for weights and biases needed to define the NN. Excessive training of a neural network may lead to model overfitting. Thus, when a neural network model is trained to predict the values from used training data, it does so with little error and high accuracy, but when the model is applied to new, previously unknown data, it does not work well. Parameter optimization is used to determine weights and biases in a way that minimizes error between computed and true results.

1) L2-Regularization: During L2 regularization, a new regularization term was added to the loss function of the neural network [31]. As part of regularization, the proposed work utilizes Euclidean-Norm or L2-Norm for the weight matrices, which is the sum of all the squared weight values of any given matrix. By dividing the scalar regularization parameter $\lambda$ by two, add the regularization term to the regular loss function. The following steps are used to implement the neural network with L2 regularization.

2) Activation function: The logistic regression [32] hypothesis is defined as in (8)

$$h_{\theta}(x) = g(z); z = \theta^T \times x$$

(8)

$\theta$ – weights and $x$ -input

The sigmoid function $g$ is defined as in (9).

$$g(z) = \frac{1}{1 + e^{-z}}$$

(9)

3) Cost function: Probabilities of an observation can be predicted with the cost for the observation, with a minimum amount of error. A given observation $x$ has a cost (error) associated with it if the class label is $z$ can be defined in (10).

$$Cost(h_{\theta}(x), z) = \begin{cases} -\log(h_{\theta}(x)) & : if \ z = 1 \\ -\log(1 - h_{\theta}(x)) & : if \ z = 0 \end{cases}$$

(10)

As a result, the total cost for all the m observations in a dataset is given in (11).

$$J(\theta) = \frac{1}{m} \sum_{i=1}^{m} Cost \left( h_{\theta}(x^{(i)}), z^{(i)} \right)$$

(11)

$$\left( x^{(1)}, z^{(1)} \right), \left( x^{(2)}, z^{(2)} \right), \ldots, \left( x^{(m)}, z^{(m)} \right) \text{ are the } m \text{ number of training datasets.}$$

4) Cost function and gradient: The cost function in logistic regression is defined in (12).

$$J(\theta) = \frac{1}{m} \left[ \sum_{i=1}^{m} \log \left( h_{\theta}(x^{(i)}) \right) + (1 - z^{(i)}) \log \left( 1 - h_{\theta}(x^{(i)}) \right) \right]$$

(12)

Regularization L2 helps to avoid over fitting in the model by adding a penalizing component for high weights. Equation (13) gives the regularized cost function for logistic regression.

$$J(\theta)_{\text{new}} = \frac{1}{m} \left[ \sum_{i=1}^{m} \log \left( h_{\theta}(x^{(i)}) \right) + (1 - z^{(i)}) \log \left( 1 - h_{\theta}(x^{(i)}) \right) \right] + \frac{\lambda}{2m} \left( \sum_{j=1}^{p} \sum_{i=1}^{n} \theta_{ji} \right)^2$$

(13)

• $\left( \sum_{j=1}^{p} \sum_{i=1}^{n} \theta_{ji} \right)^2$ is the regularization term.

• $\lambda$ is the regularization factor.

The gradient of the cost function is a vector where the $i^{th}$ element is defined as follows:

$$\frac{\partial J(\theta)}{\partial \theta_{ij}} = \frac{1}{m} \left[ \sum_{i=1}^{n} \left( h_{\theta}(x^{(i)}) - z^{(i)} \right) x_{ij}^{(i)} \right]: \text{ for } i = 0$$

$$\frac{\partial J(\theta)}{\partial \theta_{ij}} = \frac{1}{m} \left[ \sum_{i=1}^{n} \left( h_{\theta}(x^{(i)}) - z^{(i)} \right) x_{ij}^{(i)} + \lambda \theta_{ij} \right]: \text{ for } i \geq 1$$

5) Learning parameter optimization: In order to efficiently train NN, gradient descent can be implemented to determine the optimal parameters for a regression model [33]. During training and testing, the accuracy of the algorithm was maximized, while the computation time was reduced through parametric $\lambda$, $\theta$ optimization and number of iterations. Calculate the optimal cost function $J(\theta)$ according to parameters $\theta$. Determine the optimal parameters $\theta$ for the logistic regression cost function based on a fixed dataset of x and z values. For a given dataset $(x, z)$, computes the logistic regression cost and gradient based on a training data and a specific value of $\theta$. Lastly, it gives the cost and $\theta$ values. After the trained data is plotted, the decision boundary will be based on the final $\theta$ value as shown in Fig. 8.
6) **Prediction:** A NN's hidden layers make it better suited for predictive analytics. Predictions are based on the output and input nodes of linear regression models. Consequently, they are cost-prohibitive because they require enormous computing power [34]. Furthermore, neural networks perform best when trained with extremely large data sets. By using supervised learning techniques such as data clustering, each neuron's weight can be determined. In the supervision training process, by feeding sample inputs and outputs to the algorithm, weights are derived until the inputs and outputs are closely matched, that is, weights are optimized. Using a sigmoid activation function on the output layer, it is easy to make predictions for the input test, so predicted label will be either 0 or 1.

Data with scale implementations, a small change in the parameter can produce more effects. By taking the 184 and 40 descriptor with parameter optimization lambda varying from 0 to 1, the classification accuracy is reduced by reducing the size of the descriptor. Fig. 9 displays the graphical presentation of the system's osteoporosis detection classification accuracy with lambda. In order to improve the accuracy, lambda plays a vital role in terms of number of iterations and computation time.

**TABLE V. System Accuracy with Parameter Optimization**

<table>
<thead>
<tr>
<th>Lambda values</th>
<th>Instances of iteration</th>
<th>Accuracy in Training set (%)</th>
<th>Accuracy of Test sets (%)</th>
<th>Computed time (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25</td>
<td>96.89</td>
<td>99.01</td>
<td>19</td>
</tr>
<tr>
<td>0.3</td>
<td>25</td>
<td>97.45</td>
<td>99.05</td>
<td>21</td>
</tr>
<tr>
<td>0.6</td>
<td>26</td>
<td>98.56</td>
<td>99.12</td>
<td>22</td>
</tr>
<tr>
<td>0.7</td>
<td>27</td>
<td>100</td>
<td>99.34</td>
<td>25</td>
</tr>
<tr>
<td>0.9</td>
<td>27</td>
<td>100</td>
<td>99.34</td>
<td>25</td>
</tr>
</tbody>
</table>

Concatenated level descriptors are used to classify samples based on their attributes.

**C. Classification Stage**

Table V shows the osteoporosis detection classification accuracy based on the concatenation of all the levels descriptor are 696 with parameter optimization lambda varying from 0 to 1. If lambda is greater than 1, the system takes more iteration and becomes more complicated. Consequently, it was determined that for classification accuracy, when lambda is higher, the likelihood of over fitting during training is reduced, and gives maximum accuracy. During training, the model was iterated 27 times, with λ = 0.9. In large-scale implementations, a small change in the parameter can produce more effects. By taking the 184 and 40 descriptor with parameter optimization lambda varying from 0 to 1, the classification accuracy is reduced by reducing the size of the descriptor.

**TABLE II. Segmentation of L1-L4**

<table>
<thead>
<tr>
<th>No. of ROI samples (L1-L4=304)</th>
<th>No. of supervised samples (152)</th>
<th>No. of testing samples (2-fold =152)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True 77</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>False 3</td>
<td>116</td>
<td>116</td>
</tr>
</tbody>
</table>

**TABLE III. Details of the Experimental Data Base**

<table>
<thead>
<tr>
<th>Subjects</th>
<th>No. of Subjects (76)</th>
<th>No. of ROI samples (L1-L4=304)</th>
<th>DXA reports</th>
<th>No. of supervised samples (152)</th>
<th>No. of testing samples (2-fold =152)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled</td>
<td>18</td>
<td>72 (18×4)</td>
<td>18</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>Osteoporotic</td>
<td>58</td>
<td>232 (58×4)</td>
<td>58</td>
<td>116</td>
<td>116</td>
</tr>
</tbody>
</table>

**TABLE IV. Details of the Levels and Descriptors**

<table>
<thead>
<tr>
<th>No. of levels</th>
<th>No. of descriptor</th>
<th>Concatenated levels</th>
<th>No. of descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0</td>
<td>8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>L1</td>
<td>32</td>
<td>L0+L1</td>
<td>40</td>
</tr>
<tr>
<td>L2</td>
<td>144</td>
<td>L0+L1+L2</td>
<td>184</td>
</tr>
<tr>
<td>L3</td>
<td>512</td>
<td>L0+L1+L2+L3</td>
<td>696</td>
</tr>
</tbody>
</table>

VII. RESULT AND DISCUSSION

An experimental result is carried out in three stages: A) preprocessing B) feature extraction C) classification.

**A. Preprocessing Stage**

There are 80 X-ray lumbar spine images collected; 80 x 4 =320, vertebrae of L1-L4 are the actual ROI images, but in reality only 76 ROI images have been correctly segmented (76 x 4 =304), where all four segmentations (L1-L4) are correct in 76 images. Table II shows the true and false segments of L1-L4. Out of 80 images, 77 reflect true segmentation of L1, while 3 reflect false segmentation. The results for L2 were 78 true and 2 false, L3 was 77 true and 3 false, and L4 was 76 true and 4 false.

As shown in Table III, the data base can be used to detect osteoporosis in the lumbar vertebrae L1 - L4. A total of 76 correctly segmented images are considered for the processing (76 x 4 = 304). For testing the system, a 2-fold cross validation is applied. This is accomplished by using 152 samples for supervised samples and 152 samples for testing.

**B. Feature Extraction Stage**

The texture features were extracted from 304(L1-L4) samples of ROI images using PHOG. For N=8 bins, Table IV shows the levels and the corresponding descriptors.

![Fig. 8. Trained Data with Decision Boundary.](image-url)
A confusion matrix with multiple classifiers can be used to evaluate system performance as shown in Table VI. Testing the proposed system is based on a detailed analysis of the database, as shown in Table III. With L2 regularization, NN has fewer False Positives (FP) and False Negatives (FN), which leads to less overfitting and more accuracy, flexibility, and works well in classifying events. When compared with other classification techniques, the overall performance of the system leads to better True Positives (TP) and True Negatives (TN). Based on NN with L2 regularization, a 2-fold cross-validation gives good results for L1 through L4. Fig. 10 illustrates 2-fold cross validation using different classifiers for system assessment. Thus, NN with L2 Regularization can produce the smallest FP and FN, resulting in a more accurate system. Using 2- fold cross-validation for the lumbar spines L1-L4, Table VII describes the systems average performance using the various classification methods. The system is tested for 2-fold cross validation for descriptor 696 with lambda 0.9. Sensitivity (True positive Rate-TPR) is the percentage of actual positive results that were correctly predicted. The specificity indicates how many negatives were correctly predicted out of actual negatives. Probability of successful positive predictions is measured by precision [35,36]. The recall measures the proportion of true positives for which the prediction was correct. Precision and recall are expressed as the harmonic mean, this method accounts for both false positives as well as false negatives which is termed as F1-score [37]. NPV (Negative Predictive Value) is the probability that someone will not have the specific disease, even after testing negative for it. According to all the above mentioned measures the NN with L2 regularization techniques attain the best classifications and overall the system measures the trueness of the test samples accurately.

Fig. 11 shows how system performance can be represented from a graphical point of view using the Receiver Operating Characteristic (ROC) curve. The red line represents the area under (AU) ROC. Essentially all of the images of test samples are classified into abnormal and normal images based on the curves occupying 99 percent of the region. This diagonal line shows an average AUROC value of 0.5 is found in ROC curves of random predictors. In order to determine if the model is useful, the random predictor is often used. ROC curves plotted in terms of sensitivity (TPR) versus 1- specificity (false positive rate). This model gives better classification against false positive and true positive rates since the AUC approaches 1, that is it is more accurate. Based on the comparison of different methods in Table VIII, the proposed approach is found to be better than those adopted by the other methods in terms of accuracy, sensitivity, specificity, and F1-score. Because, the overall design will enable more accurate classification methods of osteoporosis detection with the help of preprocessing and significant image texture feature extraction using PHOG.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (DT)</td>
<td>113</td>
<td>3</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Naïve Bayes (NB)</td>
<td>108</td>
<td>5</td>
<td>32</td>
<td>7</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>102</td>
<td>9</td>
<td>30</td>
<td>11</td>
</tr>
<tr>
<td>K-Nearest Neighbor (KNN)</td>
<td>110</td>
<td>6</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>Neural Network with L2 Reg.</td>
<td>115</td>
<td>1</td>
<td>36</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE VI. EVALUATION OF DIFFERENT CLASSIFIERS

Fig. 9. Graphical Representation of Accuracy with Lambda.

Fig. 10. An Evaluation System represented Graphically.

Fig. 11. Analyzing Classifications with AUROC.
TABLE VII. PERFORMANCE OF DIFFERENT CLASSIFIERS

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>F1-Score (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (DT)</td>
<td>98.26</td>
<td>91.89</td>
<td>97.83</td>
<td>97.81</td>
<td>94.44</td>
<td>96.71</td>
</tr>
<tr>
<td>Naïve Bayes (NB)</td>
<td>93.81</td>
<td>86.48</td>
<td>94.73</td>
<td>95.57</td>
<td>82.05</td>
<td>92.10</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>90.26</td>
<td>76.92</td>
<td>91.06</td>
<td>91.89</td>
<td>73.17</td>
<td>86.84</td>
</tr>
<tr>
<td>K-Nearest Neighbor (KNN)</td>
<td>96.49</td>
<td>84.21</td>
<td>95.61</td>
<td>94.82</td>
<td>88.88</td>
<td>93.42</td>
</tr>
<tr>
<td>Neural Network with L2 Regularization</td>
<td>100</td>
<td>97.29</td>
<td>99.56</td>
<td>99.13</td>
<td>100</td>
<td>99.34</td>
</tr>
</tbody>
</table>

TABLE VIII. PERFORMANCE COMPARISON WITH DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Techniques and features</th>
<th>Image modalities</th>
<th>Classifiers</th>
<th>Cross - validation</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fractal Analysis [4]</td>
<td>CT</td>
<td>k-NN</td>
<td>3-fold validation</td>
<td>90</td>
<td>78</td>
<td>81</td>
</tr>
<tr>
<td>Morphometric [7]</td>
<td>CT</td>
<td>k-NN</td>
<td>10-fold validation</td>
<td>83.3</td>
<td>92.5</td>
<td>88.3</td>
</tr>
<tr>
<td>3D feature with vBMD [8]</td>
<td>CT</td>
<td>Random forest</td>
<td>10-fold validation</td>
<td>78</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>CNN[9]</td>
<td>CT</td>
<td>BCC- net</td>
<td>7-fold validation</td>
<td>-</td>
<td>-</td>
<td>76.65</td>
</tr>
<tr>
<td>OSTA[10]</td>
<td>Person attribute values</td>
<td>ANN, SVM, RF, KNN, LoR</td>
<td>OSTA[10]</td>
<td>64.6</td>
<td>91.7</td>
<td>91.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>54.7</td>
<td>87.5</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>95.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>72.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>53.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>X-ray and DXA Report</td>
<td>NN with L2 regularization</td>
<td>2-fold validation</td>
<td>97.29</td>
<td>100</td>
<td>99.34</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

Millions of people worldwide suffer from osteoporosis, especially those who are aging. The purpose of this study is to reduce risks of bone fracture by exploiting the effectiveness of osteoporosis with the help of X-ray images. The aim of this study is to reduce the bone fracture risks by exploring the effectiveness of osteoporosis. In this research work, preprocessing step allows experimentally extracting the texture features of trabecular bone structure, allowing visualization of fine texture features of internal trabecular bone. An analysis of texture features is helpful for identifying the significant features that allow the images to be classified. By using these texture features, NN with L2 regularization achieves better system performance in regards to classifying the normal and osteoporotic L1-L4 images. The contribution of this paper is to understand the diagnose of osteoporosis in lumbar vertebrae L1-L4 of spine X-ray image more accurately so that risk factors can be avoided with less cost.

IX. FUTURE WORK

To improve the diagnostic accuracy with the help of spine X-ray image of lumbar vertebrae, it is necessary to make a standard dataset that can be used universally by researchers so that one can set the standard analysis of trabecular bone microarchitecture to reduce error classification. A reliable and cost-effective system is needed to overcome the drawbacks of DXA, such as lack of measurement of soft bone (trabecular) and set the standard benchmark to analyze BMD. For the bone density to be calculated, a machine learning algorithms should combine with larger number of clinical reports and X-ray imaging data in order to avoid bone risk factor.
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Abstract—Speech Recognition is an emerging field in the area of Natural Language Processing which provides ease for human machine interaction with speech. Speech recognition for digits is useful for numbers oriented communication such as mobile number, scores, account number, registration code, social security code etc. This research paper seeks to achieve recognition of ten Gujarati digits from zero to nine (० to ૯) by using a deep learning approach. Dataset is generated with total 8 native speakers 4 male 4 female with the age group of 20 to 40. The dataset includes 2400 labeled audio clips of both genders. To implement a deep learning approach, Convolutional Neural Network (CNN) with MFCC is used to analyze audio clips to generate spectrograms. For the proposed approach three different experiments were performed with different dataset sizes as 1200, 1800 and 2400. With this approach maximum 98.7% accuracy is achieved for spoken digits in Gujarati language with 98% Precision and 98% Recall. It is analyzed from various experiments that increase in dataset size improves the accuracy rate for spoken digit recognition. No of epochs in CNN also improves accuracy to some extent.

Keywords—CNN; Deep learning; digit; Gujarati; speech recognition

I. INTRODUCTION

Speech is the most common medium used by humans for communication. Humans express their thoughts in the form of speech. Speech recognition is the emerging field in the area of Natural Language Processing \cite{1}. Performance and Accuracy of Speech recognition process depends upon the speaker's mental state, emotions, accent, style and ease of speaking and environment. Human speech includes various parameters such as words, sentences, digits and fillers. Speaker feels more comfortable when he is communicating in his native language. In general, people have good command and control over their native language as they have learnt it from their childhood. Speech recognition with native language provides better performance and accuracy with the use of algorithms \cite{2}. Generally the speech recognition process focuses upon identification of words and sentences. Very little work has been done by researchers regarding digits recognition in Gujarati language. Digits recognition with deep learning includes zero to nine numbers identification using optimized algorithms.

Gujarati is Indo-Aryan language and used as native language for people living in Gujarat state in India. It is spoken by 55.5 million people in India. Gujarati language includes 34 consonants, 12 vowels, 10 digits and 106 special symbols.

Speech recognition related to the Gujarati language is a challenging task due to morphological structure, language barrier, dialects and limited resources \cite{3}. This research paper mainly focuses upon digit recognition in Gujarati language using deep learning approach.

Deep learning is a subfield of machine learning that includes various methods and functions that imitates human behavior and knowledge. Deep learning algorithms apply a hierarchy of nonlinear transformation to the input values and generate statistical models as output that can predict results in future on their own. Deep learning approaches require large amounts of data for training and require more computation resources \cite{4}. There are several forms of neural networks such as Recurrent Neural Network (RNN), Convolutional Neural Network (CNN), Artificial Neural Network (ANN) and Feedforward Neural Network (FNN). Most popular deep neural network is Convolutional Neural Network (CNN) to understand and analyze data in visual form.

In the proposed approach for digit recognition for Gujarati language CNN model was implemented. For the analysis process, dataset was prepared with 8 speakers with 2400 labeled audio clips. Different dataset sizes are used as input to CNN to analyze the impact on accuracy.

II. LITERATURE REVIEW

Gunawan, A. (2010) \cite{5} developed a digit recognition system from zero through nine using HMM and MATLAB for GUI. Spoken digits were in an isolated structure with 34 male and female speakers. They have created two different modules for isolated and continuous speech recognition. To check effect of variation of environment on accuracy they have selected noisy and clean environment. In a clean environment, in multi-speaker mode for isolated and continuous speech average accuracy found is 96%. For speaker independent mode, average accuracy is 78%. In noisy environments, in multi-speaker mode for isolated and continuous speech average accuracy found is 80%. For speaker independent mode average accuracy is 61.6%. They have concluded that recognition accuracy depends upon some factors such as noise rate and microphone quality.

Chapaneri and Jayaswal (2013) \cite{6} have proposed a speaker-independent system for isolated digits using WMFCC. They have used SOLA based techniques and IFDTW to reduce time complexity for recognition. The overall accuracy of the proposed system for recognition 0 to 9 was 99.16%. They have
concluded that the system performs 22 times faster with higher accuracy and lower computational overhead achieved using WMFCC and FIFDTW.

Datta et al., (2021) [7] have done comparative analysis for methods to recognize zero to nine digits. For comparison they have analyzed cepstral and MFCC. They have concluded that the feature extraction method MFCC performed with better results compared to cepstral in command based systems.

Kurian, C., & Balakrishnan (2013) [8] have developed speaker-independent systems for connected digits for Malayalam language using Perceptual Linear Predictive (PLP) cepstral coefficient and Hidden Markov Model (HMM). For the training phase they have recorded 20 sets of continuous digits of 21 speakers from the age group of 20 to 40 years in an office environment. For the proposed system they have achieved 99.5% recognition accuracy by averaging word accuracy.

Sen O. et al. (2021) [9] created a convolutional neural network model to recognize Bangla spoken digits from 0 to 9. They have used Mel Frequency Cepstrum Coefficient (MFCC) for feature extraction and Convolutional Neural Network (CNN) for digit recognition. They have developed a proposed model using python, keras and tensorflow for 4000 spoken occurrences with parameters such as gender, accent and age. Measured accuracy with 10 fold cross validation was 96.7%.

Zerari N. et al. (2019) [10] proposed a framework for digit recognition using neural network. For feature extraction they have used Mel Frequency Cepstral Coefficient (MFCC) and Filter Banks (FB) coefficients. They have applied a proposed model on two different datasets one for spoken digits and another for spoken TV commands for different age groups for a total of 88 Arabic native speakers from which 44 were male and 44 were female. Total first digit database entries were 8800 tokens and the second TV command database includes 10000 instances. It is analyzed that the delta-delta feature used to characterize speech recognition signals gives better accuracy over 96% compared to MFCC and FB.

Dhanashri D. & Dhonde S. (2017) [11] have proposed isolated word speech recognition using HMM and DNN for acoustic modeling. Dataset for digit sequences samples were collected in a quiet environment at 20 kHz with 55 men and 57 women. System accuracy is measured for three different hidden layers such as 300, 400 and 500 units. Accuracy achieved for 300 hidden layer units is 83.67%, for 400 its 85.44% and for 500 units its 86.06%. They have analyzed that proposed model accuracy can be improved by increasing the number of hidden layer units.

Wazir A. & Chuah J. (2019) [4] have proposed Arabic digits speech recognition model using Recurrent Neural Network (RNN). Feature extraction is done with MFCC and extracted features are fed into the Long Short Term Memory (LSTM) network. They have collected total 1040 data points from different countries and dialects. For the training phase 840 data points were used from 1040 data points and achieved 94% with minimum loss. In the testing phase total 200 data points were included and 65% accuracy was achieved. They have found that the most recognized digit is ‘0’ with 80% accuracy and the worst recognized digit is ‘6’ with 60% accuracy.

Hamidi M. et al. (2020)[12] have presented analysis of Amazigh digit recognition with IVR system for speaker-independent systems in noisy environments. They have used open source software Asterisk 1.6, Ekiga softphone and CMU Sphinx Tools. They have selected 22 Moroccan native speakers of both genders male and female. They have concluded that minor degradation in accuracy found for SNR as low 3 and 9 lb. Major degradation was found with decoded speech signal and best recognition rate at 3 lb.

Swedia E. et al. (2018) [13] have proposed a deep learning approach for Indonesian digit recognition using LSTM. For feature extraction they have used LPC and MFCC techniques and compared their performance. They have recorded total 7990 speech digits with 12 coefficients of MFCC and 12 for LPC. They have concluded that Indonesian speech recognition gives better performance using MFCC with 96.58% compared to LPC with 93.79%.

Swastika R. et al. (2017) [14] have performed comparative analysis for four deep learning architectures such as DBN-DNN, LSTM, TDNN and CNN. For feature extraction MFCC and LPC techniques are used. They have used TIDigits dataset which includes 226 speakers from which 111 men and 114 women each uttered 77 digit sequences. Kaldi speech recognition toolkit is used for training and decoding processes. They have concluded that CNN gives the best recognition performance in a noisy and reverberant environment compared to other three architectures. There are also research instances where the authors worked for printed Gujarati characters, for instance [15]. A comparative study of Literature review is presented in Table I.
TABLE I. COMPARATIVE STUDY OF LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Spoken Language</th>
<th>Methods / Techniques</th>
<th>Category of Tokens</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gunawan [5]</td>
<td>2010</td>
<td>English</td>
<td>HMM</td>
<td>Digits</td>
<td>96%</td>
</tr>
<tr>
<td>Datta et al. [7]</td>
<td>2021</td>
<td>English</td>
<td>MFCC, Vector Quantization</td>
<td>Digits</td>
<td>MFCC VQ - 93.3%</td>
</tr>
<tr>
<td>Karian, C., &amp; Balakrishnan, K. [8]</td>
<td>2013</td>
<td>Malayalam</td>
<td>PLP, HMM</td>
<td>Connected Digits</td>
<td>99.5 %</td>
</tr>
<tr>
<td>Sen O. et al. [9]</td>
<td>2021</td>
<td>Bangla</td>
<td>MFCC, CNN</td>
<td>Digits</td>
<td>96.7 %</td>
</tr>
<tr>
<td>Zerari N. et al. [10]</td>
<td>2019</td>
<td>Arabic</td>
<td>LSTM, MLP</td>
<td>Digits</td>
<td>96 %</td>
</tr>
<tr>
<td>Hamidi M. et al. [12]</td>
<td>2020</td>
<td>Amazigh</td>
<td>CMU Sphinx</td>
<td>Digits</td>
<td>72.43 %</td>
</tr>
<tr>
<td>Swedia E. et al. [13]</td>
<td>2018</td>
<td>Indonesian</td>
<td>LSTM, MFCC, LPC</td>
<td>Digits</td>
<td>MFCC - 96.58 %</td>
</tr>
<tr>
<td>Swastika R. et al. [14]</td>
<td>2017</td>
<td>English</td>
<td>DBN - DNN, LSTM, CNN, Kaldi</td>
<td>Digits</td>
<td>CNN with better performance in clean environment</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

The methodology to recognize digits in Gujarati language using CNN includes 6 major steps depicted in Fig. 1.

A. Data Collection

For data collection, 8 native speakers, comprising 4 males and 4 females, of the Gujarati language were selected. All 8 speakers were between the age group of 20 to 40. For recording purposes Audacity software was used and recording is performed in a lab environment. Total 30 occurrences of 0 to 9 digits were spoken by each speaker. Dataset consists of 0 to 9 digits in Gujarati with English language representation listed in Table II. Total 2400 occurrences (8 speakers * 10 digits * 30 occurrences) were used for the proposed speech recognition model. Collected data is split in two parts: Training and Testing. For data division 80:20 ratios are followed from total collected data. From 2400 total occurrences 1920 (80% of 2400) were used for training the model and 480 (20% of 2400) occurrences used for testing purposes. All the audio files are collected and stored in wav format.

TABLE II. DATASET OF DIGITS (0 TO 9) IN GUJARATI AND ENGLISH REPRESENTATION

<table>
<thead>
<tr>
<th>Digit in Gujarati</th>
<th>Pronunciation in Gujarati</th>
<th>Digit word in English</th>
<th>Digit in English numeric</th>
</tr>
</thead>
<tbody>
<tr>
<td>૦</td>
<td>૦ શ્રવ</td>
<td>0</td>
<td>zero</td>
</tr>
<tr>
<td>૧</td>
<td>૧ - એક</td>
<td>1</td>
<td>one</td>
</tr>
<tr>
<td>૨</td>
<td>૨ - બે</td>
<td>2</td>
<td>two</td>
</tr>
<tr>
<td>૩</td>
<td>૩ - ત્રણ</td>
<td>3</td>
<td>three</td>
</tr>
<tr>
<td>૪</td>
<td>૪ - ચચ્ચ</td>
<td>4</td>
<td>four</td>
</tr>
<tr>
<td>૫</td>
<td>૫ - પાંચ</td>
<td>5</td>
<td>five</td>
</tr>
<tr>
<td>૬</td>
<td>૬ - છે</td>
<td>6</td>
<td>six</td>
</tr>
<tr>
<td>૭</td>
<td>૭ - સેન</td>
<td>7</td>
<td>seven</td>
</tr>
<tr>
<td>૮</td>
<td>૮ - આછે</td>
<td>8</td>
<td>eight</td>
</tr>
<tr>
<td>૯</td>
<td>૯ - નવ</td>
<td>9</td>
<td>nine</td>
</tr>
</tbody>
</table>
B. Signal Processing

Speech signals are non-stationary signal combination of voiced and unvoiced signals. From actual speech signals, it is required to extract voiced segments without silence and noise. Data segments with silence are not useful for feature analysis. To remove noise from signals, Audacity has a provision with noise reduction option through which we can control by specifying how much dB value we want to consider as noise from 0 to 24 (maximum) dB values.

For processing, first we have removed noise from recorded audio files. Through Audacity noise reduction parameters can be set with residue data that is removed. It provides ease to select a voice sample window which contains useful information about speech signals. The dataset containing a total of 2400 occurrences of the 10 digits, from 0 to 9, were recorded by the speakers in Gujarati. Noise parameters are set to preferences and selected tracks are stored with reduced noise.

C. Feature Extraction with MFCC

Raw data is not used directly in the model training process because it contains noise and other unnecessary parameters that affect accuracy of the model. Feature extraction is an important step in the speech recognition process. Extracted features are used as input to the model to generate text sequences. In the model, extracted features as input, gives better performance compared to raw audio signals. To extract spectral frames from speech signals, we have used the MFCC technique which is a widely used technique for feature extraction. First audio signal is converted from analog to digital with a sampling frequency 16 kHz. To improve model performance, pre-emphasis increases the energy in higher frequency for better phone detection.

To differentiate phones from audio signals, segments are divided into window width 25ms. From each segment, we have extracted 39 features. Hamming window is used to divide signal into segments without noise in a high frequency region. By applying Discrete Fourier Transform (DFT) to convert the time domain of a signal into frequency domain for easy analysis.

By modeling human hearing property into a model at the feature extraction step can improve the performance of the model. Feature extraction is an important step in the speech recognition process. Extracted features are used as input to the model to generate text sequences. In the model, extracted features as input, gives better performance compared to raw audio signals. To extract spectral frames from speech signals, we have used the MFCC technique which is a widely used technique for feature extraction. First audio signal is converted from analog to digital with a sampling frequency 16 kHz. To improve model performance, pre-emphasis increases the energy in higher frequency for better phone detection.

After DFT transformation, the time domain and frequency domain are inverted. The lowest frequency is the highest frequency in the time domain. So inverse transform IDFT (inverse Discrete Fourier Transform) of log of magnitude of signal is generated which is called a cepstrum. After applying IDFT, MFCC includes 12 coefficients to extract signal sample energy as features.

In the dynamic feature generation step, with 13 features, MFCC technique generates first order derivatives and second order derivatives for each feature so total 26 features generated. Derivatives are calculated with differences between coefficients of audio signals to understand transition. Calculated 39 features generated by MFCC for each audio signal that was included as input to the speech recognition system.

D. Deep Learning Approach

Deep learning includes various sub domains such as computer vision, digital signal processing, music classification and automatic speech recognition. With the popularity of virtual assistants like Alexa, Google Home and Siri, the field machine learning systems are promoted at a higher level for speech to text or action. All these systems work upon audio signal processing using deep learning concepts.

E. CNN

Neural networks include a major part as Convolutional Neural Network. CNN is made up of neurons that have learnable weights and biases. It includes various application implementations such as image processing, object identification and classification. CNN can also be used for speech recognition as it can be applied on acoustic models and define convolution layers to each overlap acoustic frames. It extracts phones, pitch, frequency and gender features from acoustic frames according to weights of the network. Convolution Layer is the first layer of CNN that is the core building block and performs major computational tasks. It is a mathematical operation that merges two sets of information. CNN includes three main aspects: locality, weight sharing and pooling. Before start processing input data it is necessary to reduce non-white noise through locality. Weight sharing is used to improve robustness of model and overfitting and reduce weights. Pooling or subsampling process reduces the size. The input image is resized to optimal level to input into the convolutional layer. CNN Architecture is shown in Fig. 2.

In CNN, a filter or kernel is available that is placed in a sliding window over some of the pixels of the image depending upon kernel size to produce feature maps in different convolutional layers. In this step, through element wise multiplication each original pixel value of the image is multiplied with values in the filter. The sum of multiplication values is generated.

If the value found is too low then there is nothing to compare in the activation map by curve detector filter. By adding more filters input data can be verified in depth of the activation map. The second layer called the Activation layer,
ReLu (Rectified Linear Unit) function is applied to increase non-linearity in the CNN as images consist of objects that are not linear. In the third pooling layer, that involves downsampling of features. Common pooling layer uses 2 X 2 max filters with stride of 2 that is non-overlapping filter. Max filter returns max value in the feature from selected region. Last layer is known as a fully connected layer that pooled a full feature map matrix into a single column that was used for processing in a neural network. All the features are combined in a network through fully connected layers.

F. Preparing Model

The dataset consists of a total 2400 occurrences both from male and female speakers. It consists of 10 spoken digits recording from 0 to 9. Recording of the dataset was performed using audacity software with 22050 Hz monophonic 16-bit audio files with .wav format. Google colab is used to implement and execute neural networks to get GPU and TPU as runtime environment. It is free and easy to use. Librosa python library is used to extract spectrograms from audio files. Total dataset is splitted into training and testing data with 80:20 ratios. From a total 2400 audio files, 1920 files were used in the training session. The algorithm is written in python with TensorFlow library using Keras open source library as python interface. Each spectrogram file is stored with PNG format. Spectrogram images of different digits in Gujarati are depicted in Fig. 3. All spectrogram images belong to classes ranging from 0 to 9. Then data is split into training and testing sets. We have used sequential types to build a layer wise model in keras.

In the training phase, input images of the spectrogram are passed to a 2D convolutional layer (Conv2D) with filter size of 32. There are 2 layers as Conv2D layers. First layer consists of 64 nodes and the second layer consists of 32 nodes. With kernel size of 3, 3 X 3 filter matrix is used. For two layers activation function ReLu (Rectified Linear Activation) is used. A ‘Flatten’ layer is added between conv2D and dense layer to transform the resultant vector into 1 dimensional vector. Dense is the standard output layer used in neural networks. Mainly 10 different nodes were added in layers ranging from 0 to 9. Resultant vector is passed to a fully connected dense layer with a Softmax function that concludes the output in sum up to 1 to represent it in the form of probabilities. Based on the highest priority, prediction series can be generated. After setting all the parameters for the model, compilation is done with three parameters. Compiling process includes optimizer, loss and metrics. SGD (Stochastic Gradient Descent) optimizer is added from keras as it is an iterative method for optimizing objective function. The ‘categorical_crossentropy’ is used for loss function which indicates the model performance. Third parameter Accuracy metric is used to show accuracy of model on validation data.

G. Training Model

To train a model, fit () function is used with training data and validation data as test data with number of epochs. Epochs specify the total number of model cycles for data. We can get better model performance by increasing the number of epochs up to some extent. For proposed model, 500 epochs were set to analyze neural network performance.

H. Testing Model

To predict the output based upon test data, predict_generator function is used. It generates an array with 10 digit numbers. Each digit range represents the digit classification according to probability.

IV. RESULT AND DISCUSSION

The experiment was executed with training and testing of data to create a neural network. The proposed approach includes a total 2400 occurrences of spoken digits 0 to 9 in Gujarati language. The model is developed with Python programming language with Keras and Tensorflow libraries. The model is executed three times with varied dataset sizes as 1200, 1800 and 2400 digits. The result analysis with various data sets is depicted in Table III. In the first iteration with 1200 dataset values, received accuracy was 58.6% with 58% precision and 58% recall. In the second iteration, accuracy achieved is 78% with 78% precision and 78% recall. In the third iteration with 2400 occurrences, 98.7% accuracy is achieved with 98% precision and 98% recalls.

It is analyzed that accuracy of recognition improves with dataset size. The result can be viewed in graphical form depicted in Fig. 4.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Data set size</th>
<th>Learning Rate</th>
<th>No. of Epochs</th>
<th>Batch size</th>
<th>Accuracy %</th>
<th>Precision %</th>
<th>Recall %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1200</td>
<td>0.01</td>
<td>500</td>
<td>32</td>
<td>58.6</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>2</td>
<td>1800</td>
<td>0.01</td>
<td>500</td>
<td>32</td>
<td>78</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>3</td>
<td>2400</td>
<td>0.01</td>
<td>500</td>
<td>32</td>
<td>98.7</td>
<td>98</td>
<td>98</td>
</tr>
</tbody>
</table>
It is observed that CNN gives better performance with speech recognition compared to other related approaches described in literature review.

V. CONCLUSION

Speech recognition is a very important and useful application to interact with machines using speech. This emerging field includes many challenges like dataset size, noisy environment, age, gender, dialect and mental state of the speaker and many more. Speech wav files for Gujarati digits are stored and features extracted with MFCC technique. In this research paper, digit recognition for Gujarati language is performed using CNN.

Speech is passed and processed as input into multiple convolutional layers. For model training Tensorflow and Keras are used with python. Maximum Accuracy rate of recognition out of three experiments with different datasets size for all digits 0 to 9 is found 98.7%. It is observed that accuracy for speech recognition models can be improved by increasing the size of the dataset. Deep learning approach implemented with CNN trained with a large dataset gives better performance. In the future the proposed model can be enhanced to observe results for major parameters such as age, gender and dialect of the speaker that affect the speech recognition result.
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Abstract—The deadly COVID-19 pandemic is currently sweeping the globe, and millions of people have been exposed to false information about the disease, its remedies, prevention, and origins. During such perilous times, the propagation of fake news and misinformation can have serious implications, causing widespread panic and exacerbating the pandemic's threat. This increasing threat factor has given rise to considerable research challenges. This article is mainly concerned about fake news identification and experimentation is specifically performed considering COVID-19 fake news as a case study. Fake news is spread intentionally to mislead the people and therefore we need to identify user's involvement and it's correlation with additional features. The aim of this research is to develop a model that can predict the essence of a tweet given as an input with the help of multiple features. Our strategy is to make use of the tweet's text as well as the user's metadata and develops a model using natural processing technique and deep learning method. In this process, we have analyzed the behavior of the accounts, observed the impact of the various factors that can lead to fake news. The experimental analysis shows that hybrid model with text and content features have generated a benchmark result than the existing state of art techniques. We have obtained a best F1-score of 0.976 during the experimentation.
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I. INTRODUCTION

Fake news and its consequences have the ability to impact a wide range of institutions, from a citizen's lifestyle to a country's international relations. Widespread use of social media sites been generating and exchanging more content than ever before, some of which is deceptive and has little bearing on fact. So far several related works has been carried out for collecting and identifying fake news, however no commercially viable system exists yet. Fake news isn't a new phenomenon but it has new repercussions and effects. Fake news can lead to the collapse and failure of the world's largest economies by mass exploitation, and it can be one of the most devastating "internet wildfires." Aside from political ramifications, fake news can and has resulted in personal defamation, distorted perspectives, and mass incitement on a variety of topics. It is much easier for the sources to produce this news than it is for people to embrace and share it. Fake news is the biggest danger to our ostensibly functioning democracy; in addition to distorting and corrupting ideologies, it has also resulted in real effects such as cyber defamation, cyber stalking and other cyber-attacks.

Detecting and identifying fake news on a social media is a difficult challenge. The rapid dissemination of false news has an impact on millions of people and their actual surroundings. The propagation of fake news is not a new issue on the social media sites [1]. Several firms and well-known individuals utilize various social media networks to promote their products and build their reputation. All of these operations persuade numerous people to share and enjoy the news. As a result of this process, fake news spreads over the web. In terms of a certain issue, the content, style, and media platform of fake news change with time and fake news tries to falsify linguistic information. Fake news may contain genuine evidence within a fabricated framework to promote a false assertion [2]. The term fake news has coined in the 2016 US Election primarily, which encouraged academicians and researchers to do the research in this direction [3]. The researchers tried to gather the data from various resources and then checked the actual authenticity of the news being spread. Since then people have been utilizing a variety of manual techniques to do the fact-checking, such as using fact-checking websites. These websites are crucial in spotting false news on the internet. There are a number of fact-checking and fake news identification research projects, methods, and applications available, most of which look at the issue from a veracity classification standpoint. Misinformation, disinformation, hoax, and rumor are all terms used in similar literature to describe fake news. The term "misinformation" refers to the spread of incorrect information without consideration of the real intention. The goal of misinformation is to fool the intended recipient of the information. Rumours or hoaxes are purposely crafted to appear accurate. The fake information is for the gullible. The person may not realize the actual authenticity and believes in on what is being spread through social media especially the social sites eager to increase their viewership.

A. Covid 19 – An Infodemic

Covid 19 Infodemic has become more like a disease which is spreading rapid faster in the society through the dissemination of false information. Verifying the veracity, authenticity, and accuracy of given information is extremely difficult, especially when it concerns a horrifying disease that poses a threat to humankind. [4] COVID19, a virus that first appeared in Wuhan, China, in December 2019, has spread to 213 nations, regions, or territories throughout the world, resulting in roughly 3,478,418 fatalities as of May 24, 2021.
This infodemic posed a serious problem for public health along with social media channels including as Facebook, Instagram, WhatsApp and Twitter have become key sources of information on the crisis. In the COVID19 battle, fighting the infodemic is a new front. People trust the information that appeals to their emotions and personal opinions than information that is considered factual or objective in the 'posttruth' era. The following figure shows the news trend encountered during the Covid time. Fig. 1(a) shows plot of 50 most commonly used words in real tweet, whereas Fig. 1(b) shows plot of 50 most commonly used words in fake tweet.

The epidemic and infodemic elements of a pandemic are the two sides of the coin in today's highly digitalized society. This infodemics are usually fuelled by a combination of human and non-human system (bots), all of whom are pursuing essentially unknown aims. In this perspective, we present a methodology to detect fake tweets using the COVID-19 epidemic as a case study by using ensemble learning models with machine learning and Deep Learning Techniques.

In this research work, we have studied the differences between fake and real tweet based on behavioral, content based and comment based features of the tweet. The methodology implemented tackles the problems of fake tweet with the help of natural language processing toolkit and performs tweet text analysis as well. Different from the existing work, we take into consideration not only text characteristics, however also used user account characteristics for better results.

The related work of fake news detection has been presented in Section II. Section III gives systematic overview of approaches used for Fake Tweet detection process. A Methodology along with model implementation has been discussed in Section IV. The experimental setup and results are reviewed in Section V whereas Section VI makes the conclusion and recommendations for further research.

II. RELATED WORK

Since all individuals communicate through a virtual world using social media, the methods of identifying fake information have been researched. Fake information spread by many social network users utilizing various platforms for financial or personal benefits. The evolution of social networking platforms encourages users to transmit and exchange information about their activities. However it has created a challenge for the researchers who want to secure user data from a variety of dangers. For researchers, detecting harmful information in the form of false news has become a significant challenge.

Looking back in time, misleading news isn’t a new issue. Since a long time, there has been widespread anxiety about such news. The scientific community began to pay attention to the issue of fake information in the early 2000s, which expressed itself in the form of paid posters, review spam and rumor detections. The term "fake news," on the other hand, was popularized during the 2016 US Presidential Election [5] [6]. The impact of such news was unclear, although it spread some gossip, uncertainty, and deceit among users. Because of the growing media environment erroneous political information has also been circulating widely. The content of the news and the social circumstances are the most important factors in the fake news identification. News is classified into two categories: textual and visual, however emotions are also integral part of the news content. In addition, deep neural networks [7] [8] are used to frame latent textual representation.

Many of the researcher have also used different supervised and unsupervised, adversarial, user response methods. [9] Here author had created a false news detection algorithm utilizing machine learning approaches along with n-gram analysis. Here, author employed numerous characteristics collected using two distinct approaches and evaluated in six different machine learning settings. TF-IDF used as feature extraction method, and Support Vector Machine algorithm has been used in experimentation. In [10] researcher had developed a model to detect hoaxes or non-hoaxes distributed on social media platforms such as Facebook and created an automated fake news credibility inference algorithm to detect fake information. Here, [11] author had analyzed numerous variables such as user profile data and the relationship between users and the originator of the fake news. In [12] author, suggested a graph neural network-based technique and analyzed non-Euclidean data using a graph neural network. They often avoided certain written content by using unseen data for implementation. In addition, [13] author proposed model using twelve classifiers and evaluated on three datasets. The false prediction ratio of these ML classifiers is used to merge them. Based on their performance measures, Linear Support Vector Classifier, Logistic Regression and Passive Aggressive along with TF-IDF, CV, and HV feature extraction methods. In [14]
developed a volunteer-based crowd annotation tool by combining the perspectives of multiple stakeholders, the system was based on the Micro Mappers platform for English and Arabic tweets. To promote additional studies, [15] published consolidated content named CORD-19, which comprises 59,000 publications regarding COVID-19 and information associated with coronaviruses. The researchers have tried a variety of techniques to combat the COVID-19 Infodemic in recent months.

In [16] performed spatio-temporal analysis of the flow of information and the transmission of COVID-19. Author proposed a model [17] trained on several Indic Languages wherein fake news dataset tweets had performed better due to syntactic features. In Hindi, the model showed 79 percent and in Bengali 81 percent F-Score. [18] [19] conducted substantial research on the usage of machine learning strategies to resolve numerous COVID 19 difficulties. In [20] analyzed Facebook ads from 64 countries and discovered that about 5% of them included potential disinformation. However, none of these methods helped to address the disinformation issue by providing an explanation for the supplied fake assertion.

In [21] employed a natural language inference (NLI) model that was upgraded by adding internal semantic relatedness scores and ontological WordNet elements and performed claim verification on the FEVER Dataset. In [22] proposed a model developed using natural language processing methods and used different algorithms of machine learning, and deep learning that comprises of a categorization strategy that employs new twitter attributes. The approach is built in tandem with Apache Spark and achieved 79% accuracy using random forest algorithm. The author also noted that the emotion of tweets is essential in tweet categorization. In the process of detecting misleading information, [23] collected data from various fact-checking websites, performed filtering, preprocessing and feature selection operation on the text part of tweets and observed that Neural Network, Logistic Regression and Decision Tree classifiers has given the best performance from the different perspectives.

Here author used [24] two distinct methods to build a model that can implement constraint based task. To improve F1-score across several test sets by executing impact data purification with a high cleansing percentage (25%) and experimented a model with a 99 percent cleaning percentage and obtained the 54.33 percent F1 score and 61.10 percent accuracy. In this paper, author [25] had developed a BERT-based model with other important Twitter features. In addition, the method was extended to many Indian languages, and a mBERT-based model was used with Hindi and Bengali datasets and provided a methodology to solve the issue of data scarcity in low-resource languages. Using the annotated data, the model observed 81%, 79% percent F-Score in Bengali and Hindi Tweets, and 81 % F-score with zero shot model.

Although all of the aforementioned research indicated that studying and detecting fake news in the social media using various techniques is successful however several limitations were found. In some of the approaches various learning algorithm has been used to detect the fake news, which involves more processing time and brings limitation to the various accuracy parameters due to size of the dataset. Most of the technique concentrates only the text pattern of news, however there could be few factors that could differentiate between fake and real content.

In summary, fake content detection on any social media is a challenging task. A deep analysis is needed to identify user’s involvement through various features. An exploratory study is performed in this article to explore the link between the content-based, comment-based, sentiment-based, and behavior-based characteristics, as well as the interrelationship between them. Furthermore, a hybrid model is proposed based on the integration of the text and metadata and tested on various standard deep learning and machine learning algorithm.

III. A SYSTEMATIC OVERVIEW OF APPROACH USED FOR FAKE TWEET DETECTION

The methodology implemented in this paper tackles the problems of fake tweet with the help of natural language processing toolkit and deep learning algorithms. Ultimate aim of the research is to classify each tweet into 2 distinct categories i.e. “real” or “fake”. Experimentation has been carried out with the perspective wherein combination of user and content features will be used along with the tweet text. We have used multiple input models for the experimentation to handle continuous and numeric features efficiently.

A. Dataset used for the Experimentation

The dataset we selected contains the tweets of users from 29-03-2020 to 15-04-2020 using the following hashtags: #epitwitter, #coronavirusoutbreak, #covid19, #coronavirus, #ihavecorona, #corona, #coronavirusPandemic. From about 11 April 2020, the dataset also included the following additional hashtags: #StayHomeStaySafe, #TestTraceIsolate. The dataset contains variables as given: location, hashtag, title of the tweet, tweet text alongwith tweet account details. Dataset does not include retweets, although a count of retweets is provided as a variable. Alongwith the 'retweet_count' some of the other features are also included in the dataset i.e. 'followers_count', 'friends_count' which has been successfully used for improving the accuracy of the model. Around 303692 tweets have been used for the experimentation during the process, among which 156612 were fake tweets whereas 147080 were real tweets.

B. An Exploratory Analysis for Data Insight

An Exploratory Data Analysis has been performed for preliminary investigations on data in order to identify patterns, spot anomalies, testing hypotheses, and validating assumptions using summary statistics and graphical representations. The process of computationally identifying and classifying viewpoints in a text, with the goal of determining whether the writer has a +ve, -ve, or neutral attitude toward a certain topic, product, etc.

Fig. 2 shows Polarity and subjectivity score with sentiment and subjectivity flag wherein the subjectivity score range between [0.0, 1.0], polarity score shows in the range [-1.0, 1.0], wherein 1.0 being very subjective and 0.0 being highly objective.
Subjective sentences generally refer to personal opinion, emotion or judgment whereas objective sentence refers to factual information. Subjectivity is a float value which lies in the range of [0,1]. Here the value 0.7 represents that subjectivity is more, which ultimately refers that mostly it is a public opinion and not a factual information. Polarity, also known as orientation is the emotion expressed in the sentence. It can be positive, negative or neutral. Polarity is float value which lies in the range of [-1,1], here 0.5 refer to positive sentence.

Next distribution of user and content variables and relationships between other variables has been studied using pair plots in which the favorites, re-tweet, followers and friends count considered as a parameters.

Fig. 3 shows that favorites count and friends count are positively correlated. It also appears that re-tweet count and followers count has partial effect on favorites count. However during the analysis, all the features have been tested individually as well as in the combination to determine their impact on the tweet credibility detection. Furthermore, efficacy is also been tested with tweet content and user features in the deep learning and machine learning environment.

C. Approach used for Fake Tweet Detection

Extracting features from the content of the tweet is a reliable pattern recognition system and hence using natural language processing (NLP) is the most obvious solution to automatically identify fake news. To begin with this approach, data preprocessing has been carried out on tweet text part. Data preparation is a key stage in the modeling process, and the outcomes are dependent on how well the data has been preprocessed. In this approach, text normalization is performed which includes: converting numbers into words, converting letters, removing white spaces and punctuations, removing numbers and stop words. Pre-processed tweet text has been further given to the different vectorizer. For machine learning algorithms, TF-IDF is employed as it assigns a frequency score to words by emphasizing those that occur more often inside a document but not across documents. For deep learning algorithms, Glove has been used to obtain vector representations for words.

Tweet text feature is nothing but the pre-processed and normalized text through which the credibility of the content can be verified. Tweet text analysis done with NLP techniques has been able to evaluate the credibility of the tweet to some extent. However, text feature alone may not be enough to give better accuracy when it comes to detect the credibility. Features that come along with the tweet can be called as metadata of the tweet for exa. quote, favorites, retweet, followers, friends can play major role in the process of evaluation of the tweet because here tweets becomes more than strings with certain metadata added to them. This metadata becomes the features as an additional input dimension for an algorithm. With this perspective, we have tried to assess the tweet credibility by checking media content, account information and text characteristics. So here we have used 4 user features i.e. favourites_count, retweet_count, followers_count, friends_count along with processing of tweet text that can make significance difference to the prediction of the news. Here we have tried to evolve a methodology to rate the credibility of the tweet based on the correlation with the additional features. In this phase, a tweet and user content feature has been used to perform the classification of the tweet.

- Behavioral Feature - considers user characteristics and linked user account attributes.
- Content based features - considers content of the tweet.
- Comment based features – considers the characteristics of the tweet itself.

The aim of our approach is how well multi-features-based method will be able to differentiate between the fake and real tweet. In this regards, we have tested different baseline algorithms like Random forest, logistic regression, Decision Tree, Naïve Bayes, XGBoost, Convolutional Neural Network, Bidirectional LSTM, and hybrid algorithm like CNN-BiLSTM for the tweet classification using the text and metadata features of the tweet. The methodology and algorithm have been discussed extensively in the next section that ultimately shows the flow of the process. Following tables are used to show features used for studies. Table I shows Tweet content features and Table II shows User content features used during the studies.

<table>
<thead>
<tr>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Sentiment Flag</th>
<th>Subjectivity Flag</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>neutral</td>
</tr>
<tr>
<td>1</td>
<td>0.000000</td>
<td>0.000000</td>
<td>neutral</td>
</tr>
<tr>
<td>2</td>
<td>0.541667</td>
<td>0.705833</td>
<td>positive</td>
</tr>
<tr>
<td>3</td>
<td>-0.100000</td>
<td>0.200000</td>
<td>neutral</td>
</tr>
<tr>
<td>4</td>
<td>0.250000</td>
<td>0.335833</td>
<td>neutral</td>
</tr>
</tbody>
</table>

Fig. 2. Polarity and Subjectivity Score with Flag.

Fig. 3. Correlation between the Tweet Content Features.
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Experimental model 1 used Machine learning approach with combination of text and user feature which consists of Text Pre-processing, Tokenization, TF-IDF vectorizer for text part and then converted all the features generated from metadata and n-gram frequencies of the text into a matrix. Each row represents a tweet and each column the value of one of user features. Further we have used different classifier algorithms like Random Forest, Naïve Bayes, Logistic Regression, Naïve Bayes, Decision Tree and XGBoost for the experimentation.

B. Fake Tweet Detection with Text and User Features using CRED_Tweet Model

In this approach, algorithm operates in two phases. In the first phase extraction, \( d^i_{TC} \) data i.e. text input is processed using regular expression with the help of nltk library to perform basic data cleaning operation and then pre-trained glove model is used to convert text into embedding. In the next phase, User features \( d^i_{UC} \) are then interpolated to higher dimensional dense feature vectors termed meta_input \( d^i_{UC} \) through separate convolution kernel. In the proposed (CRED_Tweet) model shown in Fig. 4, a combination of multiple inputs CNN-BiLSTM architecture is successfully used providing text and metadata information through different convolution layers.

Here, vocabulary size \( V \) is used to represent the tweet text of length N. The embedded input is passed through 3 different convolution layer Conv1D (128, 5, activation=’relu’) followed by max pooling layer. Here, in the convolution layer used 128 filters. The convoluted vectors is been given to Bidirectional LSTM layer with 128 internal unit with dropout=0.3 and kernel_regularizer attributes and further to flatten. In the next phase, User features \( d^i_{UC} \) are then interpolated to higher dimensional dense feature vectors termed meta_input \( d^i_{UC} \) through separate convolution, pooling and flatten layers and further concatenated both the dense tensors, \( Z_{i \theta_i} \oplus X_i \). The vector \( Z_i \) is then passed across a fully connected network, with the probability distribution across the two classes being regularized using a dropout layer.
Phase I: Extracting text features

In this model, tweet text features (TC) and User content feature (UC) are based on a variant of CNN and processed individually through two different CNN model as the nature of both the feature are different i.e. text and numerical respectively. Although CNNs are mostly employed in image classification [26] or object identification, they have also demonstrated noteworthy performance in several Natural Language Processing (NLP) applications including text classification [27] [28]. Using the convolutional approach, the neural network produce local features around each word of the neighbouring word in the first phase and later they are combined using a max operation. As a result, we use CNN to model textual characteristics for the identification of fake news. Fig. 4 shows the layered processing of the CRED_Tweet model using text and content features.

Let Z be the text input, here maximum length of the tweet considered as n and padded with sequence length m ∈ d\text{TC}

\[ Z_{i}^{\text{TC}} = Z_{i,1} \oplus Z_{i,2} \oplus Z_{i,3} \oplus Z_{i,n} \]  

\[ Z_{i} = W^{T}X + b \]  

\[ Z_{i} = f(W^{T}, Z_{i}^{\text{TC}} + b) \]  

Here the b represents the bias, and \( \oplus \) is the convolutional operation. A layer or convolution kernel includes convolution layer, activation layer and pooling layer as shown in Fig. 4. The function f is the non-linear transformation and also includes ReLU activation layer here.

\[ Z_{i} = \max\{0, Z_{i}\} \]  

During the experimentation, Z has been passed through 3 different convolution layers of 128 neurons and having filter size = 5 and activation=relu. The filter generates a feature map by running over every potential window of words in the tweets.

A max-pooling layer [24] is utilized to get the maximum feature map. The maximum value is denoted as \( Z_{i}^{'} \).

\[ Z_{i}^{'} = \max\{ Z_{i}\} \]  

By saving the most significant convolutional findings for false news detection, the max-pooling layer can considerably increase the model’s robustness. The CNN has the advantage over the LSTM as it decreases the number of dimensions in the input features that must be provided to a sentiment classifier or a natural inference prediction model after the feature extraction stage.

These token vectors \( (Z_{i}^{'}) \) are further encoded using a Bi-LSTM, using the forward and backward layers which processes the N vectors in opposite directions. A hidden state hft is emitted by the forward LSTM at each time-step, which is concatenated with the corresponding hidden state hbt of the backward LSTM to produce a vector \( h = R_{\text{Bi-LSTM}}h_{\text{Bi-LSTM}} \).

\[ Z_{ij} = Z_{ij}^{'} \oplus X_{ij}^{'} \]  

Phase II: Extracting metadata features

Let X be the metadata numeric input ∈ d\text{UC}. X\text{UC} has been passed through 2 different convolution layers of 128 neurons and having filter size = 5 and activation=relu.

\[ X_{i}^{\text{UC}} = X_{i,1} \oplus X_{i,2} \oplus X_{i,3} \oplus \ldots X_{i,n} \]  

\[ x_{i} = f(W^{T}, X_{i}^{\text{UC}} + b) \]  

\[ x_{i} = \max\{0, X_{i}\} \]  

\[ x_{i}^{'} = \max\{ X_{i}\} \]  

At the end, concatenate both the features (text and metadata) feature.

\[ Z_{ij} = Z_{ij}^{'} \oplus X_{ij}^{'} \]  

A convolutional network’s fully connected layers are essentially a multilayer perceptron that used to map the m\text{X}3×m\text{X}3 activation volume from the preceding various layers into a class probability distribution. As a result, the multilayer perceptron’s output layer will contain m\text{X}3 output neurons, where i specifies the number of layers in the multilayer perceptron.

\[ y_{i} = f(Z_{i}) \]  

Pred (y for given di TC, di UC ; \( \theta \) = activation function(f) on \( Z_{i}^{'} \)).

Here, \( Z_{ij}^{'} \) signifies the changed vector after passing through the relevant feed forward sub-network and sigmoid activation function, while \( \theta \) denotes the model parameters employed throughout the experiment.

Loss function and optimizer:

The aim of any optimization problem is to minimize the cost function, which means of measuring how accurate the data is. We utilized Binary cross entropy in this case, which compares each of the predicted probabilities to the actual class output, which can be 0 or 1. The score is then calculated, penalizing the probabilities depending on their deviation from the predicted value. This refers to how close or far the value is
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to the real value. The negative average of the log of corrected projected probability is shown by Binary Cross.

\[ \text{Entropy} \_ \text{Loss} = \text{abs}(y_{\text{pred}} - y_{\text{actual}}) \] (13)

Fig. 5. Fitting the Convolutional Neural Network with Bilstm Model.

Optimizers are techniques or strategies for changing the characteristics of a neural network, such as weights and learning rate, to minimize losses. To minimize losses, the optimizer determines how to alter the weights or learning rates of the neural network. Adam optimizer has proven benchmark outcomes above existing state-of-the-art algorithms by training the neural network in less time and more effectively. Fig. 5 shows fitting of the convolutional neural network with Bi-LSTM model. From the given figure, we can analyse how multiple inputs of different types are processed here through different layers. Continuous input i.e. text or content features of the tweets has been processed through convolutional layers and then passed through Bi-LSTM layer whereas metadata features i.e. user features has been processed through separate convolution layer, then concatenated output of both layer and provided further to fully connected layer for final predictions. In this process, total trainable parameters encountered are 72,578,510.

Precision: Conversely, precision score represents the ratio of true positives to all events predicted as true. In our case, precision shows the number of articles that are marked as true out of all the positively predicted (true) articles:

\[ \text{Precision} = \frac{TP}{(TP+FP)} \] (14)

Recall: Recall represents the total number of positive classifications out of true class. In our case, it represents the number of articles predicted as true out of the total number of true articles.

\[ \text{Recall} = \frac{TP}{(TP+FN)} \] (15)

F1-Score: F1-score represents the trade-off between precision and recall. It calculates the harmonic mean between each of the two. Thus, it takes both the false positive and the false negative observations into account. F1-score can be calculated using the following formula:

\[ F1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \] (16)

Accuracy: Accuracy is often the most used metric representing the percentage of correctly predicted observations, either true or false. To calculate the accuracy of a model performance, the following equation can be used:

\[ \text{Accuracy} = \frac{TP+TN}{(TP+TN+FP+FN)} \] (17)

The predicted results are evaluated with confusion matrix and other measures like True negative rate (Specificity), True positive rate (TPR), Precision, Recall (Sensitivity), F1-score, accuracy, PRC (Precision-Recall curve) and ROC (Receiver operating curve) etc. Tables III and IV shows the performance results of various parameters. Performance of several user profile categories, tweet content elements, and a combination of both has been examined. The best accuracy found is with decision tree 92.56 among all the ML algorithms along with 92.13 % precision and 92.54 % recall. However the further experimentation with deep learning approaches had shown a benchmark result over the existing state of art techniques.

Deep learning-based analysis has a higher accuracy and detection rate than machine learning. In the experiment 2, CNN with Bi-LSTM is used with the embedding layer and convolution layers with 128 tensors, 5 filters and with relu activation. Further Bi-LSTM is used with 128 neurons and 0.3 dropout and recurrent dropout, with regularizers.12 (0.01). User features are also separately processed through different CNN layer with with 128 tensors, 5 filters and with relu activation. ‘Relu’ and ‘softmax’ activation function used in dense layer. Model is further compiled with ‘binary_cross_entropy’ loss and ‘adam’ optimizer and found best accuracy with 97.60 with text and metadata feature as shown in Table IV. Size of train set, test and validation set is as given here: 242953, 151846, 151846. The result shown in Table IV, deep learning scenarios, shows that combining certain features is based on user content and tweet content improves accuracy. Among all the algorithms, CRED_Tweet Approach had achieved 98.44 % precision, 96.56 % recall and 97.60 % accuracy.

<table>
<thead>
<tr>
<th>Measures in %</th>
<th>LR</th>
<th>NB</th>
<th>RF</th>
<th>DT</th>
<th>XG Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>85.17</td>
<td>91.80</td>
<td>91.72</td>
<td>92.13</td>
<td>90.91</td>
</tr>
<tr>
<td>Recall</td>
<td>91.02</td>
<td>74.40</td>
<td>90.97</td>
<td>92.54</td>
<td>91.41</td>
</tr>
<tr>
<td>F1 score</td>
<td>87.98</td>
<td>84.15</td>
<td>91.64</td>
<td>92.55</td>
<td>91.41</td>
</tr>
<tr>
<td>Accuracy</td>
<td>87.98</td>
<td>84.39</td>
<td>91.65</td>
<td>92.56</td>
<td>91.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measures in %</th>
<th>Bi-LSTM</th>
<th>CNN</th>
<th>CRED_Tweet Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>87.22</td>
<td>98.41</td>
<td>98.44</td>
</tr>
<tr>
<td>Recall</td>
<td>93.02</td>
<td>95.44</td>
<td>96.56</td>
</tr>
<tr>
<td>F1 score</td>
<td>90.01</td>
<td>97.04</td>
<td>97.60</td>
</tr>
<tr>
<td>Accuracy</td>
<td>90.01</td>
<td>97.05</td>
<td>97.60</td>
</tr>
</tbody>
</table>
C. Analysis of the Result

The performance of the statistical ML models has been observed using ROC and precision-recall curve. ROC curves summaries the trade-off between the true positive rate and the false positive rate for a predictive model with varying probability thresholds whereas Precision-Recall curves illustrate the trade-off between a predictive model’s actual positive rate and positive predictive value when different probability thresholds are used. The integral or an estimate of the area under the precision-recall curve is summarized as AUC (Area under curve). Fig. 6 illustrates ROC-AUCs and PRC-AUCs for the deployed models. Here, Random Forest and XG Boost Algorithm gives 0.97 %, Naïve Bayes gives 0.83 %, Logistic Regression and Decision Tree gives 0.93 % ROC-area under curve. The precision-recall curve is constructed by calculating and plotting the precision against the recall for different classifiers at a variety of thresholds. PRC identifies the Positive Predictive Value (precision) for each corresponding value on the sensitivity (recall) scale. Here, Random Forest and XG Boost Algorithm gives 0.97 %, Naïve Bayes gives 0.81 %, Logistic Regression and Decision Tree gives 0.94 % and 0.89 % respectively area under curve for PRC. In our experimentation, Decision Tree had the best precision and recall i.e. 92.13 % and 92.54 % with the 92.56 % accuracy which is best among all the algorithms.

![Fig. 6. Shows ROC and Precision-Recall Curve for LR,DT,RF,NB and XG Boost Classifier with Text and Metadata.](image)

During the analysis, all the metadata features have been tested individually as well as in the combination to determine their impact on the tweet credibility detection. However, it has been observed that combination of both news content and user content features improves detection rate. The proposed hybrid model CRED_Tweet trained in order to improve work in this domain. The model outperforms LSTM with similar weights and shorter training time in terms of test accuracy. As a result, quicker training with CNN is feasible, decreasing the training time required for big datasets. Fig. 7 shows the plots of the training and test accuracy and loss values of the model over the 05 epochs. Model loss figure shows good fit learning curve which shows that training and testing loss that decreases to a point of stability remains almost the same in all epochs.

![Fig. 7. Shows Accuracy and Loss of CRED_Tweet Model.](image)

D. Comparative Analysis

We compare the CRED Tweet model to a few state-of-the-art approaches, which are listed below. TI-CNN technique used by author [29] with text and picture for fake news detection is by combining implicit and explicit characteristics. This technique has used 8,074 real news and 11,941 fake news which gave 92.2 % precision, 92.7 % Recall, 92.10 % F-score and accuracy. In [30], author have used machine learning approaches with multiple features extracted from different sources, which used 2282 Buzz Feed news related to US election and found 85% AUC with Random Forest, 80 % with KNN and 86 % with XGB. Here author have used Multilingual Approach for Fake Tweet Detection. For Indic i.e. Bengali and Hindi Languages & English give 92.75% Precision, 62.95% Recall, 75% F1-score and 81% accuracy. In [22] various machine learning algorithm has been experimented on Covid-19 epidemic fake news dataset which contains 5000 real tweets and 5000 fake tweets. The method gives 85 % precision, 82% F1-score and 79% accuracy. Table V and Fig. 8 shows comparative evaluation with other approaches w.r.t precision, recall, F1-score and accuracy parameter.

<table>
<thead>
<tr>
<th>Author</th>
<th>Methodology</th>
<th>Dataset</th>
<th>Results</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et al. 2018</td>
<td>TI-CNN technique to evaluate picture and text for fake news analysis by combining explicit and latent characteristics...</td>
<td>20,015 news, i.e., 11,941 fake news and 8,074 real news</td>
<td>Precision-92.2 Recall-92.7 F1-score-92.10</td>
<td>The model trained only on CNN which may work better with picture but for text RNN model is needed.</td>
</tr>
<tr>
<td>Reis et al. 2019</td>
<td>Machine learning approaches are used with multiple features extracted from different sources</td>
<td>2282 Buzz Feed news related to US election</td>
<td>RF-85% KNN - 80% SVM - 79%</td>
<td>Accuracy for detecting fake account is very low due to small dataset.</td>
</tr>
<tr>
<td>D. Car et al. 2020</td>
<td>Multi-Indic-Linguistic Approach used for COVID Fake-Tweet Detection</td>
<td>COVID-19 multilingual tweet dataset for Indic Languages (Hindi and Bengali) &amp; English</td>
<td>Precision-92.75 Recall-62.95 F1-score-75.00</td>
<td>Accuracy for detecting fake account is very low due to small dataset.</td>
</tr>
<tr>
<td>Y. Madani et al. 2021</td>
<td>The various machine learning algorithm has been experimented on Covid-19 epidemic fake news dataset</td>
<td>FakeNewsNet dataset contains 10,000 fake and real tweets (5000 fake tweets and 5000 Real tweets)</td>
<td>RF-79%, DT-62% LR-60%, SVM-72% NB -53%, MLP-48%</td>
<td>Accuracy for detecting fake account is very low due to small dataset.</td>
</tr>
</tbody>
</table>
We aimed at doing in-depth exploratory analysis on the tweet in order to find out the indirect features that can affect the credibility of the news. Despite the enormous amount of existing works on fake news identification and detection, there is still room for improvements, and new profound developments into the nature of fake news can lead to more effective and accurate models.
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Abstract—Driver decisions and behaviors are the major factors in on-road driving safety. Most significantly, traffic injuries and accidents are reduced using the accurate driver behavior monitoring system. However, the challenges occur in understanding human behaviors in the practical environment due to uncontrolled scenarios like cluttered and dynamic backgrounds, occlusion, and illumination variation. Recently, traffic accidents are mainly caused by distracted drivers, which has increased with the popularization of smartphones. Therefore, the distracted driver detection model is necessary to appropriately find the behavior of the distracted driver and give warnings to the driver to prevent accidents, which need to be concentrated as serious issues. The main intention of this paper is to design and implement a novel deep learning framework for driver distraction detection. First, the datasets for driver distraction detection are gathered from public sources. Furthermore, the Optimal Fusion-based Local Gradient Pattern (LGP) and Local Weber Pattern (LWP) perform the pattern extraction of the images. These patterns are inputted into the new deep learning framework with Ensemble Variant Convolutional Neural Network (EV-CNN) for feature learning. The EV-CNN includes three different models, like Resnet50, Inceptionv3, and Xception. The extracted features are subjected to the architecture-optimized Long Short-Term Memory (LSTM). The Hybrid Squirrel Whale Optimization Algorithm (HSWOA) performs both the pattern extraction and the LSTM optimization. The experimental results demonstrate the effective classification performance of the suggested model in terms of accuracy during the detection of distracted driving and are helpful in maintaining safe driving habits.

Keywords—Distracted driver detection; ensemble variant convolutional neural network; hybrid squirrel whale optimization algorithm; local gradient pattern; local weber pattern; optimal fusion-based pattern descriptors; long short term memory

I. INTRODUCTION

The complicated traffic road systems have four different elements like environment, roads, cars, and people. If these four elements are not coordinated, then it leads to road accidents [1]. Recent research reveals that more number of accidents nearly 90% of accidents are caused due to driver error owing to their drunkenness, distraction, and fatigue. Mostly, car accidents highly occur because of the reason of driver distraction. Some of the actions of the drivers like eating or drinking, switching to a favorite radio station and using mobile devices lead to accidents as they only need to focus on the driving towards road without any distraction [2] [3]. Distracted driving mainly causes the wrong lane changes those results in severe traffic accidents. National Highway Traffic Safety Administration (NHTSA) defines distracted driving as “any activity that diverts attention from driving, including talking or texting on the phone, eating and drinking, etc.”. The rapid development of onboard electronics like smartphones and navigation systems are designed as supplementary factors that influence the distraction of the driver [4]. Hence, it is essential for developing in-depth research on determining their occurrence mechanisms, distracted driver attitude, and developing their respective solutions. This can be done for enhancing driving safety and reducing the frequency of distracted driving behaviors [5] [6], [7].

Many research works have been made for identifying the behavior of distracted drivers at different levels. The Gaussian Mixture Model (GMM) model is developed by collecting the parameters of vehicle motion through in-car GPS for judging whether the distraction occurred or not in the driver [7]. The collected vehicle data in the running state is utilized in the existing model based on support vector machine technology and has differentiated them into three classes like high cognitive load distraction, low cognitive load distraction and no distraction [8]. The dynamic parameters regarding the brake baffle position and acceleration baffle position are gathered and involved five diverse machine learning approaches for distinguishing the visual distraction of the driver, lane lateral deviation and longitudinal/lateral acceleration, where the vehicle speed is used in the model. This model achieves an accurate identification of the distraction state of the driver. Recently, the detection approaches of distracted driving relies on the dynamic estimation of vehicle operating parameters like lane deviation, steering wheel angle, acceleration, and vehicle speed for determining the distraction [9] [10]. On the other hand, this methodology requires the installation of additional exclusive data acquisition tools in the vehicle [11]. Concerning the different kinds and specifications, the accuracy and completeness of data acquisition devices are varying which is not beneficial for the application in the practical driving environment.

Various vision and physiological sensors are vastly utilized in monitoring the driver's status. Physiological sensors are commonly limited to estimating particular driving behavior. In
order to evaluate the fatigue and somnolence of the driver, EEG and EOG [12] are mostly used in the existing model. However, these sensors are cost-ineffective and need certain prior information like gaze direction. Some approaches are developed for detecting distracted driver behaviors using vision, vehicle driving status, and physiological parameters. According to the development in computing hardware, neural networks, and camera technology, complete features are allowed to be obtained from complex images. Convolutional Neural Networks (CNNs) [13] are commonly used for certain complex tasks in image processing. Recently, different approaches have been developed in the deep learning concept for solving the problems related to image recognition and classification [14] [15] [16]. These approaches are used for extracting the features from the images and utilized for performing the classification. Yet, the distracted behavior is detected by involving a single pre-trained model, which leads to an overfitting problem that further results in detection failures in practical applications. Therefore, a new distracted driver detection model needs to develop using a deep learning approach.

The main contributions of the research work are described as follows:

- To design a new distracted driver detection model with the support of the suggested hybrid optimization algorithm using the developed ensemble learning for feature extraction through the improved deep learning model for distracted driver detection to reduce traffic accidents by warning the distracted drivers.
- To develop an optimal fusion-based pattern extraction approach by combining the extracted patterns of LGP and LWP for maximizing the entropy of the developed HSWOA-based pattern images.
- To integrate an ensemble variant-CNN for extracting more significant features from the ResNet50, Inceptionv3, and Xception networks for ensuring the highly essential features for the proposed model.
- To develop an improved deep learning model named O-LSTM for detecting distracted driver behavior with the help of suggested HSWOA by optimizing certain parameters in LSTM for enhancing the accuracy and precision of the detection in the proposed distracted driver detection model.
- To introduce the hybrid optimization algorithm named HSWOA for optimizing the fusion weights of the optimal fused patterns and for tuning the hidden neurons and number of epochs of the LSTM to achieve accurate detection performance and to improve the overall performance of the proposed model.
- To evaluate the efficiency of the proposed model by comparing it with diverse heuristic algorithms and also with the different classifiers under various quantitative measures.

The rest of the sections in the proposed model are stated as follows. The Section II discusses the exciting works and their challenges. The Section III explains the proposed distracted driver detection model using deep learning approaches. The Section IV conveys the optimal fusion-based pattern extraction of the proposed model. The Section V narrates the ensemble variant-CNN-based feature extraction phase for the proposed model. The Section VI describes the ensemble classification and suggested HSWOA of the proposed model. The Section VII depicts the achieved results of the proposed distracted driver detection model. The Section VII concludes the developed distracted driver detection model.

## II. LITERATURE SURVEY

### A. Related Work

In 2020, Omerustaoglu et al. [17] have developed the distracted driver detection approach based on vision data for improving the generalization ability of the proposed model. The dataset was obtained as the sensor data and driver images that were acquired from the practical drives. The distraction of the driver was identified through the two-stage model with the help of deep learning approaches. This proposed model was validated and shown that proposed model was enhanced the overall performance of both the fused approaches based on the public dataset. In 2021, Huang et al. [18] have implemented a hybrid form of deep learning framework for finding the distracted behaviors of the drivers by processing the image features. The co-operative pre-trained model was developed for enhancing the accuracy while detecting the driving activity in the system with the help of combined deep learning architectures. The simulation analysis has shown that the proposed model has secured better classification accuracy in the detection of distracted driver behavior and also confirmed the potential capability of maintaining the safety driving without any accidents.

In 2021, Jegham et al. [19] have proposed a Kinect sensor for recognizing the safe driver with the multimodal signals from the sensors. Then, the attention-based network was developed for performing the cognitive process towards the deep network by concentrating on the motion and silhouette of the driver that was acquired from the correlated driver scenes. The analysis results have revealed that the proposed model was highly effective in terms of providing high classification accuracy when compared with the conventional methods. In 2020, Ou and Karray [20] have suggested a novel driver distraction detection model using an improved deep learning approach for determining distracted behavior in different driving conditions. Initially, the generative models were designed for generating the images related to diverse driving conditions and then, the discriminative models for classifying the generated images. The collected dataset was correlated with newly generated training samples, and then, the deep learning approach was trained for recognizing the distraction. The suggested framework has proved that the generative models have a high ability to produce driver images under diverse driving conditions.

In 2021, Pal et al. [21] have investigated a deep learning model for classifying and identifying the distracted behavior of drivers to alert them at the right time and also has ensured an effective solution for the problem. The integrated model has divided the driver activity into ten different categories that have also included with the safe driving class. When the
distracted driver was observed, the proposed model has detected the event and eliminated the accidents by alerting the drivers. In 2021, Rao et al. [22] have integrated a detection model for identifying the distraction behavior of the driver using the driving images that were captured using an in-vehicle camera. Here, the whitening of the image has occurred for minimizing the correlation and redundancy of the pixel matrix. The analysis results have shown that a higher accuracy was acquired through the proposed model in detecting the distraction behavior when compared with the existing machine learning models.

In 2021, Kumar et al. [23] have proposed a deep learning-based detection model for finding driver distraction behavior. This introduced model has provided superior performance based on the practical environmental inputs, which was determined by comparing it with the other state-of-the-art methods. The suggested approaches have secured high scores in all the quantitative measures for classification. In 2021, Dunn et al. [24] have implemented the data from the two different driving studies by incorporating the automatic-equipped vehicles with the help of a driving automation system in order to analyze the driver behaviors. The analysis results have ensured with significant insights of the driving automation systems under diverse operational phases. Here, the overreliance and overtrust on the advanced technologies have reduced certain safety benefits of these proposed systems.

B. Problem Statement

How to correctly identify whether the driver is in a distracted driving state and provide the necessary warnings for the driver to avoid potential safety risks has become one of the most concerning issues. Many techniques have been developed earlier, and some of them are given pros and cons as mentioned in Table I. CNN and LSTM-RNN [17] reduce the overfitting problem and improve the overall accuracy rate. However, it shows the performance loss owing to the viewpoint of the car and camera are not the same as in the public datasets as their collection setup. HCF [18] achieves a good identification rate and also achieves better classification performance. Yet, when the number of training samples is increased, the performance rate can be affected. DSA [19] enhances the classification capability by choosing the highly essential regions from the images. However, it is slightly suffered from high illumination variation particularly focusing at the front view. CNN [20] efficiently reduces the computational time using the feature selection process. Still, it does not be applicable for real-time applications as it needs to be enhancing the effectiveness of the controller. CNN [21] efficiently detects the distracted regions. Yet, it is difficult to train the data and the computation of the network is slow. Deep CNN [22] attains a better accuracy rate at a faster speed. However, more memory is required to train the data. CapsNet [23] attains better accuracy, precision and recall values even with the utilization of less model parameters. On the other hand, it does not consider the detection of drowsiness, which is a significant non-visual feature. VCC NDS and DAF NDS [24] show effective performance on studying the Over-trust and overreliance on driving automation. But, it includes a very less number of samples for investigation. Hence, owing to the consideration of these existing challenges, it is well-determined to develop a new driver distraction model for avoiding traffic accidents caused by drivers.

<table>
<thead>
<tr>
<th>Author [citation]</th>
<th>Methodology</th>
<th>Features</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omerustaoglu et al. [17]</td>
<td>CNN and LSTM-RNN</td>
<td>It reduces the overfitting problem and improves the overall accuracy rate.</td>
<td>It shows the performance loss owing to the viewpoint of the car and camera are not the same as in the public datasets as their collection setup.</td>
</tr>
<tr>
<td>Huang et al. [18]</td>
<td>HCF</td>
<td>It achieves a good identification rate. It achieves better classification performance.</td>
<td>When the number of training samples is increased, the performance rate can be affected.</td>
</tr>
<tr>
<td>Jegham et al. [19]</td>
<td>DSA</td>
<td>It enhances the classification capability by choosing the highly essential regions from the images.</td>
<td>It is slightly suffered from high illumination variation particularly focusing at the front view.</td>
</tr>
<tr>
<td>Ou and Karray [20]</td>
<td>CNN</td>
<td>It efficiently reduces the computational time using the feature selection process.</td>
<td>It does not be applicable for real-time applications as it needs to be enhancing the effectiveness of the controller.</td>
</tr>
<tr>
<td>Pal et al. [21]</td>
<td>CNN</td>
<td>It efficiently detects the distracted regions.</td>
<td>It is difficult to train the data. The computation of the network is slow.</td>
</tr>
<tr>
<td>Rao et al. [22]</td>
<td>Deep CNN</td>
<td>It attains a better accuracy rate at a faster speed.</td>
<td>More memory is required to train the data.</td>
</tr>
<tr>
<td>Kumar et al. [23]</td>
<td>CapsNet</td>
<td>It attains better accuracy, precision and recall values even with the utilization of less model parameters.</td>
<td>It does not consider the detection of drowsiness, which is a significant non-visual feature.</td>
</tr>
<tr>
<td>Dunn et al. [24]</td>
<td>VCC NDS and DAF NDS</td>
<td>It shows effective performance on studying the Over-trust and overreliance on driving automation.</td>
<td>It includes a very less number of samples for investigation.</td>
</tr>
</tbody>
</table>
III. ARCHITECTURAL VIEW OF DISTRACTED DRIVER DETECTION WITH DATA COLLECTION

A. Architectural Description

Before, the classification of a distracted driver is performed in two different ways. In the first way of method, wearable sensors are used for computing physiological and biomedical signals like heart rate, muscular and vascular activities and brain activity. However, the above-mentioned method has certain disadvantages like user involvement and hardware cost. In the second way of method, the cameras are used for classifying distracted drivers, where diverse vision-based approaches are involved for monitoring the distracted behaviors in practice such as fatigue-related features from the driver’s face, body postures, gaze and head pose detection. Mostly, the vision-based techniques are incorporated as the two-step structure, where the significant features are obtained from the original data based on the hand-crafted techniques, and next, the classifiers are considered according to the hand-crafted features. If the two-step structure is used in the approach, then the approach was not able to acquire an optimal trade-off among the hand-crafted features and robustness of the trained classifier. The vision-based approaches are involved with the decision trees and Support Vector Machines (SVMs) for detecting distracted drivers, which seeks most of the research. CNNs are generally utilized for complex tasks related to image processing. Deep learning models have been developed rapidly into speech recognition, natural language processing, and computer vision and ensured promising outcomes for solving the distracted driver detection problem. Recently, various deep learning approaches like DenseNet, ResNet, Inception, VGGNet, and AlexNet have been developed for handling the problems related to image recognition and classification. These techniques are used for extracting the significant features from the images and are considered for image classification. But, the recognition of distracted driver behavior based on the single pre-trained model may lead to overfitting issues that further result in detection failure. Therefore, it is required to develop a new distracted driver detection model using ensemble learning approaches that are diagrammatically represented in Fig. 1.

A new distracted driver detection model is developed and processed under various steps for detecting distracted driver behaviors while driving to ensure safe driving and to avoid traffic accidents with the help of deep learning and a hybrid optimization algorithm. The input driver images with both safe driving and distracted behavior images are obtained from publicly available resources. The collected input images were considered for the optimal fusion-based pattern extraction phase. This phase concatenates the pattern extracted from two different pattern extraction approaches like LGP and LWP, where the optimized weights for respective patterns are incorporated for maximizing the entropy of the extracted patterns. The fusion weights are optimized with the help of a suggested hybrid algorithm named HSWOA, which is implemented by combining the features of SSA and WOA.

Then, the optimized patterns are given into the developed EV-CNN, in which the deep features are extracted from the pooling layers of the ensemble variants of CNN like ResNet 50, Inceptionv3 and xception for obtaining the most accurate features of the proposed model to the detection phase. Further, the extracted features are subjected into the developed O-LSTM, where the suggested HSWOA is used for optimizing the number of hidden neurons and number of epochs of LSTM to improve the accuracy and precision of the proposed model. At last, the distracted driver behaviors are detected using the implemented O-LSTM.

B. Data Collection

The proposed distracted driver detection model collects the required images from the “https://www.kaggle.com/c/state-farm-distracted-driver-detection/data: access date: 2021-12-27”. Here, the dataset consists of the driver images of doing some actions such as reaching behind, doing makeup, talking on the phone, eating and texting. The dataset is comprised of ten classes to predict the driver distraction behavior with both the test and train data. The input images of the proposed distracted driver detection model are represented as $I_{M_{indiv}}$, where $p = 1, 2, ..., P$ and $P$ show the total number of collected driver images from the dataset. The sample images for ten classes are listed in Fig. 2.

Fig. 1. The Proposed Architecture of a New Distracted Driver Detection Model.
<table>
<thead>
<tr>
<th>Class description</th>
<th>Image 1</th>
<th>Image 2</th>
<th>Image 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1: Safe driving</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 2: Texting-right</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 3: Talking on the phone-right</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 4: Texting-left</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 5: Talking on the phone-left</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 6: Operating the radio</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 7: Drinking</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
<tr>
<td>Class 8: Reaching behind</td>
<td><img src="#" alt="Image 1" /></td>
<td><img src="#" alt="Image 2" /></td>
<td><img src="#" alt="Image 3" /></td>
</tr>
</tbody>
</table>
IV. PRIMARY STEPS OF Distracted Driver Detection:

OPTIMAL FUSION APPROACH

A. Optimal Fusion-based Pattern Extraction

The proposed distracted driver detection model utilizes the LGP and LWD for extracting the patterns from the input images $I_{indriv}^P$ to attain the accurate performance while detecting distracted drivers while driving. LGP [25] is used for providing the transformation of output image, which is independent of the global intensity variations. This approach is employed for ensuring the facial features but, it is highly sensitive to the local variations along with the edge components in the human face. Similarly, LWP [26] is utilized in the proposed model as it provides superior performance over other descriptors. However, this model considers only four pixels on both the vertical and horizontal directions that are insufficient to represent the local information. Therefore, the pattern extracted from the LGP and LWP is integrated with the optimized weights, respectively using the suggested HSWOA for enhancing the detection performance and to overcome the existing challenges. Here, the optimized fusion weights with the LGP-based pattern is denoted by $\alpha$, and the optimize weights with the LWP-based pattern is indicated by $\beta$. The optimal fusion-based patterns are obtained through in Eq. (1).

$$P_{LGP}^t = \left( P_{LGP}^t * \alpha \right) + \left( P_{LWP}^t * \beta \right)$$

(1)

The main objective $FF_i$ of optimizing the weights of the extracted patterns is to maximize the entropy of the proposed model that is given in Eq. (2).

$$FF_i = \arg \max_{[\alpha, \beta]} \left( \frac{1}{EN} \right)$$

(2)

Here, the term $EN$ denotes the entropy, which is computed through the Eq. (13). Entropy $EN$ gives “the amount of loss of data in a given input which provides the required information for feature extraction”. This is shown in the Eq. (3).

$$EN = \sum_{x=0}^{X-1} P_{tx} \log P_{tx}$$

(3)

The total number of patterns is expressed as $X$. The entropy needs to be maximized for acquiring the efficient optimized pattern for the distracted driver detection model. Finally, the optimal fusion patterns are denoted by $P_{LGP}^t$. The optimal fusion-based pattern extraction with LGP and LWP is represented in Fig. 3.

B. LGP

The input images $I_{indriv}^P$ are subjected to the LGP technique for extracting the local gradient pattern in the neighboring by involving the intensity gradient profile of the neighborhood measure. Therefore, the LGP value of $I_{indriv}^P$ is computed for each pixel $(a_d, b_d)$ using Eq. (4).

$$LGP(a_d, b_d) = \sum_{i=0}^{l} t(h_j - \bar{h}) 2^i,$$

(4)

$$t(a) = \begin{cases} 1, & a \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

Fig. 2. Sample Distracted Driver Images considered for the Proposed Distracted Driver Detection Model

Fig. 3. Optimal Fusion-based Pattern Extraction for the Proposed Distracted Driver Detection Model.
Here, the term \( h_t \) represents the gradient of the neighboring pixel \( I \) and the average gradient of the neighboring pixels are denoted as \( \bar{h} \) that are calculated as given in Eq. (5) and Eq. (6).

\[
h_t = |I_t - T_c|
\]  
\[
\bar{h} = \left( \frac{1}{8} \right) \sum_{j=0}^{I} h_t
\]  

The extracted patterns are obtained from the LGP technique that is expressed as \( P_{LGP} \).

C. LWP

The proposed distracted driver detection model employs the input images \( IM_{indiv} \) for extracting the patterns to determine the distracted driver. LWP is the pattern extraction technique by determining the ratio of present in the pixel intensity. This is said to be stimulus information under the visual perception. Differential excitation computes “the ratio of change in pixel intensity between center pixels against its neighbors”. It identifies the local salient visual patterns. The differential excitation is estimated at central pixel \( \varepsilon (y_s) \) using Eq. (7).

\[
\varepsilon (y_s) = \arctan \left( \frac{\sum_{j=0}^{I} (y_j - y_s)}{y_s} \right)
\]  

Here, the term \( q \) denotes the number of neighbors on a circle of radius \( B \) and \( y_s \) indicates the intensity value of the central pixel. If \( \varepsilon (y_s) \) is determined as positive, then it influences the surrouding pixel to be lighter than the present pixel. In contrast, if \( \varepsilon (y_s) \) is determined to be negative, it influences the surrounding pixels are darker than the present pixel. The orientation component of LWD is estimated through Eq. (8).

\[
\theta (y_s) = \arctan \left( \frac{y_{\frac{q-B}{2}} - y_{B}}{y_{q-B} - y_{\frac{q-B}{2}}} \right)
\]  

The extracted patterns using LWD are denoted as \( P_{LWD} \).

V. ENSEMBLE LEARNING-BASED FEATURE EXTRACTION FOR DISTRACTED DRIVER DETECTION

A. Ensemble Learning Model

The proposed distracted driver detection model extracts diverse features from the optimized patterns \( P_{opt}^{LGP} \) for performing efficient detection performance in the developed model using the suggested HSWOA. CNN-based techniques [27] are selected in the proposed model as it provides better recognition features with the utilization of its more layers and it is independent of the human efforts when implementing its functionalities. Then, the extracted deep features from the pooling layer of the ensemble variant model, where the ResNet50 [28], inceptionv3 [29] and xception [29] approaches are used. ResNet50 in the proposed model contains huge number of layers, which can be trained without enhancing the training error percentage. Similarly, inceptionv3 in the proposed model gains high performance and effectively utilizes the computing resources with less computation load. Xception provides superior performance when utilizing in the larger image classification dataset and ensures higher computational efficiency. The significant features are obtained from the ensemble variant model from the extracted deep features for the distracted driver detection phase. Finally, the extracted features from the three approaches are concatenated and put forwarded to the O-LSTM-based detection. The developed EV-CNN-based feature extraction is depicted in Fig. 4.

B. ResNet Model

The proposed distracted driver detection model uses the ResNet50 technique for extracting the significant features from the optimal fusion-based pattern images. The ResNet [30] ensures improved performance even when more number of images is given into it. This model is developed using the skipping connections that is made on the two to three layers with ReLU and batch normalization. The residual learning is applicable to the multiple layers of architecture. The residual block of the ResNet is computed using the Eq. (9).

\[
O_l = J (in, U + in)
\]
Here, the term \( Ol \) denotes the output layer, \( in \) shows the input layer, and the residual map are represented by the function \( J \). The residual block on the ResNet is processed when the dimensions of the input layer and output layer are the same. Additionally, each block of the ResNet contains two or three layers. The first two layers of the ResNet express the “GoogleNet by doing convolution \( 7 \times 7 \)” and max-pooling at the size of \( 3 \times 3 \). The extracted features from the pooling layer of ResNet50 are represented as \( FE_{g}^{RES} \) that is computed with the number of 400 features.

**C. Inception Model**

The extracted deep features \( DF_{f}^{cnm} \) are used for obtaining the essential features from Inceptionv3 for the proposed distracted driver detection model. Inception model is used for clustering the sparse convolution kernel structure into the diverse dense sub-convolution kernel combinations. Convolutional filters with various sizes are employed for acquiring the diverse receptive fields. The training procedure of the inception is described initially with the input deep features into the three convolution layers of the inception model. Three convolution layers are performed with kernels of \( 3 \times 3 \) along with the one max pooling layer for extracting the low latitude features from the input deep features. Further, two convolution layers are used with the help of kernels of \( 1 \times 1 \) and \( 3 \times 3 \) and also with the one max pooling layer are utilized for extracting the features. Then, the three pooling layer is used for obtaining the high-dimensional features from the input deep features. The extracted features from the pooling layer of Inception model are counted to be 400, which are indicated by \( FE_{h}^{in} \).

**D. Xception Model**

The proposed distracted driver detection model uses the xception technique for extracting the significant features from the deep features \( DF_{f}^{cnm} \). Xception model employs 36 convolutional layers for performing the feature extraction based on the CNN. These convolutional layers are sorted accordingly into the 14 modules, which are covered by the linear residual connections. The input deep features \( DF_{f}^{cnm} \) are considered to the Convolutional kernels for extracting the features. The output of the convolution layer is computed using Eq. (10).

\[
B_{p} = f \left( CK_{p} * B_{p-1} + c_{p} \right)
\]

(10)

Here, the term \( B_{p} \) denotes the output of \( P^{th} \) convolution layer; the activation function is indicated by \( f (\cdot) \), the convolution kernel is represented by \( CK_{p} \), convolution operation is denoted by "\(*\)" and the offset parameter is shown by \( c_{p} \). The feature maps are given into the separable convolution for feature extraction. Here, the separable convolution is utilized for minimizing the parameters count and computation complexity in the model. The extracted features from the pooling layer of the Xception model are counted to be 400 that are denoted by \( FE_{k}^{xcep} \).

Finally, the extracted features from ResNet50, Inceptionv3 and Xception are concatenated into a single set of features, which is expressed by \( FE_{j}^{con} = FE_{g}^{RES} + FE_{h}^{in} + FE_{k}^{xcep} \), where \( l = 1, 2, \ldots, L \) and \( L \) denotes the total number of concatenated features for the proposed distracted driver detection model.

**VI. HYBRID META-HEURISTIC-BASED DISTRACTED DRIVER DETECTION**

**A. LSTM-based Detection Model**

The concatenated features \( FE_{j}^{con} \) are utilized in the O-LSTM [31] for classifying distracted driver behaviors to avoid traffic accidents. The classification phases are made stronger by the recurrent structures of the deep learning algorithm and so, the external memories are needless for storing the output. The recurrent structures of the LSTM classifiers provide less complexity in computation. The four components such as “cells, input gate, output gate and forget gate” are presented in the LSTM network. The cell carries the data and passed to the input and output gate. The forget gate is initially used for determining the information passed through the network that is shown in Eq. (11).

\[
c_{j} = \sigma \left( B_{c} \cdot \left[ k_{j-1}, \left( FE_{j}^{con} \right) \right] + w_{c} \right)
\]

(11)

Here, the terms \( \sigma \) and \( k_{j} \) are correspondingly shown as sigmoid activation function and the output of the hidden state. The weight matrices are described as \( B_{c}, B_{g}, B_{h}, B_{q} \) and the input variable is given as \( FE_{j}^{con} \). Then, the cell output, output gate and forget gate are represented as \( g_{j}, q_{j} \) and \( G_{j} \), respectively. The biased values of these gates are portrayed as \( w_{c}, w_{f}, w_{h}, w_{q} \). The input gate is formulated in Eq. (12).

\[
g_{j} = \sigma \left( B_{g} \cdot \left[ k_{j-1}, \left( FE_{j}^{con} \right) \right] + w_{f} \right)
\]

(12)

Further, it updates a new cell states using sigmoid function that generates the new vector \( \tilde{G}_{j} \) that is shown in Eq. (13).

\[
\tilde{G}_{j} = \tan k \left( B_{h} \cdot \left[ k_{j-1}, \left( FU_{g}^{conv} \right) \right] + w_{h} \right)
\]

(13)

For updating the old cell into new cell, the earlier state is integrated with forget gate and added more parameters that is given in Eq. (14).

\[
G_{j} = g_{j} * G_{j-1} + c_{j} * \tilde{G}_{j}
\]

(14)
Finally, the output gate provides the cell state using the output of the sigmoid of output gates that are given in Eq. (15) and Eq. (16).

\[ q_t = \sigma \left( B_t \cdot \left[ k_{t-1}, (FE^{con}_{t-1})_j \right] + w_q \right) \]  

(15)

\[ k_t = q_t \cdot \tanh (d_t) \]  

(16)

The sigmoid activation function of the LSTM classifier is represented as \( \sigma \) with hyperbolic tangent \( \tanh \). The distracted driver behaviors are detected using the developed O-LSTM model that is depicted in Fig. 5.

**B. Objective Model**

The detected distracted behavior of the driver shows the accurate detection outcomes based on the developed O-LSTM with the suggested HSWOA. The detected results of the proposed distracted driver detection model are obtained as the various classes of safe driving and distracted driving behaviors. The objective function of the proposed distracted driver detection model is to maximize the detection accuracy and precision that is given in the Eq. (17).

\[ O_{\text{fun}}(\theta) = \arg \min_{\{HN_{lstm}^{\theta}, Ep_{lstm}^{\theta}\}} \left( \frac{1}{\text{accy} + \text{precision}} \right) \]  

(17)

Here, the term \( HN_{lstm}^{\theta} \) and \( Ep_{lstm}^{\theta} \) are represented as hidden neurons and the number of epochs of the LSTM, respectively. The developed HSWOA optimizes the number of hidden neurons in the range of [5,255] and number of epochs in the interval of [5, 20]. Accuracy \( \text{accy} \) is measured as the “closeness of the measurements to a specific value” as given the Eq. (18).

\[ \text{accy} = \frac{(t^p + t^n)}{(t^p + t^n + f^p + f^n)} \]  

(18)

Here, the true positive and true negative values are shown as \( t^p \) and \( t^n \), respectively and false positive and false negative values are given as \( f^p \) and \( f^n \), respectively. Precision \( \text{precision} \) is explained as “the fraction of relevant instances among the retrieved instances” as given in Eq. (19).

\[ \text{precision} = \frac{t^p}{t^p + f^p} \]  

(19)

The solution encoding of the suggested HSWOA is shown in Fig. 6.
C. Proposed HSWOA

The proposed distracted driver detection model employs the suggested HSBSO for reducing the training complexity in LSTM by optimizing its hidden neurons and epochs and also tuning the weights of the extracted deep features from the developed EV-CNN. WOA [31] algorithm is chosen for the proposed model due to the ability to solve the real-time optimization problems, which is also simple and easy to implement. But, it does not contain the capability to balance the exploration and exploitation phase. Also, it is easily falls into the local optimum problem. To overcome these challenges of WOA, a meta-heuristic algorithm named SSA [32] is adopted into WOA. Thus, the HSBSO algorithm is developed by adopting the features of SSA into the WOA algorithm. The SSA algorithm is capable of generating the optimal solution for high-dimension optimization problems at the limited time period. In the proposed HSBSO, two random variables \( c \) and \( d \) are introduced, which are determined by the fitness-based computations that are shown in Eq. (20) and Eq. (21).

\[
c = \text{abs} \left( f \left( j \right) - \text{bestfit} \right)
\]

\[
d = \text{abs} \left( \text{worstfit} - f \left( j \right) \right)
\]

Here, the term \( f \left( j \right) \) denotes the fitness of the current solution and the best fitness value and worst fitness value are denoted by \( \text{bestfit} \) and \( \text{worstfit} \), respectively. If the condition \( (c > d) \) is satisfied, then the position update takes place using the SSA otherwise, the position update takes place according to the WOA algorithm.

SSA [26] is implemented based on the motivation of the jumping mechanism and gliding strategies of the flying squirrels. The entire optimization process was carried out in the summer and winter phase. Initially, considered the count of the population is \( PP \) and the upper bound and lower bound of the search space are regarded as \( z_U \) and \( z_L \). Every individual in the population is generated according to Eq. (22).

\[
z_a = z_L + \text{rnd} \left( 1, dd \right) \times \left( z_U - z_L \right)
\]

Here, the term \( \text{rnd} \) denotes the random number at the range of 0 to 1, \( z_a \) indicates the \( a^{th} \) individual and the dimension of the search space is expressed by \( dd \). The SSA algorithm needs only one squirrel at the tree and so, equal number of trees and squirrels are present in the search space. Here, the squirrels are categorized based on the fitness of the population into three diverse varieties such as individuals located at hickory trees \( f_{sk} \) with the minimum fitness, individuals located at acorn trees \( f_{ac} \) with the ranking of second fitness and individuals located at normal trees \( f_{nt} \). Then, the foraging behavior is designed mathematically as follows.

The position of the flying squirrels in the acorn nut trees \( f_{ac} \) that jumps to hickory nut tree. Here, the new position of the squirrels is computed in Eq. (23).

\[
z_{\text{new}}^{ac} = z_{ac}^{old} + \frac{h_{ac} \times GC \left( z_{sk}^{old} - z_{ac}^{old} \right)}{\tan \left( \phi \right) \times cv} \begin{cases} \text{random position} & \text{if } \eta_1 \geq PR_{rd} \\ \text{others} & \end{cases}
\]

Here, the gliding constant is indicated by \( GC \) and the random function \( r_1 \) is determined from the interval \([0,1]\). The random gliding distance is shown by \( rd_{ac} \) that is computed in Eq. (24).

\[
rd_{ac} = \frac{h_{ac}}{\tan \left( \phi \right) \times cv}
\]

The terms \( cv \) and \( h_{ac} \) are considered as the constant values and the gliding angle \( \tan \left( \phi \right) \) is calculated in Eq. (25).

\[
\tan \left( \phi \right) = \frac{F}{M}
\]

The drag force is represented by \( F \) and the lift force is expressed by \( M \) and these two forces are computed as follows.

\[
F = \frac{1}{2 \rho v^2 s C_{dd}}
\]

\[
M = \frac{1}{2 \rho v^2 s C_{ll}}
\]

Here, the terms \( \rho \), \( v \), \( s \), \( C_{ll} \) and \( C_{dd} \) are indicated as the constants. Several numbers of squirrels are located on the normal trees that are migrated to the acorn nut trees for getting food resources, where the new position is decided by Eq. (28).

\[
z_{\text{new}}^{nt} = z_{nt}^{old} + \frac{h_{nt} \times GC \left( z_{sk}^{old} - z_{nt}^{old} \right)}{\tan \left( \phi \right) \times cv} \begin{cases} \text{random position} & \text{if } \eta_2 \geq PR_{rd} \\ \text{others} & \end{cases}
\]
Here, the term \( r_s \) denotes the random function that is determined from the interval \([0,1]\). Similarly, some squirrels in the normal tree are changed its location to the hickory nut tree, in which the new position of the squirrel is formulated in Eq. (29).

\[
z_{w}^{\text{new}} = \begin{cases} 
  z_{w}^{\text{old}} + rd_{j} \cdot GC(z_{w}^{\text{old}} - z_{w}^{\text{old}}) & \text{if } r_s \geq PR_{pd} \\
  \text{random position} & \text{others}
\end{cases}
\]  

(29)

Here, the term \( r_s \) indicates the random function that is determined from the interval \([0,1]\).

Estimate the seasonal monitoring condition: This step is to avoid the local minima problem. Here, the seasonal constant \( SE \) and the respective minimum values are correspondingly computed in Eq. (30) and Eq. (31).

\[
SE_{c}^{\text{new}} = \sqrt{\sum_{j=1}^{n} (z_{w,c,j}^{\text{old}} - z_{w,b,j})^2} \quad m = 1, 2, 3
\]  

(30)

\[
SE_{\text{cMIN}} = \frac{10E - 6}{365(\frac{1}{365})^2}
\]  

(31)

Here, the number of iterations is indicated by \( j \) and maximum number of iterations is denoted by \( j_{\text{max}} \). The season is determined through the condition \( SE_{c}^{\text{new}} < SE_{\text{cMIN}} \). When \( SE_{c}^{\text{new}} < SE_{\text{cMIN}} \) is satisfied, the winter season is started or else the season will be unchanged. When the summer season arises, all individuals update their position to \( f_{hk} \) that is shown in Eq. (32).

\[
z_{w}^{\text{new}} = z_{w} + \text{LEVY}(nn)(z_{q} - z_{w})
\]  

(32)

The levy distribution is known to be strong tool for enhancing the global exploration capability for most of the optimization algorithms that is given in Eq. (33).

\[
\text{LEVY}(y) = 0.01 \times \frac{dr_{p} \times \sigma}{|dr_{q}|^{1/\beta}}
\]  

(33)

Here, the two different functions denoted by \( dr_{p} \) and \( dr_{q} \) that is in the range of \([0,1]\) and the constant is indicated by \( \beta \) and also the term \( \sigma \) is computed through Eq. (34).

\[
\sigma = \frac{\Gamma((1+\beta)\times\sin\left(\frac{\pi\beta}{2}\right))}{\Gamma((1+\beta)\times\beta\times2^{(-\nu-3)/\nu})}
\]  

(34)

Finally, the algorithm stops when the maximum count of iterations is fulfilled.

WOA [31] is encouraged by the hunting behavior of humpback whales. These whales usually catch the pack of small fishes in their close surfaces for their food sources. This foraging happens by generating various bubbles in the circular direction around their prey. This unique behavior is known to be “bubble-net feeding method of humpback whales”.

1) “Encircling prey”: Every whale is indicated as the search agent. The abilities of the humpback whales are intended to identify the prey location and encircle them. WOA is initiated the searching without knowing the position of the optimal solution in the search space and then, the target food source location is considered as the current optimal solution. If the best candidate is identified, then all other candidates will update their position based on the best solution. The encircling behavior of the whales is represented as given in the Eq. (35).

\[
\vec{B} = |\vec{A} \cdot \vec{z}^* (j) - \vec{z} (j) |
\]  

(35)

\[
\vec{z} (j+1) = \vec{z}^* (j) - \vec{C} \cdot \vec{B}
\]  

(36)

Here the current iteration among the search agent is given as \( j \), the position of the current solution and the best solution are defined as \( \vec{z} \) and \( \vec{z}^* \), respectively and the coefficient vectors are denoted as \( \vec{C} \) and \( \vec{A} \) that are formulated in the Eq. (37) and Eq. (38).

\[
\vec{C} = 2 \cdot \vec{b} \cdot \vec{V} - \vec{b}
\]  

(37)

\[
\vec{A} = 2 \cdot \vec{V}
\]  

(38)

Here, the random vector is given as \( \vec{V} \) that lies in the interval of \([0,1]\) and the convergence factor is shown as \( \vec{b} \), which simultaneously reduces from 2 to 0 with maximizing the number of iterations.

2) “Bubble net attacking method”: This hunting behavior of whales is classified into two phases namely “shrinking and encircling of the prey” and “spiral upward encirclement and suppression”. The shrinking and encircling method is attained by decreasing the value of \( \vec{V} \). If \( |\vec{C}| \leq 1 \) satisfied, then the new position is updated for the search agent using the Eq. (36). The spiral-based position updating takes place for reaching their food destination which is equated in Eq. (39).

\[
\vec{z} (j+1) = \vec{B} \cdot e^{\gamma} \cdot \cos(2 \cdot \pi \cdot r) + \vec{z}^* (j)
\]  

(39)

Here, the random number is denoted as \( r \) in the range of \([-1,1]\) and the constant \( \gamma \) is utilized for indicating the shape of logarithmic spiral. Term \( \vec{B} = |\vec{z}^* - \vec{z}| \) shows the distance between the search agent and best solution. WOA selects the hunting mechanism among these two behaviors by assuming...
the same probability for updating the positions of the search agents that is shown in the Eq. (40).

\[
\mathbf{z}(j+1) = \begin{cases} 
\mathbf{z}^*(j) - \mathbf{\bar{C}} \cdot \mathbf{\bar{B}} & \text{if } P < 0.5 \\
\mathbf{B} \cdot e^{\mathbf{w} \cdot \cos(2\pi \cdot \mathbf{r})} + \mathbf{z}^*(j) & \text{if } P \geq 0.5
\end{cases}
\]

(40)

3) Searching for prey: WOA contains the ability to balance the “exploitation and exploration phase” due to the size of the vector \(\mathbf{C}\). If \(\mathbf{C} \geq 1\) satisfied, then the position of search agents is updated through the random vector for establishing the global optimal solution by reducing the local minima. This is depicted in the Eq. (41).

\[
\mathbf{B} = |\mathbf{A} \cdot \mathbf{z}_{\text{RN}} - \mathbf{R}|
\]

(41)

\[
\mathbf{z}(j + 1) = \mathbf{z}_{\text{RN}} - \mathbf{\bar{C}} \cdot \mathbf{\bar{B}}
\]

(42)

Here, the random vector is indicated as \(\mathbf{z}_{\text{RN}}\) and the best optimal solution that is position of prey is identified as \(\mathbf{z}^*\). The pseudo code of the proposed HSBSO is given in Algorithm 1.

**Algorithm 1: Proposed HSBSO**

1. Initialize the population along with its parameters
2. Evaluate the fitness of every individuals
3. Compute two variables \(c\) and \(d\) using Eq.(20) and Eq. (21), respectively
   - Determine the best and worst fitness values
   - While (until reaching the stopping criterion) do
     - If \( (c > d) \)
       - Solution updating based on SSA
     - Else
       - Solution updating based on WOA
     - End
   - End while
4. Obtain the best optimal solution

The hybrid optimization algorithm is used for enhancing the overall performance of the proposed model especially in the pattern extraction phase and detection phase, which reduces the overall burden of the proposed model. The flowchart of the proposed HSWOA is depicted in Fig. 7.

**VII. RESULT AND DISCUSSION**

A. Experimental Setup

The platform used for implementing the proposed distracted driver detection model was Python and certain experimental analysis was performed for testing the suggested model using several quantitative measures. The experimental analysis was mainly focused on comparing the performance between the proposed model and conventional meta-heuristic algorithms and also with different classifiers. The involved quantitative measures were classified as positive or Type I measures and negative measures or Type II measures. This experimental analysis was undergone with a population count as 10 and maximum iterations count as 10 for the proposed distracted driver detection model. The proposed HSWOA was compared with other meta-heuristic algorithms like “Particle Swarm Optimization (PSO) [33], Grey Wolf Optimizer (GWO) [34], SSA [32] and WOA [31] and machine learning algorithms like Neural Network (NN) [30], Convolutional Neural Network (CNN) [27], Long Short Term Memory (LSTM) [35], and Ensemble Learning Model (ELM) [17].”

B. Performance Metrics

The performance of proposed distracted driver detection model is evaluated using various quantitative measures that are given as follows.

1) MCC (mc) is “a measure of the quality of binary classifications of testing” as given in the Eq. (43)

\[
mc = \frac{t^p \times f^N - f^p \times f^N}{\sqrt{(t^p + f^p)(t^N + f^N)(t^N + f^N)(t^N + f^N)}}
\]

(43)
2) Specificity (spt) is “the proportion of negatives that are correctly identified” as represented in the Eq. (44):

\[ spt = \frac{t^N}{t^N + f^P} \]  \hspace{1cm} (44)

3) NPV (nv) is described as “the sum of all persons without disease in testing” as denoted in Eq. (45):

\[ nv = \frac{t^N}{t^N + f^N} \]  \hspace{1cm} (45)

4) F1-score (F1) is determined as “the measurement of the accuracy in the conducted test” as given in Eq. (46):

\[ F1 = 2 \times \frac{2t^P}{2t^P + f^P + f^N} \]  \hspace{1cm} (46)

5) FDR (fdr): is “a method of conceptualizing the rate of errors in testing when conducting multiple comparisons” as denoted in Eq. (47):

\[ fdr = \frac{f^P}{f^P + t^P} \]  \hspace{1cm} (47)

6) Sensitivity (sen): is “the proportion of positives that are correctly identified” as denoted in Eq. (48):

\[ sen = \frac{t^P}{t^P + f^N} \]  \hspace{1cm} (48)

7) FPR (frp): is defined as “the ratio between the numbers of negative events wrongly categorized as positive (false positives) and the total number of actual negative events” as given in Eq. (49):

\[ frp = \frac{f^P}{f^P + t^N} \]  \hspace{1cm} (49)

8) FNR (fnr): is “the proportion of positives which yield negative test outcomes with the test” as given in Eq. (50):

\[ fnr = \frac{f^N}{f^N + t^P} \]  \hspace{1cm} (50)

C. Optimal Fusion-based Pattern Extracted in the Proposed Distracted Driver Detection Model

The resultant image of the optimized patterns from the LGP and LWP in the proposed model is given in Fig. 8.

<table>
<thead>
<tr>
<th>Image description</th>
<th>Original images</th>
<th>Optimal fusion-based LGP and LWP images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td><img src="image1.jpg" alt="Image 1" /></td>
<td><img src="image1_optimized.jpg" alt="Image 1" /></td>
</tr>
<tr>
<td>Image 2</td>
<td><img src="image2.jpg" alt="Image 2" /></td>
<td><img src="image2_optimized.jpg" alt="Image 2" /></td>
</tr>
</tbody>
</table>
D. Performance Analysis on Accuracy based on different Meta-heuristic Algorithms

The performance analysis on accuracy for the proposed distracted driver detection model is tested by comparing with the different meta-heuristic algorithms as shown in Fig. 9 at varying learning percentages. The performance of the proposed HSWOA-EV-CNN+LSTM shows 0.21%, 0.64%, 0.53%, and 0.21% improved accuracy than the PSO-EV-CNN+LSTM, GWO-EV-CNN+LSTM, SSA-EV-CNN+LSTM and WOA-EV-CNN+LSTM, respectively at the learning percentage as 70 on dataset 2. While observing the accuracy and F1-Score of the proposed model, it shows a slight low performance at the iteration of 40, which has been increased at the iterations of 50, 60 and 70 that performance is maintained with a slight increase in performance until the iteration of 80. Thus, the overall performance of the proposed algorithm for the developed distracted driver detection model secures enhanced performance than other existing methods.

E. Performance Analysis on Proposed Model with different Classifiers

The performance analysis for the proposed distracted driver detection model is evaluated by comparing with different classifiers is depicted in Fig. 10 at varying learning percentages. The performance of the proposed HSWOA-EV-CNN+LSTM contains 6.66%, 6.66%, 7.86% and 4.34% higher accuracy than the NN, CNN, LSTM and ELM, respectively at the learning percentage of 35 on dataset 3. When considering the FNR of the proposed model, it ensures an increased performance rate on increasing the number of iterations. In the MCC analysis on the proposed model, it secures 0.6 values at iteration 35 that is increased to 0.7 at the iteration of 55 and in the further two iterations of 65 and 75, the MCC value has been enhanced than in the prior iterations. Thus, the overall performance of the proposed HSWOA-EV-CNN+LSTM for the proposed distracted driver detection model shows higher performance than other conventional methods of distracted driver detection.
Fig. 9. Performance Analysis on Suggested Distracted Driver Detection Model with Conventional Meta-heuristic Algorithms in Terms of 
(a) Accuracy, (b) F1-Score, (c) FDR, (d) FNR, (e) FPR, (f) MCC, (g) NPV, (h) Precision, (i) Sensitivity, (j) Specificity.
F. Overall Performance Analysis for the Proposed Model based on different Meta-heuristic Algorithms

The overall performance analysis for the proposed distracted driver detection model is estimated by comparing it with the different meta-heuristic algorithms as depicted in Table II. The performance of the proposed HSWOA-EV-CNN+LSTM is 0.36%, 0.59%, 0.62% and 0.38% superior to the PSO-EV-CNN+LSTM, GWO-EV-CNN+LSTM, SSA-EV-CNN+LSTM, and WOA-EV-CNN+LSTM, respectively when observing the performance of precision. In all the performance measures, the proposed model shows enhanced performance in detecting distracted driver behaviors through the given images. Therefore, the proposed distracted driver detection model enhances its performance more than the existing methods.

G. Overall Performance Analysis for the Proposed Model based on different Classifiers

The overall performance analysis of the proposed distracted driver detection model is tested by comparing it with the different classifiers as expressed in Table III. The performance of the proposed HSWOA-EV-CNN+LSTM provides 1.88%, 3.55%, 4.4% and 1.06% enhanced MCC than the NN, CNN, LSTM and ELM, respectively. The proposed distracted driver detection model using the suggested HSBSO shows enhanced performance in all quantitative measures particularly provides higher values in the accuracy, precision, specificity and MCC than the conventional techniques. Therefore, the proposed distracted driver detection model provides improved performance than the existing methods.
TABLE II. OVERALL PERFORMANCE ANALYSIS OF SUGGESTED DISTRACTED DRIVER DETECTION MODEL WITH DIFFERENT META-HEURISTIC ALGORITHMS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>“Accuracy”</td>
<td>0.9351</td>
<td>0.93686</td>
<td>0.9264</td>
<td>0.928</td>
<td>0.93684</td>
</tr>
<tr>
<td>“Sensitivity”</td>
<td>0.935</td>
<td>0.9372</td>
<td>0.9266</td>
<td>0.928</td>
<td>0.9372</td>
</tr>
<tr>
<td>“Specificity”</td>
<td>0.935111</td>
<td>0.936822</td>
<td>0.926378</td>
<td>0.928</td>
<td>0.9368</td>
</tr>
<tr>
<td>“Precision”</td>
<td>0.615537</td>
<td>0.622393</td>
<td>0.583061</td>
<td>0.588332</td>
<td>0.622311</td>
</tr>
<tr>
<td>“FPR”</td>
<td>0.064889</td>
<td>0.063178</td>
<td>0.073622</td>
<td>0.072</td>
<td>0.0632</td>
</tr>
<tr>
<td>“FNR”</td>
<td>0.065</td>
<td>0.0628</td>
<td>0.0734</td>
<td>0.072</td>
<td>0.0628</td>
</tr>
<tr>
<td>“NPV”</td>
<td>0.992363</td>
<td>0.992607</td>
<td>0.991273</td>
<td>0.991453</td>
<td>0.992607</td>
</tr>
<tr>
<td>“FDR”</td>
<td>0.384463</td>
<td>0.377607</td>
<td>0.416939</td>
<td>0.411168</td>
<td>0.377689</td>
</tr>
<tr>
<td>“F1-Score”</td>
<td>0.742538</td>
<td>0.748025</td>
<td>0.715742</td>
<td>0.720497</td>
<td>0.747965</td>
</tr>
<tr>
<td>“MCC”</td>
<td>0.727266</td>
<td>0.73316</td>
<td>0.699924</td>
<td>0.704787</td>
<td>0.733101</td>
</tr>
</tbody>
</table>

TABLE III. OVERALL PERFORMANCE ANALYSIS OF SUGGESTED DISTRACTED DRIVER DETECTION MODEL WITH DIFFERENT CLASSIFIERS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>“Accuracy”</td>
<td>0.9173</td>
<td>0.91058</td>
<td>0.91936</td>
<td>0.91762</td>
<td>0.93684</td>
</tr>
<tr>
<td>“Sensitivity”</td>
<td>0.916</td>
<td>0.9094</td>
<td>0.92</td>
<td>0.9178</td>
<td>0.9372</td>
</tr>
<tr>
<td>“Specificity”</td>
<td>0.917444</td>
<td>0.910711</td>
<td>0.919289</td>
<td>0.9176</td>
<td>0.9368</td>
</tr>
<tr>
<td>“Precision”</td>
<td>0.55214</td>
<td>0.530881</td>
<td>0.558795</td>
<td>0.553091</td>
<td>0.622311</td>
</tr>
<tr>
<td>“FPR”</td>
<td>0.082556</td>
<td>0.089289</td>
<td>0.080711</td>
<td>0.0824</td>
<td>0.0632</td>
</tr>
<tr>
<td>“FNR”</td>
<td>0.084</td>
<td>0.0906</td>
<td>0.08</td>
<td>0.0822</td>
<td>0.0628</td>
</tr>
<tr>
<td>“NPV”</td>
<td>0.989929</td>
<td>0.989067</td>
<td>0.990423</td>
<td>0.990145</td>
<td>0.992607</td>
</tr>
<tr>
<td>“FDR”</td>
<td>0.44786</td>
<td>0.469119</td>
<td>0.441205</td>
<td>0.446909</td>
<td>0.377689</td>
</tr>
<tr>
<td>“F1-Score”</td>
<td>0.688981</td>
<td>0.670402</td>
<td>0.695284</td>
<td>0.690231</td>
<td>0.747965</td>
</tr>
<tr>
<td>“MCC”</td>
<td>0.672149</td>
<td>0.653005</td>
<td>0.678935</td>
<td>0.673661</td>
<td>0.733101</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

This paper has presented a new distracted driver detection model using suggested HSWOA along with the developed EV-CNN and improved LSTM approach. The gathered input images were initially given into the optimal fusion-based pattern extraction, where the two methods like LGP and LWP were used for generating the optimally fused patterns. These patterns were integrated with the optimized weights based on the proposed HSWOA. Then, the optimized patterns were acquired and considered for the developed EV-CNN approach for extracting the most significant features of the patterns. Further, the extracted features were subjected into the developed O-LSTM, which has been improved by optimizing several parameters using the developed HSWOA. At last, the distracted driver behaviors were detected using the developed O-LSTM. Through the performance analysis, the proposed model using the developed HSWOA-EV-CNN+LSTM has secured 1.33% enhanced than NN, 1.83% improved than CNN, 2.2% better than LSTM and 0.84% elevated than ELM in terms of accuracy. Therefore, the proposed distracted driver detection model has ensured enhanced performance using developed O-LSTM along the suggested HSWOA than the existing methods for future work; we intend to increase the efficiency of the proposed solution by addressing additional driving style data along with road surface information, which will help improve the generalization of the distracted driver detection model.
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Abstract—Cyber-physical system has a bigger impact on the present and future of the engineered systems. The integration of cyber-physical system with other technologies often poses challenges that are unique in the fields of design, implementation, and applications. This study explores the definitions of the integrated cyber-physical system from different perceptions, how cyber-physical systems evolved, emerging fields of research in cyber-physical systems. Efficiency, reliability, predictability, and security are some of the challenges that cyber-physical systems pose in the overall implementation. cyber-physical systems when integrated with the Internet of Things evolves into a hybrid technology that advances the technology aspects. The CPS-IoT models complement each other offering useful insights to deal with engineering systems and control modules.
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I. INTRODUCTION AND MOTIVATION

Cyber-Physical Systems are modelled on the collaboration of 3C's - computation, communication and control that are discrete and logical (cyber entity) and the natural and artificial systems that are administered by the laws of physics (physical entity). Both the entities are linked through sensors and actuators. Sensors, computational and physical world are closely integrated in CPS. CPS includes both conventional embedded systems and control systems that are presumed to be remodelled by emerging methodologies and integration of the Internet of Things.

IoT is the base or enabling technology for cyber-physical systems. Cyber-physical systems can be contemplated as the advancement of IoT as complete conception and perception, and which possess a strong ability to control the physical world. Cyber-physical systems also include the traditional embedded and control systems, evolving them into innovative methodologies. IoT connects the information acquiring devices like sensors and RFID (Radio Frequency Identification) wireless sensor networks and cloud computing technology for reliable transmission and information processing. On the other hand, CPS is a control technology that is scalable and reliable and is the integration of computing, communication, and control of IoT. However, IoT concentrates on information transmission and processing, whereas CPS not only has the can sense but also possesses a strong ability to control. In CPS, cyber and physical elements are interlinked with one another, which are running on spatial and temporal scales, which reveal numerous and definite behavioural process and collaborate with each in many forms that vary the context.

CPS is transdisciplinary which merges mechatronics, computation theory, Internet of things, wireless sensor networks, theory of cyber nets, design and process science. The process of control is related to embedded systems using feedback loops. CPS and the Internet of Things share the same architecture which makes them similar but a higher between physical and computational elements is defined in CPS. In contrast to traditional embedded systems, CPSs are specifically represented as a structure of interacting elements with physical input and output rather than standalone devices [1]. Applications of CPS include healthcare and industrial automation, control technology, distributed energy system, aircraft control and so on [2]-[4]. CPS will bring change to the existing physical systems in engineering and advances in economic welfare.

II. CPS HISTORY AND DEFINITION

CPS refers to next generation engineered systems. The word cyber-physical system came around 2006 by Helen Gill at the National Science Foundation (NSF). Cyber-physical system is often confused with "cyber security" where there is no relation with the physical processes. CPS is the tight combination of computations, algorithms, and physical devices. The perception of the technologies is that it associates the real world with the information world. CPS connects by means of the popular technologies such as Internet of Things (IoT), Industry 4.0, the Industrial Internet (II), Machine-to-Machine (M2M), Industrial Internet of Things (IIoT).

A. Definition of CPS

This field of research overlaps with various fields of science and engineering, computer science and networking should come together in collaboration with multiple fields such as automation and control, civil engineering, mechanical engineering, etc. Therefore, CPS definition may vary from their viewpoint.

E.A.Lee describes CPS as “the integration of computations and physical processes. Embedded computers and network monitor and control the physical process, usually with feedback loops where physical processes affect computations and vice versa [5].”
R. Baheti describes CPS as “the new generation of systems with integrated computational and physical capabilities that can interact with humans through many new modalities. The ability to interact with, and expand the capabilities of, the physical world through computation, communication, and control is a key enabler for future technology developments [6].”

Department of Science and Technology (DST) – Government of India launched a Interdisciplinary Cyber Physical System (ICPS) to promote research and development in this emerging field. The simple architecture of CPS is shown in Fig. 1. The collaboration of the physical and cyber world in CPS will assure real-time, reliable, trustworthiness of the systems. Physical systems collect the data from sensors in CPS systems dynamically guaranteeing the accuracy of the data collected. The data is sent to the cyber world for the processing of information based on the service needs mainly uncertainty management, statistical analysis, and feedback control. These systems are designed in such a way that they self-adapt. CPS is a 3C technology i.e., computation, communication, and control that takes wireless sensor network and Internet of Things.

**Fig. 1. Working idea of Cyber-Physical System**

### B. Characteristics of CPS

CPS has both physical and cyber-world. In the physical-world, CPS interacts through sensors adapting embedded computing technology. The cyber-world of the CPS deals with computations and control. The CPS upholds the following characteristics [7]:

- **Cyber capability in every physical component:** The physical system design is as important as the logical design. It involves hardware design and size, management, connectivity establishment, system testing. Engineers have an understanding in their fields of systems, they acquire the technical characteristics of sensors, actuators and how they process the raw data to the next layer. The higher degree of automation and control in CPS demands the maximum network coverage.

- **Networked at multiple and extreme scales:** CPS entrust networks to sensors and actuators to collect data and process them. The infrastructure of networking has to be very large frequently. Networks should be able to perform on different domains such as personal transportation systems, healthcare, remote interaction, industrial automation. These domains require a new communication notion that provides concrete and outline together with online adaption for productive use of bandwidth. This leads to scalable, open and adaptive communication [8]. CPS demands networking to be in large and multiple scales to meet the need without compromising the Quality of Service (QoS).

- **Multiple spatial-temporal constraints:** The CPSs are conceptualized to 3C technology i.e. communication, computation and control with the physical world. These require the interaction between the components of CPS in time and space. Constraints such as event detection and action decision should be implemented accurately and appropriately to meet spatial and temporal correctness [9].

- **Unconventional computational and physical substrates:** The need for unconventional computation in CPSs is because of its dynamic reconfiguration and its communication with the physical world in real-time to adapt them to specific needs. Since the evolution in computation takes place, the physical substrate should comply with the computation as well.

- **High degree of automation, control loops closed at many scales:** The emerging amount of data on CPS, coupled with the need for systems to be robust and handle real-time environment which leads to self-learning. The automation is important for the system to go forward. The control object is the inbuilt operation of CPS. This object can reform itself and change the physical flow command. The control aspect of the CPS is the basis for dynamic systems and plays a crucial role in feed forwards control loops.

- **Dynamic recognizing termed as open system:** This characteristic of the CPS includes reorganizing and reconfiguring which can automatically adapt to the environment and develop rules based on the domain requirements and alters the external physical environment to meet the conditions according to present rules.

### III. Research Directions of CPS

CPS is the integration of the multidisciplinary heterogeneous systems and has decentralized models. These systems exhibit behaviours that are not predictable in advance, which makes the research possibilities expansive. The researchers recently concentrate on the architecture pattern, computational theory, and control of the feedback system. Other research fields such as system reliability, information processing, system design software, and CPS security system are focused on recently.

#### A. Architecture of CPS

Many architectures for CPS have been proposed so far, the 5 Component architecture has 5 levels: Connection level, Conversion level, Cyber level, Cognition level, Configuration level [10]. These levels emerge the process for such interdependent systems and overcome the limitations to meet
the demand of the target system. These levels process and monitor the information, and coordinate with the physical systems that relate to the cyber computational space. Component architecture is an evolution of 5C architecture that includes three other components in addition to Connection level, Conversion level, Cyber level, Cognition level, Configuration level. The included components are Coalition, Customer, and Content [11].

ACPS architecture where not only the highest level of abstraction is provided but also integrates the physical, cyber, and human components [12]. Service-Oriented Architecture (SOA) supports this model to achieve the adaptive and dynamic vision. 3C architecture is the most commonly used architecture in all applications [13]. This architecture reinforces smart manufacturing in industries and supports the industrial revolution i.e., Industry 4.0. The three components in this architecture are the human component (HC), Physical component (PC), and Cyber component (CC). A smart factory framework is developed which considers the physical and cyber aspects of the system architecture to offer the solution and improve efficiency [14].

Though many Cyber-Physical Systems' architectures meet the expectations of the target system or applications, there is yet a need for further developments as most of these models are clearly defined for a certain set of applications. Researches on architecture are restricted to specific applications and their advancements, the development conditions due to which the interdependence of various demands are not studied. CPS architecture is the foundation of research and progress, so the proposed models must be integrated and improvised based on the present system structure and should accommodate the development of CPS. However, a unified architecture for CPS is required which calls for further research in the architecture.

B. Control of CPS

The foundations of control theory in Cyber-Physical Systems are yet to be established strongly. Converting the input actions into appropriate control actions, in a multimodal application that involves sensors and actuator parameters based on the user actions [15]. An independent way to control the cyber and physical resources, where a new control strategy is provided for data centers to attain stability for the CPS applications [16].

A robust control approach that is modular, promises the stability and performance of the target system automatically due to which the input-output analysis where a standard analytic method is used [17]. The role of control in the cyber-physical system must be addressed because of their impact on the future Internet of Things, wearable electronics, human interaction machines, and many other fields. The analysis of control theory in CPS helps in building the foundations of CPS stronger. A unified approach must be dealt with towards the control strategies that include temperature set-points, adjusting the pressure set-points, monitor air temperature, dimming or turning off the lights, etc. Predictability is one of the challenges to the control of CPS. To ensure predictability, aspects of the model should be accounted such as input and output behaviour, execution, and programming. Uncertainty affects the model or system's guaranteed behaviour [18].

The traditional control theory only meets the targets of CPS control based on the applications or present event models, but the theory should also manage the transmission and response of feedback control where further research prevails.

C. Data Sciences and Data Processing Technologies for CPS

The data is collected by the systems, must be transformed into knowledge to create value. The scope of future smart systems lies in the methodologies and techniques of Data Science. A vast amount of data is collected from the sensor networks and many solutions for data science problems have been discovered. CPS follows a data-driven approach to learn patterns and predict the models, also analyse their environment, and based on their observations. Data processing, in general, includes collection, preparation, input, processing, interpretation, feedback control, and the response from the physical environment after receiving the commands.

Reliability is an essential need for a cyber-physical system as it is applied for safety and critical systems. CPS is intended to process a huge volume of data and run continuously in real-time, where an Automatic Reliability Improvement System (ARIS) is proposed to improve the reliability. ARIS works as a data-centric runtime monitoring system, where anomalous data is indicated and a data quality analysis is performed using computational intelligence and self-tuning techniques for system reliability [19]. The existing Internet of Things is turned into a complex cyber-Physical Social System (CPSS) when people use their social networks and personal computational resources which leads to the generation of huge volume passive data to process. A data processing pattern that is based on stream processing technology, that uses a cluster of edge devices to distribute the workload is introduced. The feasibility of this approach is guaranteed through a demonstration of an intelligent surveillance system that is stationed on the edge device [20]. Present researchers on the methodologies and techniques of Data Science in CPS face challenges in processing and transmission technology of data, safety control, real-time capability, robustness, control and hybrid systems and reliability.

D. Security and Privacy of CPS

The security and privacy protection of the established internet security does not meet the requirements of physical system security in CPS which is randomly distributed sensors over the pervasive wireless network. Most of the present security policy uses a centralized network that trusts a third-party operation. The new security framework that considers the flexibility, privacy protection, transaction security, transparency, efficiency, trust mechanism, data integrity, resilience, the trustworthiness of data that combines with control and information.

Blockchain technology, which is a distributed register that is shared between peer networks is proposed as a unified three-level architecture to identify the possibilities and also adapt, develop and incorporate this with the manufacturing in industry 4.0. The data flow and the communication are incentivized in the structure of the existing cyber-physical system structure to assure safety and reliability [21]. Differential privacy techniques are considered efficient to
protect privacy in CPS which can be achieved through certain modifications in the architecture of CPS and can be implemented in cyber-physical systems applications [22].

However, there are some challenges in cyber-physical system from a research perspective. Robustness, safety, and security due to the environment and errors in the physical devices making it a critical challenge. Location, time, and tag-based data can be a threat to security. Merging the systems to create a hybrid system to create an efficient feedback control is required. The architecture of the CPS must be designed in a way that is very rational at every level and it should consider all the physical device information, protocols should be designed at a large-scale. Collecting the raw data at a vast amount from the sensor and mobile networks is one of the major challenges to focus on. Integration and modification should be done at every level of CPS design, communication and computation are to be predicted at all scales and model the time information.

IV. CYBER-PHYSICAL SYSTEM INTERNET OF THINGS

The CPS can be considered as an evolution of IoT with more intelligence and interactive operations, adapting the architecture of IoT. CPS enriches the interaction between human-to-human, human-to-machine, machine-to-machine not only in the physical world but also in the virtual world, also includes conventional embedded and control systems that will not be altered by novel approaches. IoT and CPS when introduced in the industry, brings many benefits and extends the scope such as awareness, prediction, comparison, reconfiguration, maintenance. The evolution of IoT and the development of CPS is prominent in certain applications - Real-Time Physical Systems (RTPS), based on real-time parameters with a suitable feedback control policy based on dynamic adaptations [23]. A controller is designed for a nominal model that stabilizes the large-scale CPS [24]. The vulnerability of robotic surgery is reduced by designing a collaborative robotic cyber-physical system [25].

CPS is the integration of physical and cyber systems where embedded computing devices act as physical entities and communication, computation, and control are cyber entities, whereas IoT shows the interconnection of different end-devices that communicates with each other through the internet. Decentralized control among the interconnected end-devices is intended by IoT. Sensing, processing, storing, and networking are some of the common capabilities of both CPS and IoT.

When CPS was emerged and introduced alongside IoT some of the similar characteristics of CPS and IoT must be identified, familiarized, and contrasted to understand their respective roles in the system where they are used. New strategies for communication and control have been introduced making the system more safe, secure, and sustainable which are the fundamental attributes of the CPS.

The advanced communication technologies, alongside wireless communications, lead to the development and implementation of CPSs considered as the higher-level systems of IoT. These technologies include wearable devices, sensors in healthcare, intelligent systems where cloud computing is applied. CPS in IoT deals with the interaction of the intelligent systems, applications that are user-friendly and interactive, optimization in the IoT-enabled CPS, and control of the distributed systems. The characteristic of the CPS must be enhanced due to the higher requirements and efficient performance. The performance of the CPS elevates the levels of IoT. In short, CPS is the next evolution of M2M systems where smart information processing and IoT are regarded as the future technicalities.

A. Internet of Things enabled Cyber-Physical System

CPS and IoT are intertwined for better and unified solutions, where the users, machines and the environment interact with each other. Defining the interface for the IoT technologies, control of the global system, integration of the IoT devices and physical environment, which is tied together with the communication infrastructure, along with control module are some of the challenges when IoT has enabled alongside CPS on a large scale. The performance of real-time analytics should be considered as another challenge as the large amount of data collected has to undergo a mining process for better results.

The development of the CPSs which adopt the IoT paradigms aids in several applications of the CPS. Design complexity, modeling the hybrid systems, smart control design, sensor reliability, specified IoT sensor and actuation design for CPSs, and security and privacy are some of the key challenges for IoT-enabled CPS.

The infrastructure and control of the large-scale system and the network monitoring are used for better communication and coordination among the modules. This may have a negative effect on the network structure and needs to be upgraded for efficiency and accuracy. Enhanced Expander Membership Protocol [26], having features such as addressing the real-time network issues, limiting the negative effects on the network structure, and recovering the global connectivity efficiently and is also fault-tolerant and scalable. These support the challenges addressed by the CPS network structure. A Fragmented-Iterated Bloom Filter [27] is introduced to manage the distributed network in the event-based cyber-physical system. This is efficient in memory management and computation.

Considering the functional and non-functional requirements during the implementation of the IoT-enabled CPS, the challenges such as scheduling mechanisms, vulnerability to security attacks, applications development, etc. An integrated development environment that is model-driven in cloud computing supports the application development, code generation, and compilation and simulations for the IoT-enabled CPS applications.

COMFIT [28] has two modules, the App Development Module and the App Management and Execution Module, providing an environment where every needed action is performed for the code to develop the app. The scheduling mechanism in the implementation of IoT-enabled CPS needs to be efficient and scalable. The Bayesian Network [29] is used for scheduling algorithms where stability and operational capability have high priority. The vulnerabilities to the
security attacks are tackled using game-theoretic principles, providing a scheduling mechanism that is effective based on the game.

B. Integration of CPS and IoT

A Cyber-physical system, in general, is the collaboration of communication, computation, and control with the physical world on a large scale. They are considered as a form of wireless sensors and actuator networks. On the other hand, the interconnection of heterogeneous devices that communicate through the internet is called the Internet of Things. These heterogeneous devices can be referred to as smartphones, laptops, RFID, etc. are intelligent agents that share the information with the systems and people which makes them a part of CPS. Therefore, the integration of CPS-IoT is a solution to many technological challenges and is used in many application domains.

The integration of Environmental IoT with the cyber-physical clouds [30] results in a complex distributed system that supports the comprehension of interdependencies and management in the natural environment. A three-stage approach is deployed - The Abstraction representation, Network-centric representation, Node-centric representation. These technologies provide higher opportunities in the application domain by supplementing each other.

The integration of wireless devices, wearables that are fast and have a working real-time algorithm to cyber-physical systems allows in numerous aids to the medical applications. The author in [31] presents a system by integrating the complimenting technologies that provide comfort to the patients and the data collection from devices is efficient.

An adaptive interface approach [32] that supports both the development and the utilization of the CPS-IoT is proposed. An IoT toolkit with a multi-layer interface that allows users to improve the interaction with sensor and actuator networks is presented. The full potential of the IoT-CPS integration interface can be utilized, with the aid of the presented adaptive interface.

The integration of the CPS for real-time IoT operations [33], resulting in the effective control of actions based on the environmental objects. This helps in the real-time operations in the manufacturing units and Industry 4.0 applications. The integration of CPS with various technologies leads to emergent properties and unpredictable behaviors. The development of IoT and high-speed network leads to the possibilities of the physical world meeting the cyber world. The convergence of Body Area Sensor Networks (BASN) and CPS made the technologies reach their threshold point, making hand pattern recognition smart and safe [34].

C. CPS-IoT Models

The integration of IoT and CPS evolved over time to complement each other and has some very useful applications and insights; however, IoT and CPS have distinct origins. CPS primarily deals with engineering the systems and the control stance, in contrast, the IoT deals with networks and the information technology that digitalizes the physical world, also having the sensing and actuating capabilities. The vision of IoT is the effective interaction between digital and physical entities, enabling the information and communication technologies to their full potential [35]. Despite the distinct origins of CPS and IoT, their models overlap each other. The author in [36] present four overlap models: Partial overlap, Equivalence, CPS as a subset of IoT, IoT as a subset CPS.

IoT and CPS, despite having the same goals as reducing the communication gap between the cyber world and physical world; also has some evident differences [37] - IoT is an open network infrastructure that connects the objects in the physical world through the internet and the data is processed through information technologies. The CPS is all about the control of the physical world through feedback, implementing an Automatic Reliability Improvement System, forming operator-in-the-Loop.

CPS encompasses both open and closed-loop control systems, addressing the human-interaction and for the feedback implements the Human-in-the-Loop (HITL) control system [38], where IoT is all about open-loop systems. IoT and CPS overlap with each other in many aspects making the terms and definitions distinct. IoT usually senses the physical world, processes the data by monitoring these technologies. The IoT application is also used in the control module in the CPS through integrating certain edge devices [39].

Cyber-Physical Systems, link the physical world with that of the virtual world which is defined as the Internet of Things and its services making CPS a subset of IoT. The applications such as IoT-connected smart home systems, a tracking device based on the geolocation [40] are IoT specialized which excludes the CPS making the proof for the above statement. Cyber-physical systems feature collaboration and the coordination of 3C’s, physical elements, and its integration with the cyber world of information processing. The greater focus is on the control for the CPS, leaving IoT a simple platform of CPS. IoT senses the physical world through sensors, the internet keeps them connected with each other, collects data, and processes them - CPS also does the same, additionally targets the control of the physical processes addressing the human-machine interaction through feedbacks, which IoT does not feature making IoT as a subset of CPS. The sensor or actuators’ activity is collaborated to achieve a goal where CPS uses IoT systems as a platform [41].

The Industrial Revolution is also known as Industry 4.0 or Industrial Internet (II) is one of a kind and next-generation advancements in CPS, where everything is smart and connected in the real-time environment. The unique features of CPS, that IoT does not comply makes it distinct and also clarifies that IoT is not everything that CPS is [42]. Control, platform, internet, and human-machine interactions give the perspective for CPS-IoT overlap models. The definitions of CPS and IoT evolve based on hybrid systems. Physical and human components in the systems and their applications. The perspective of CPS/IoT models allows the idea for the innovation of new applications domains, making its use unified. The integration of CPS-IoT proposes a solution for many challenges making the approach towards a problem simpler.
V. APPLICATIONS OF CYBER-PHYSICAL SYSTEM

The use of CPS in various application domains is to make large-scale systems adaptable, efficient, functional, reliable, and autonomous. CPS has three major advantages - they ensure real-time data collection from the physical world, feedback to the cyber world to perform the control module, a computational process that makes the cyber world stable [43]. These advantages are contributing factors to use CPS in certain domain applications. There are some definite areas where CPS has made potential progress such as technological innovations, system architecture, production systems, design and model of a system, and real-world applications. The CPS can almost be applied to many disciplines and also have trans-disciplinary applications. Numerous categories such as agriculture, energy management, education, weather, and environmental monitoring, medical devices, process control, smart homes, industry 4.0/smart manufacturing, security, wearable devices, transportation system, and traffic prediction are the areas where CPS can be applied.

A. Environmental Monitoring

Wireless sensor networks can be considered as a pillar for CPS. CPS analyzes the surrounding environment through sensor nodes that are deployed in diverse locations with human intervention. These sensor nodes detect both natural and man-made disasters, such as flooding, fire, release of toxic gases, abundant rainfall, etc. which in turn influences the balance of the environment. [44] investigates the impact of the abnormal environmental conditions and the failures caused to the system, which is dealt with by a framework that interacts between cyber-physical system and its environment. A Functional Failure Identification and Propagation (FFIP) framework detects the component failures by analyzing the environmental conditions or loss of the functionality in the system in the environmental surroundings.

The author in [45] uses technologies based on Wireless Sensor Networks (WSN), multi-agents, and cloud computing to monitor the real-time environment status. The CPS paradigm using the technologies operates in a volatile environment providing flexibility and scalability. The three-layer architecture of CPS, where WSN makes sure the data is acquired from physical nodes integrated with sensors and transferred to other layers to supervise the operations of CPS using the decision rules and data analysis.

B. Transportation System

Smart transportation deals with real-time information analysis. Autonomous driving vehicles, Vehicular Cyber-Physical Systems (VCPS), and Intelligent transportation are major advancements of CPS in the transportation domain. Autonomous driving vehicles show almost no fatalities compared to human-driven vehicles ranging from cars to planes. Coordination is the key to smart transportation; it is achieved through the means of 3C’s - communication, computation, and control.

Considering the traffic measurement, a privacy-preserving point-to-point function is considered where the number of traveling vehicles is measured based on geographical location by the intelligent cyber-physical road systems. Bit arrays are used to collect data and maximum likelihood estimation (MLE) is used to obtain the measurement result [46]. The co-optimization and co-regulation schemes for both cyber and physical resources are considered by examining the sampling patterns in time-variations, scheduling of sensors, control mechanism, feedback scheduling, and motion planning and resources for Cyber-Physical Vehicle Systems (CPVSs) [47].

The prediction of road traffic has been one of the most useful applications of CPS and is accurate. Here, an operator-in-the-loop is added to the framework so that based on the prediction, the traffic in the certain location can be prevented and a retrospective analysis can be done to prevent the road traffic.

VI. CONCLUSION

The CPS has an impact on the socio-economic life of its users. This paper conducts a review on the definition of CPS and its history, different fields of research, the integration of IoT-CPS, and how they complement each other and its applications. The research areas of CPS and its advancements have been part of many emerging trends in the information technology fields such as IoT, cloud computing, big data, cloud computing, Industrial Internet, Industry 4.0.
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Abstract—It is critical to select the model that best fits the situation while analyzing the data. Many scholars on classification and regression issues have offered ensemble techniques on tabular data, as well as other approaches to classification and regression problems (like Boosting and Logistic Model tree ensembles). Furthermore, various deep learning algorithms have recently been implemented on tabular data, with the authors claiming that deep models outperform Boosting and Model tree approaches. On a range of datasets including historical geographical data, this study compares the new deep models (TabNet, NODE, and DNF-net) against the boosting model (XGBoost) to see if they should be regarded a preferred choice for tabular data. We look at how much tweaking and computation they require, as well as how well they perform based on the metrics evaluation and statistical significance test. According to our study, XGBoost outperforms these deep models across all datasets, including the datasets used in the journals that presented the deep models. We further show that, when compared to deep models, XGBoost requires considerably less tweaking. In addition, we can also confirm that a combination of deep models with XGBoost outperforms XGBoost alone on almost all datasets.
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I. INTRODUCTION

Deep learning has gained popularity in a variety of fields in recent years, including medicine, engineering, and agriculture. The exponential growth of data is most likely to blame. Deep learning algorithms have shown to be effective in a variety of domains, including audio [1], images [2], and text data [3]. Many architectures exist in these domains that are capable of converting raw data into meaningful exemplifications. Because the most common type of data is in tabular format, which consists of rows and columns with a variety of parameters, These types of data are used in real-world applications in a variety of fields, including medicine, agriculture, academia, and geography. Traditional and ensemble machine learning approaches, such as Logistic model tree (LMT), Decision tree (DT), Random forest (RF), Gradient Boosted decision tree (GBDT), and others, are used to process these tabular datasets, and these models still outperform deep learning on tabular data. When using a deep learning model on tabular data, there are a number of issues to consider, including missing data, data integrity i.e., mixed data (nominal, numerical, and categorical), data imbalance, data overfitting, and a lack of specific knowledge about the dataset's structure. When tabular data is taken into account, boosting machine-learning algorithms like XGBoost perform better, according to the "no free lunch" (NFL) theorem [4] [5]. Since then, the authors [6] [7] have implemented deep learning on the tabular dataset in their research, and it has been demonstrated that the deep learning model outperforms GBDT. However, because each study was conducted on different datasets, one of the major flaws in their approach is that there was no benchmark dataset [8] [9]. So, based on these papers alone, it's difficult to claim that deep learning always outperforms traditional and ensemble algorithms like GBDT when dealing with tabular data [10].

Since the number of research studies using deep learning on tabular data is growing, there is no standard benchmark model in deep learning from which we can conclude that deep learning always outperforms traditional machine learning on tabular data. As a result, the main goal of this paper is to see if any deep learning model is a good fit for these types of tabular dataset problems. Furthermore, in this paper, we attempt to evaluate the proposed deep learning models on tabular datasets, as well as implement XGBoost on various algorithms, with a focus on a historical geographical dataset from India's Kashmir province [11].

This paper is structured as: Section 2 provides a basic background of deep learning and ensemble models on the tabular data. Next, Section 3 presents the experimental setup where dataset descriptions are presented and furthermore this section defines the implementation details with optimization parameters and statistical significance test. Section 4 defines the experimental results and model evaluation. Section 5 defines the overall working of the paper. Finally, the conclusion and future strategies have been suggested in Section 6.
II. REVIEW OF LITERATURE

In this section, we present studies that used deep learning approaches and ensemble approaches to predict rainfall using a tabular geographical dataset. This section is divided into two subsections: Section 1 contains several studies that use deep learning models on tabular datasets, and Section 2 contains some model ensemble approaches that use the same tabular geographical dataset and record individual performances.

A. Deep Learning on Tabular Geographical Dataset

Salman et al. [12] (2015) use a variety of deep learning techniques, including recurrence neural networks (RNN), convolutional neural networks (CNN), and conditional restricted Boltzmann machines (CRBM), to look for hidden patterns in the dataset. These techniques were used in the Indonesian region, with data collected from the national weather service center for environmental forecasting (NOAA). This study used a dataset that spanned 35 years, from 1973 to 2009. Initially, RNN was applied to a dataset containing ESNO variables. RNN produces results with a higher level of accuracy, according to the findings.

Emiley et al [13] (2016) present a deep learning architecture-based accumulated daily rainfall prediction. This research employs auto encoders to reduce non-linear attribute relationships and a multi-layer perceptron (MLP) for prediction. This hybrid architecture was then compared to previously implemented techniques, and it was discovered that the model performs better for daily rainfall prediction when using root mean square error (RMSE) and mean squared error (MSE) statistical approaches. This research was carried out in the Colombian city of Manziles, where the data was grouped into a daily time series spanning the years 2002 to 2013.

Devi et al. [14] (2017) propose an artificial neural network (ANN) model for a reliable forecast mechanism. This method was used to analyze spatial and temporal data from the Nilgiris district in Tamil Nadu, India. Performance was measured using a variety of statistical parameters such as correlation coefficient, MSE, and so on. When compared to time delay neural network (NN) and other ANN models, the best model in this study is a wavelet Elman model. This research also develops a system for early landslide warnings based on the wavelet Elman model.

According to Geetha et al. [15] (2018), using deep learning techniques for meteorological purposes on a time series dataset will significantly improve accuracy precision. This research uses deep learning architectures such as LSTM and ConvNet to analyze time series data from 468 months in various locations. Later, it was discovered that increasing the number of hidden layers improves the model's performance for daily rainfall prediction when using RMSE and MAPE statistical approaches.

Yen et al. [16] (2019) proposed using Echo state network (ESN) and deep Echo state network (DeepESN) algorithms to apply deep learning models to rainfall prediction. This research uses hourly rainfall data from southern Taiwan from 2002 to 2014, spanning a period of 12 years. When the DeepESN algorithm's correlation coefficient was compared to ESN and commercial neuronal network algorithms like BPNN and SVR, the study concluded that it is a reliable algorithm. It was suggested that DeepESN could be used globally on larger sets of data to predict rainfall based on the results obtained.

Manoj et al. [17] (2020) proposed a hybrid deep learning model (BLSTM-GRU), for the monthly prediction of rainfall. The experiment was conducted using data obtained from Bhutan's National Center of Hydrology and Meteorology Department (NCHM). To test the data's predictive capability, various NN algorithms such as LSTM, CNN, BLSTM, and GRU were used. LSTM outperforms the other techniques with a MSE score of 0.0128, but the hybrid model BLSTM-GRU outperforms LSTM by approximately 41% with a MSE score of 0.0075.

Zeelan et al. [18] (2020) claimed that deep learning models can learn from nonlinear data with less error. The Multi-layer perceptron (MLP) and Auto-encoder NN are used in this study to predict the rainfall. The accuracy parameters used in this study were RMSE and MSE, and these implemented models were later compared with other machine learning models on the same set of data, with the study concluding that MLP and Auto-encoder NN perform significantly and can be used as a solution to all available approaches.

Ari Yari et al. [19] (2021) present a rainfall prediction comparative analysis study. The authors use deep learning (DL) models and simple rainfall estimation approaches based on traditional machine learning algorithms. The study was conducted in five major cities across the United Kingdom (UK), with data collected spanning roughly 20 years (2000-2020). The bidirectional LSTM network and stacked LSTM with two hidden layers performed best after the proposed model was evaluated. One of the study's major flaws was the model's inability to generalize the data. That is, the model over-fits the training data in most cases, which makes it difficult to record accurate, predicts in the testing and validation sets.

Razeef et al. [20][21] (2020,2022) proposed a neural network approach to predict the rainfall on the time series data of UT of J&K, India. Rainfall was predicted using a Grey Wolf-based neural network model. The data in this study spans 30 years, from 1990 to 2020, and includes variables such as maximum temperature, humidity, minimum temperature, wind, vapor pressure, and others. When using RMSE, PRD values, and MSE statistical approaches, it was discovered that the model performs better for daily rainfall prediction. This model was later compared to non-linear autoregressive models with exogenous inputs (NARX), and the study concluded that when both models are used together, non-linear time series data would perform better.

According to the literature reviewed in this study, many deep learning models have been utilized for various time-series prediction applications, but they have yet to become a standard algorithm in the artificial intelligence arena. We must analyze the performance of these models using varied threshold datasets, and these techniques must be re-evaluated as a result.

B. Model Ensembles on Tabular Geographical Dataset

Zaman et al. [22] (2019) use an ensemble distributed decision tree (DDT) approach to improve classification
accuracy on a historical geographical dataset. The experiment was conducted on a tabular dataset containing approximately 6000 records with five different parameters. When the DDT approach was used, there was no performance improvisation, according to this study.

Patil et al. [23] (2020) use machine learning algorithms to forecast rainfall based on a variety of variables such as temperature, humidity, wind speed, and rainfall. These algorithms include linear regression and NN, and the type of data fed to it, according to the study, determines the accuracy of the algorithm. That is, when the dataset of different structures is used, we may get different accuracies and require some modifications. Furthermore, the accuracy of DT’s was found to be superior to other techniques used on the same type of data in this study.

Sheikh et al [24] (2021) proposed a stepwise machine learning approach on the discrete data collected from the Indian Meteorological Department (IMD), Pune India. The implemented model, known as LMT, employs logistic regression functions at the DT’s leaf nodes. The logistic functions on the leaf nodes combine the final output of the constructed DT into linear models, which were examined and revealed a significant improvement in accuracy performance. The accuracy of the constructed DT on the same set of data is 66 percent, but when the logistic functions are applied to the leaf nodes, the accuracy jumps to 87 percent. The dataset used in this study was from J&K’s Kashmir province, and it covered the years 2012 to 2017, with around 6000 data rows.

Since there are other ensemble [25-29] and deep learning approaches such as NODE, TabNet, DNF-Net, and Boosting (XGBoost, CatBoost, GBDT) [30-33]. These models perform better on larger datasets, and we use the entire training dataset to train the model.

III. EXPERIMENTAL SETUP

A. Dataset Description

In this study, we employed a variety of tabular datasets from diverse fields which are used in various classification and regression problems. Some of these datasets have heterogeneous features, while others have just homogeneous features. There are approximately seven tabular datasets that have already been used by various academics in their publications, and we have used one additional dataset that has yet to be used by any researcher. In the experimental operations, roughly 80000 samples were taken, and the datasets range from 7 to 1600 parameters. The seven datasets are obtained from TabNet, NODE, and DNF-Net studies, and each dataset has been well-trained and preprocessed in its respective paper. These datasets include Blastchar [34] (Source: Kaggle), Higgs Boson [35] (Source: Kaggle), Microsoft MSLR [36](Source: MSLR-WEB10K), Forest Cover Type [37] (Source: Kaggle), Epsilon [38] (Source: PASCAL Challenge 2008), YearPrediction [39] (Source: Million Song Dataset) and Gas concentrations (Source: OpenML) [40]. These datasets have also been adjusted and relative values were calculated, resulting in a standardized data with a zero mean value and unit variance. As a result, we won't go into detail about these datasets in this study; instead, we’ll just establish the historical geographical dataset that we will be implementing latter. The historical geographical dataset has been collected from three different locations in Jammu and Kashmir’s UT. These three locations are in the province of Kashmir, but they are quite far apart. The data spans five years, from 2012 to 2017. At these locations, the average annual rainfall is around 1700 mm. The data consists of 5491 records with a total of 9 explanatory characteristics, including minimum temperature (°C), maximum temperature (°C), station ID, season, year, humidity at various intervals, and the target parameter rainfall, which shows the quantum of rainfall measured in millimeters [41-43].

In Fig. 1, the reader can find a brief description of the data. It has gone through an ETL (Extract, Transform, and Load) process to achieve data integrity, normalization, and standardization.

To normalize the dataset’s range of parameters, we use the function (1), as given below:

\[ X = \frac{X - \mu}{\sigma} \]  

The data was scaled using the R tool's built-in function 'Scale.' We also use relative values of each attribute to normalize the training data. The tabular (Table I) and graphical (Fig. 2) representation of the dataset is shown.

![Historical Geographical Dataset Description](image-url)
TABLE I. TABULAR REPRESENTATION OF GEOGRAPHICAL DATASET WITH RELATIVE VALUES

<table>
<thead>
<tr>
<th>MAX</th>
<th>Relative Frequency (MAX)</th>
<th>MIN</th>
<th>Relative Frequency (MIN)</th>
<th>Hum12</th>
<th>Relative Frequency (Hum12)</th>
<th>Hum3</th>
<th>Relative Frequency (Hum3)</th>
<th>Rf</th>
<th>Relative Frequency (Rf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.010562739</td>
<td>8</td>
<td>0.00910581</td>
<td>60</td>
<td>0.024776802</td>
<td>93</td>
<td>0.032052449</td>
<td>0</td>
<td>0.685303223</td>
</tr>
<tr>
<td>19</td>
<td>0.00815229</td>
<td>1.6</td>
<td>0.008923693</td>
<td>50</td>
<td>0.024039337</td>
<td>92</td>
<td>0.032052449</td>
<td>0.4</td>
<td>0.014751411</td>
</tr>
<tr>
<td>27.5</td>
<td>0.008013112</td>
<td>11.2</td>
<td>0.008741577</td>
<td>53</td>
<td>0.023675105</td>
<td>88</td>
<td>0.029867055</td>
<td>0.6</td>
<td>0.012930249</td>
</tr>
<tr>
<td>29</td>
<td>0.00764888</td>
<td>9</td>
<td>0.008741577</td>
<td>51</td>
<td>0.02128756</td>
<td>91</td>
<td>0.029684939</td>
<td>0.2</td>
<td>0.012019669</td>
</tr>
<tr>
<td>14</td>
<td>0.007102531</td>
<td>0.2</td>
<td>0.008741577</td>
<td>55</td>
<td>0.022764524</td>
<td>89</td>
<td>0.029684939</td>
<td>1.2</td>
<td>0.011291204</td>
</tr>
<tr>
<td>25</td>
<td>0.006920415</td>
<td>0.4</td>
<td>0.008559461</td>
<td>54</td>
<td>0.022764524</td>
<td>87</td>
<td>0.029502823</td>
<td>0.8</td>
<td>0.009287926</td>
</tr>
<tr>
<td>16</td>
<td>0.007639299</td>
<td>10.2</td>
<td>0.008377345</td>
<td>59</td>
<td>0.022218175</td>
<td>85</td>
<td>0.027317429</td>
<td>1.4</td>
<td>0.008195229</td>
</tr>
</tbody>
</table>

Fig. 2. Graphical Representation of Geographical Dataset with Relative Values.

A total of 70% of the data is used for training, while 15% is used for validation and testing, i.e. 3844 samples were randomly selected for training, 823 samples for validation, and the remaining 823 samples were selected for testing.

Thus, the overall description of the tabular datasets used in this paper is shown in Table II.

B. Implementation Details

1) Optimization process: To pick the model hyperparameters during the optimization phase, we used the HyperOpt parameter-tuning package. To optimize the results on the validation set, this technique first uses Bayesian optimization, followed by hyperparameter search on each dataset utilized in this study. There were around 7-9 main hyperparameters, which in the case of a deep learning model include the number of nodes, layers, and, most importantly, the learning rate.

To optimize the hyperparameters all the datasets used in this study were initially divided into three individual splits, which include training split, testing split and validation split. In partitioning process, we use stratified random sampling partitioning to split the data. The below tabular representation (Table III) shows the individual splits of the datasets in order to optimize the model.

Around 1000 steps of search were performed on each set of data in order to maximize the validation set's findings, and only the set of hyperparameters with the smallest loss for the final configuration were chosen.

2) Metrics evaluation and statistical significance test: In the case of classification issues using discretized data, we simply utilize cross-entropy loss metrics to evaluate the datasets. It calculates the impurity at each stage of the data and the total entropy loss in the end. Furthermore, when the data is continuous in nature, such as in regression situations, statistical parameters such as RMSE, mean signed difference (MSD), and MAE are used. We reported the performance of each dataset on their respective test sets based on these metrics. We also have Friedman's testing for statistical significance in addition to these cross entropy and RMSE, MAE measurements. Friedman's testing has the advantage of assuming that data is not evenly distributed. Using Friedman's hypothesis, we compare all of the classifiers to the baseline classifier. The null hypothesis is rejected at a certain level of confidence (90 percent in this study) if the p-value for any model pair is less than 0.05; otherwise, the hypothesis is not rejected.
TABLE II. TABULAR DATASETS DESCRIPTION

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Records (Approx.)</th>
<th>Source</th>
<th>Research Paper</th>
<th>Hyperparameters and search spaces used for configuring each algorithms implemented</th>
<th>Ref</th>
</tr>
</thead>
</table>
| Blastchar            | 20         | 7000              | Kaggle  | DNF-Net        | • Discrete uniform distribution for n. formulas and Number of layers. 
• Learning rate with log-distribution. 
• Batch size with Uniform choice.                                                                                                       | [34] |
| Higgs Boson          | 30         | 80000             | Kaggle  | TabNet         | • Log-Uniform distribution for Learning rate 
• Discrete uniform distribution for feature dimensions, n steps and output dimensions. 
• Uniform distribution for relaxation factor, Batch size and bn epsilon.                                                                  | [35] |
| Microsoft(MSLR)      | 126        | 75000             | MSLA-WEB10K | NODE         | • Log-Uniform distribution for learning rate. 
• Discrete uniform distribution for Num Layers, tree output dimensions and tree depth. 
• Uniform choice for Batch size.                                                                                                        | [36] |
| Forest Cover Type    | 50         | 55000             | Kaggle  | TabNet         | • Log-Uniform distribution for Learning rate 
• Discrete uniform distribution for feature dimensions, n steps and output dimensions. 
• Uniform distribution for relaxation factor, Batch size and bn epsilon.                                                                  | [37] |
| Epsilon              | 1700       | 50000             | PASCAL-Challenge 2008 | NODE         | • Log-Uniform distribution for learning rate. 
• Discrete uniform distribution for Num Layers, tree output dimensions and tree depth. 
• Uniform choice for Batch size.                                                                                                        | [38] |
| Year Prediction      | 90         | 51500             | Million Song Dataset | NODE         | • Log-Uniform distribution for learning rate. 
• Discrete uniform distribution for Num Layers, tree output dimensions and tree depth. 
• Uniform choice for Batch size.                                                                                                        | [39] |
| Gas Concentration    | 129        | 13900             | OpenML  | DNF-Net        | • Discrete uniform distribution for n. formulas and Number of layers. 
• Learning rate with log-distribution. 
• Batch size with Uniform choice.                                                                                                        | [40] |
| Historical geographical Dataset | 9     | 5491              | IMD     | New Dataset    | ---                                                                                                                                     | [41-43] |

TABLE III. TABULAR REPRESENTATION WITH TRAINING TESTING AND VALIDATION SPLIT S

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Records</th>
<th>Training</th>
<th>Testing</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blastchar</td>
<td>7000 (100%)</td>
<td>5600 (80%)</td>
<td>---</td>
<td>1400 (20%)</td>
</tr>
<tr>
<td>Higgs Boson</td>
<td>80000 (100%)</td>
<td>50000 (62%)</td>
<td>---</td>
<td>30000 (38%)</td>
</tr>
<tr>
<td>Microsoft(MSLR)</td>
<td>75000 (100%)</td>
<td>60000 (80%)</td>
<td>8250 (15%)</td>
<td>8250 (15%)</td>
</tr>
<tr>
<td>Forest Cover Type</td>
<td>55000 (100%)</td>
<td>38500 (70%)</td>
<td>8250 (15%)</td>
<td>8250 (15%)</td>
</tr>
<tr>
<td>Epsilon</td>
<td>50000 (100%)</td>
<td>40000 (80%)</td>
<td>---</td>
<td>10000 (20%)</td>
</tr>
<tr>
<td>Year Prediction</td>
<td>51500 (100%)</td>
<td>41200 (80%)</td>
<td>---</td>
<td>10300 (20%)</td>
</tr>
<tr>
<td>Gas Concentration</td>
<td>13900 (100%)</td>
<td>9730 (70%)</td>
<td>2780 (20%)</td>
<td>1390 (10%)</td>
</tr>
<tr>
<td>Historical geographical Dataset</td>
<td>5491 (100%)</td>
<td>3844 (70%)</td>
<td>823 (15%)</td>
<td>823 (15%)</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

A. How Effectively can Deep Learning Models Generalize to other Datasets?

The performance of deep learning models on the aforementioned datasets is proposed in this study, and the individual outcomes are compared to the XGBoost technique. The performance of each algorithm on each dataset is presented in the table below. The mean and standard error of each model's performance on the datasets are shown in the Table IV. The best performance of the dataset is presented for each model, and it was discovered that the model with the lowest value is considered to have the best performance. Friedman's testing was utilized to perform a statistical significance test between the models with a 90% confidence level.
TABLE IV. RESULTS AND PERFORMANCE OF EACH TABULAR DATASET BASED ON EACH MODEL USED IN THIS STUDY. FOR YEAR PREDICTION MSE IS USED AND CROSS ENTROPY IS USED FOR ALL OTHER DATASETS. THE VALUES WITH LOWER VALUE IS BETTER AND THESE VALUES ARE THE AVERAGES OF DIFFERENT TRAINING RUNS WITH STANDARD ERROR OF MEAN (SEM)

<table>
<thead>
<tr>
<th>Model</th>
<th>Blastchar</th>
<th>Higgs Boson</th>
<th>Microsoft (MSLR)</th>
<th>Forest Cover</th>
<th>Epsilon</th>
<th>Year Prediction</th>
<th>Gas Concentration</th>
<th>Historical Geographical Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>NODE</td>
<td>21.36 ± 0.23</td>
<td>21.21 ± 0.67</td>
<td>54.62 ± 3e-2</td>
<td>4.25 ± 0.17</td>
<td>10.26 ± 1e-2</td>
<td>76.88 ± 0.16</td>
<td>2.25 ± 0.22</td>
<td>14.76 ± 0.12</td>
</tr>
<tr>
<td>DNF-Net</td>
<td>27.91 ± 0.18</td>
<td>23.71 ± 0.88</td>
<td>55.78 ± 3e-2</td>
<td>4.01 ± 0.09</td>
<td>12.42 ± 4e-2</td>
<td>82.06 ± 0.15</td>
<td>1.45 ± 0.08</td>
<td>15.36 ± 0.18</td>
</tr>
<tr>
<td>TabNet</td>
<td>23.66 ± 0.16</td>
<td>21.15 ± 0.22</td>
<td>55.09 ± 2e-2</td>
<td>3.02 ± 0.15</td>
<td>11.96 ± 3e-2</td>
<td>82.89 ± 0.11</td>
<td>1.86 ± 0.10</td>
<td>14.62 ± 0.16</td>
</tr>
<tr>
<td>XGBoost</td>
<td>20.41 ± 0.23</td>
<td>21.83 ± 0.34</td>
<td>54.39 ± 2e-2</td>
<td>3.21 ± 0.11</td>
<td>11.23 ± 2e-2</td>
<td>75.68 ± 0.08</td>
<td>2.06 ± 0.32</td>
<td>13.45 ± 0.19</td>
</tr>
<tr>
<td>Simple Ensemble</td>
<td>21.22 ± 0.15</td>
<td>22.49 ± 0.41</td>
<td>54.44 ± 3e-2</td>
<td>4.15 ± 0.16</td>
<td>11.38 ± 4e-2</td>
<td>78.65 ± 0.16</td>
<td>2.41 ± 0.18</td>
<td>13.67 ± 0.15</td>
</tr>
<tr>
<td>Deep Ensemble &amp; XGBoost</td>
<td>20.13 ± 0.16</td>
<td>22.36 ± 0.51</td>
<td>54.21 ± 1e-2</td>
<td>2.86 ± 0.05</td>
<td>11.35 ± 1e-2</td>
<td>75.01 ± 0.22</td>
<td>1.66 ± 0.06</td>
<td>12.13 ± 0.15</td>
</tr>
<tr>
<td>Deep Ensemble w/o XGBoost</td>
<td>24.36 ± 0.31</td>
<td>22.45 ± 0.55</td>
<td>55.53 ± 3e-2</td>
<td>3.57 ± 0.11</td>
<td>10.88 ± 1e-2</td>
<td>79.01 ± 0.17</td>
<td>1.91 ± 0.17</td>
<td>14.15 ± 0.14</td>
</tr>
</tbody>
</table>

There are some observations based on the results, as given in the table. To begin with, the models almost outperform unknown datasets on original datasets. On each dataset, the XGBoost model nearly outperformed all deep learning models such as NODE, DNF-Net, and TabNet. As we can see, the XGBoost model outperforms deep learning models in 5 of the 8 datasets, and these datasets had significant p-values (< 0.05), indicating that the results were significant. We can also see that the deep learning model has not consistently performed. The authors claimed in their study that deep learning models outperform other models, but this was only true for the datasets included in their study. As a result, when distinct datasets are involved, this conclusion is unjustifiable. We can also observe that the Deep ensemble and XGBoost model beats all models in the majority of cases, i.e. it outperformed 5 individual models out of 8, and the p-value in these 5 cases was substantially less than 0.05, indicating that the null hypothesis is rejected.

Now, in order to evaluate these models and see which one is better for a given dataset, we compared the relative performance of each model (NODE [44], TabNet [45], DNF-Net [46][47], and so on) to the best model for that dataset. For example, assume we used the historical geographical dataset in table (Table IV) and compared the relative performance of the models to choose the model with the best performance (Deep Ensemble & XGBoost in this case). We discovered that Deep Ensemble & XGBoost had the best relative value gain of 2.46 percent, with XGBoost coming in second with 3.86 percent, TabNet with 8.67 percent, DNF-Net with 10.55 percent, and NODE with 13.23 percent. The tabular representation of average relative performance deterioration on unseen datasets is shown (Table V).

With these findings, we discovered that deep learning does not always outperform other methods. When compared to XGBoost, Deep Ensemble, and XGBoost, the deep learning model performs the worst when trained on datasets other than those used in the original studies. Only two choices exist for the lowest performance results. Either there is a selection bias or there is a difference in hyperparameter optimization. Furthermore, the results in the original papers reflect the results that we have reported, excluding the possibility that implementation errors were the cause of our observation.

**B. Model Evaluation: Is it required to apply both the XGBoost and Deep Models in Combination?**

In this section, we will see which model performs better in all scenarios when compared to other models. We employed four types of models in table (Table V), including deep models (TabNet, DNF-Net, and NODE), XGBoost, Deep ensemble with XGBoost, and Deep ensemble without XGBoost. When comparing the performance of deep learning models to XGBoost and combined Deep ensemble & XGBoost Models on various data types, we discovered that deep learning models perform poorly in most circumstances. The question now is whether we require a combined XGBoost and Deep model. To answer this, we can see that in 6 of the 8 examples, the combined ensemble and XGBoost show significant results. Simple ensemble did not produce any improvised results, although competing with deep learning model results. Furthermore, when we look at the Deep ensemble models without XGBoost, we can observe that it did not do well in any situation when compared to any other model. As a result of this analysis, we can conclude that for tabular datasets, we require both deep ensemble and XGBoost in combination.

TABLE V. AVERAGE VALUES OF ALL THE MODELS IMPLEMENTED ON EACH DATASET WITH LOWER VALUE TREATED AS BEST

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Relative performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Ensemble w/o XGBoost</td>
<td>7.10%</td>
</tr>
<tr>
<td>XGBoost</td>
<td>3.86%</td>
</tr>
<tr>
<td>Deep Ensemble &amp; XGBoost</td>
<td>2.46%</td>
</tr>
<tr>
<td>TabNet</td>
<td>8.67%</td>
</tr>
<tr>
<td>DNF-Net</td>
<td>10.55%</td>
</tr>
<tr>
<td>NODE</td>
<td>13.23%</td>
</tr>
<tr>
<td>Simple Ensemble</td>
<td>4.23%</td>
</tr>
</tbody>
</table>
In real-world situations, time and resources are limited when it comes to training a model for a new dataset and optimizing its hyperparameters. As a result, it's fascinating to learn how difficult it is to do so for each model. Calculating the number of computations required by the model is one way to assess this. Floating point operations per second (FLOPS) is a common unit of measurement. However, because each parameter set has a different FLOPS number, comparing various models in this way when optimizing model parameters has become impossible [47].

V. DISCUSSION

This study was based on deep models that had already been deployed by several academics on a tabular dataset [12-14]. Deep models were applied to tabular datasets (Forest CoverType, Higgs, Gas Concentration, Epsilon [30], MSLR [31], Year Prediction [32], Blastchar [33], and so on) by the authors in their publications, and they argued that deep models exhibit some promising outcomes. However, their research was limited to a single dataset. We used one more tabular dataset (Geographical dataset) in this research and attempted to construct all of the deep learning and ensemble models. On all of the datasets utilized in this study, we also investigated various possible tradeoffs that are required in real-time applications, such as hyperparameter tuning, metrics evaluation, and Statistical Significance test. Our results reveal that the performance is similar to what the authors have shown in their respected publications, but when we tried to compare the performance of different datasets on the models used by the authors in their study, the deep learning results were not as good as the original datasets. We next looked at XGBoost and ensembles of deep models with XGBoost and without XGBoost, and discovered that the XGBoost model outperforms deep models. However, as seen in the table, the ensemble of XGBoost models with Deep models outperforms the XGBoost model alone. Furthermore, optimizing a new dataset using deep models is a difficult procedure, whereas optimizing a new dataset using ensemble models with XGBoost is quite simple [48].

VI. CONCLUSION AND FUTURE STRATEGIES

This research demonstrates that using various deep learning algorithms on tabular data does not improve performance. We also used XGBoost on these datasets, which produced some promising results when compared to deep models, and we used ensemble deep learning with and without XGBoost to see how it affected the performance of each dataset. On these tabular datasets, an ensemble of XGBoost models without deep learning never performed well, but when we looked at the overall performance using an ensemble of deep models with XGBoost, the results were astounding. This ensemble deep model with XGBoost beats all previous models, and our enhanced models pave the way for future study on tabular datasets in terms of comparing performance and assisting researchers in determining the best technique for optimizing hyperparameters. Our findings will also aid in the development of new models (such as CatBoost, where learning rates are uniformly distributed) that are simple to optimize and can compete with the performance of ensemble deep models such as XGBoost and many others.
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Abstract—Internet of Things (IoTs) offer significant benefits to various applications, including homes automation (HA), environmental monitoring, healthcare, homeland security, agriculture, and many others. Consequently, the trend of IoTs is rapidly evolving in many new sectors leading to higher comfort, better quality of life, and conveniences that can offer optimum consumption of valuable resources for the users. This paper presents a low-cost and flexible HA system that uses different sensors and other resources to control commonly used home appliances and connected devices by establishing IP connectivity to access, manage, and monitor them remotely. To enable remote access, an android-based application was developed to monitor and control the home devices. Edge computing (EC) platform is used in the proposed system to enhance reliability and robustness when the computation offloading is required. The system operates automatically according to the environmental conditions in the home based on the home occupants’ requirements. The outcomes of the proposed system reveal that it greatly supports the concept of smart HA and capable to significantly reduces the wastage of electricity via optimum utilization.

Keywords—Smart home; Internet of Things (IoTs); home automation; android application; raspberry pi; edge computing

I. INTRODUCTION

Recent advancement in smart phones and inexpensive open-source hardware platforms has empowered the development of low-cost home automation (HA) systems using Internet of Things (IoTs). This decade has seen an enormous attention and interest in sensors and sensor networks. Billions of devices are connected to internet already and further increasing sharply with the passage of time. Considering the current progress and the importance of IoTs, 31 billion devices have been connected in 2020 and this figure can reach to 75 billion by 2025 [1-3] as detailed facts are represented in Fig. 1. The devices include smart appliances (lights, fans, refrigerators, air conditioners, ovens, washers etc.), security and safety systems (PIR motion detector sensors, monitoring cameras, smoke and fire detectors sensors etc.), and other smart home energy equipment, like smart lighting, thermostats, and actuators.

HA is a way of life by utilizing wireless sensors and other modern smart technologies that can make a home to accomplish different sets of operations or tasks automatically and remotely whenever they are required. Based on recent success of IoTs for HA system, it is becoming reality in improving the quality of living by making it more comfortable due to many embedding intelligences into sensors and actuators and connecting them intelligently for smart homes. The IoT market has generated revenue around $300 billion in 2020, and the value of Smart Home market worldwide has reached to $43 Billion. This is nearly three times more than that in 2014 [4-6].

Homes and offices chores can be automated by using the internet to control and monitor the household devices by considering the environmental conditions and the human comfort. Many vendors have introduced and producing a range of HA devices to regulate and control the indoor ventilation or environment. For this a variety of wireless sensors and home controlling products including home energy monitor, smart plugs, smart temperature thermostats, outlets, sockets, and smart vents etc. are available. Remote controlling or monitoring is not only the facility of HA system but more importantly it helps to minimize operating costs and saves electricity or other resources. Moreover, it can be ideal for the aged and disabled people [7].

The edge computing (EC) platform has a lot of advantages and useful applications related to smart HA. Its prominent benefits are minimizing the latency issues, providing location awareness and mobility support, real time response, less cost for data processing in terms of less bandwidth consumption, home inside environment control without the home resident’s intervention, timely weather predictions and many more. In IoTs, each equipment can consume a huge amount of energy if its communication is not optimized [8, 9]. Further, many applications are response sensitive so to satisfy time critical applications, EC can be greatly helpful. In addition, for the smart devices, local computation is cheaper in terms of energy consumption due to less physical distance for data communication because devices may generate data at every single moment and required processing on the collected data. During their data transmission, they required more energy if the transmission time is high, and they utilize more communication channels as well. For instance, when CCTV cameras’ data is stored in the cloud, it means far away from the end devices that it requires more bandwidth and more time for data transmission comparatively to the EC. So, in the case of EC, due to less distance it takes less time and consumes less bandwidth for data transmission. In this example EC is therefore saving resources in terms of energy, time, and communication channel cost etc. [10].
In this paper we present a HA system using IoTs, android application, that involving the EC platform. The significance of our designed system is that there is no need to change or replace the current household appliances, as it offers options to connect these devices through a control panel. The main component in the control panel is Raspberry pi which controls all the home appliances. Several sensors are connected/integrated to Raspberry pi for it to receive various measurements like temperature, humidity, light intensity etc., for which it can control the appliances in considering the resident requirements. The whole system consists of commonly used home appliances (lights, fans, switches, power plugs, air conditioners etc.) different sensors (light sensor, PIR sensor, temperature sensor etc.), Raspberry pi 4, power relays, and a touch screen panel as shown in Fig. 5. The effectiveness of the designed system (i.e., for integrated sensors with the home devices and switches), reveals that it greatly achieves the concept of smart HA.

A. Some Major Applications of HA

Some major applications are discussed here to support the concept of HA. With the help of IoTs, it can recognize or notice the resident’s certain habits or activities e.g. exercising, showering, sleeping times, hence IoT can regulate the home interior environment accordingly [11] such as changing the temperature or environment of a house, by smartly controlling windows/door entry points. Doors can be operated automatically only when residents enter or leave the room. Same concept can be applied to the car garage. Windows shutters can be adjusted according to the outside temperature and light intensity, or closed fully in case of raining [12, 13].

Security or safety is always the prime concern of any house. It can be greatly improved by IoT concepts. For example, human presence or any moving object, particularly at the room entrances and the main gate, can be detected by using PIR motion detection sensor, hence enhancing the security. The safety of home residents can certainly be attained efficiently by installing some sensors for smoke or fire detection, sensing the odd materials in water, and storms prediction etc. An automated safety alarm can mitigate the loss or harm based on the received information. Security and safety systems can be beneficial to elderly and disabled people for them to control or react appropriately to the home appliances/devices during critical conditions [14].

Home gardens, lawns, indoor plants can be made smarter by IoT. Sensor(s) can be fixed in root of plant or in the soil to identify the moisture level to trigger a motor pump to irrigate/water the plants [15]. Other than that home devices can be controlled according to an individual routines and behaviors. For example, music can be turned on/off or its volume can be tuned depending on the routines or schedules of the home residents. Likewise, it is possible to define morning or evening routines to adjust the bathroom water heater or windows shutters to operate in considering the weather conditions [16, 17]. The aforementioned and some other major examples of IoTs are illustrated in Fig. 2.

II. RELATED WORK

The use of IoTs to control the home appliances to achieve the concept of smart home keep attracting the researchers and engineers [18, 19]. Adding IoT based facilities to home environment can enhance the quality of life for home resident and proving blessing for the elderly and disabled people that depends on caregivers or institutional care [20]. There are various wireless technologies suitable for remote data transfer such as Wi-Fi, RFID, and cellular connectivity has been utilized to embed various levels of intelligence in the HA. Further, by introducing the IoTs, the research and implementation of HA are getting more and more attention from the research community.

An IoT based system was proposed in [21] to reduce the cost and power consumption by utilizing the solo computing platform. The system used Arduino and Android smart phones through virtual buttons and sliding switches, user could control and observe the home devices using text and voice commands. A similar work was presented in [12] to provide the facility for monitoring smart home and was especially useful for the disabled persons. The proposed system was customizable to allow changes be made according to the needs of future requirements.

In [22], the Bluetooth 4.0 protocol was used to provide the communication among the users and smart home devices.
Users could control the home devices with their mobile phones or tablets. The drawback of the system was the control was restricted to a short range due to Bluetooth technology. To conserve the home energy, the authors have designed a system by using different sensors like temperature sensors, motion detection sensors and luminance sensors to automate the home appliances like air conditioners, fans, lights, etc. and the proposed system can save electricity usage as well [23].

A reliable and low cost HA system using Arduino microcontroller and various other sensors was offered in [24] to access and control the home devices (fans, lights, TV, etc.) with the help of smart phone application or web-browser. Similarly, another HA system was presented in [25] which used a micro-web server at home side with the IP connectivity allowing user to interact home devices with the smart phone. Different sensors were used like current sensor and temperature sensor to automate the home appliances. Further, authors proposed [26] a system to control the home appliances for HA. In the proposed system four types of sensors were considered i.e., temperature sensor, PIR sensor, smoke and gas sensor, and ultrasonic sensor to automate the home environment and intrusion detection.

For the home security purposes, many systems have been proposed, few of them are discussed here. In [27], authors designed a system to improve the home security by utilizing the cameras to capture pictures to share the information on who entered the house or room. Another system was presented in [28], to enhance the home security by using some sensors, and the advantage of this system was cost effectiveness. Data could be transferred between the devices and controllers by using one or more communicating technologies like Wi-Fi, GSM, ZigBee or Ethernet. ZigBee and Bluetooth were used for data sending among the sensors and CPU. These data sharing technologies were used due to easy implementation and low power usage.

Involving the edge/fog computing in smart home system can be very effective and useful for computation offloading to minimize the latency and gives good real time response. So, researchers have integrated edge/fog computing in their smart HA systems. In [29], authors presented a framework for HA system by involving the fog computing to achieve the concept of energy optimization. With their proposed system, the network traffic and delays were minimized for smart homes. In addition, by involving the EC platform, a system for electrical demand prediction for the smart homes was presented in [30]. An intelligent edge node was used for their system that stored heterogeneous data, but the analysis and processing were done at the cloud node. The system can collect data by the IoT devices from the environment, and provide a better quality of service and greater scalability of computing resources through the EC.

Further in [31], the authors proposed an IoT based system by involving the EC for the smart buildings and homes. In the designed system, the facilities like temperature control, energy consumption monitoring, security, comfort level were considered. The system addressed issues like scalability and interoperability. A brief comparison of characteristics of IoT, edge and cloud computing are presented in Table I.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>IoT</th>
<th>Edge</th>
<th>Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deployment</td>
<td>Distributed</td>
<td>Distributed</td>
<td>Centralized</td>
</tr>
<tr>
<td>Components</td>
<td>Physical devices</td>
<td>Edge nodes</td>
<td>Virtual resources</td>
</tr>
<tr>
<td>Computational</td>
<td>Limited</td>
<td>Limited</td>
<td>Unlimited</td>
</tr>
<tr>
<td>Storage</td>
<td>Small</td>
<td>Limited</td>
<td>Unlimited</td>
</tr>
<tr>
<td>Response time</td>
<td>NA</td>
<td>Fast</td>
<td>Slow</td>
</tr>
<tr>
<td>Big data</td>
<td>Source</td>
<td>Process</td>
<td>Process</td>
</tr>
</tbody>
</table>

Many literatures have made significant contributions to the design and development of HA systems. However, most of these efforts mainly focused on switching and controlling the home appliances rather than remotely monitoring the home environment. The system provided in this article carried a unique architecture for IoT based HA with the help of an android application which saves energy via optimum utilization and reduces the latency when the data is required for computation offloading, hence can be beneficial irrespective of regional or location dependencies.

III. PROPOSED SYSTEM

Considering the factors and challenges discussed in literature review, we designed a low cost, flexible and standalone home monitoring and controlling system. The developed system contains different controllers, relay modules, Raspberry Pi with Wi-Fi support, and various sensors. The main equipment and devices used are: light sensor, air sensor, PIR (passive infrared sensor), smoke detecting sensor, hall effect sensor, Raspberry Pi, display panels (touch screen), and Android application.

To manage and control the home appliances or against the data measurements by various sensors, a smart interface is designed with the help of an Android-based application to enhance the system usability. The significant feature of the system is that it is customizable according to various requirements and scenarios with little configurations and minimum re-coding. The major advantage of our system is that there is no need for replacement of the current household appliances, the existing devices can be connected to a control panel forming part of the smart HA system.

In the designed system, we utilize the Hall Effect sensor and passive infrared (PIR) sensor to observe and monitor moving activities when these are required. The mentioned sensors are positioned or installed at the entry and exits points to and from the rooms and relevant home space. In addition, these activity monitoring sensors can be useful in dealing with suspicious or intrusion activities. To identify the light intensity, light sensor is utilized so that system can decide when the room or house lights will be turned on/off. Measuring the air temperature and its intensity helps to make auto switched on/off of air conditioners and fans or making decisions regarding air control in the smart home. For smoke detection, smoke detector sensor is installed to make timely alarm warnings to escape from fire disaster. Various other sensors can be equipped or considered according to the needs or requirements of the system or the home residents.
Raspberry pi plays the role of main controlling unit where all the sensors pass their measurements to it for taking further actions. Raspberry pi has many features like Wi-Fi connectivity, Bluetooth facility, and it can be connected to a display panel. In case of extra memory requirements, external memory storage can be used [33]. For utilizing the Wi-Fi or wired internet connection facility, it can be connected to the internet where we can easily control its operations through the android application. In the case of unavailability of internet, Raspberry pi can be connected via Bluetooth. To make it functional we have written a code for it, so that it could perform various tasks for our proposed system. Raspberry pi receives instructions as inputs from different sensors or from residents then it sends command(s) to home appliances via power relays. Various components and specifications of Raspberry Pi 4 model B are shown in Fig. 3.

Fig. 4 (block diagram) illustrates the basic components for the proposed system, where raspberry pi is connected to smart phone, to a display screen, and to an internet connection. It is coupled with different sensors and power relays and these power relays perform the operations of switched on/off the home appliances according to the given instructions of Raspberry pi. In the diagram, it shows how the proposed HA system components interact with each other.

In the proposed system we have considered eight power relays, but these can be extended according to the needs or number of appliances. The power relays are used to switch on/off the appliances according to the instructions from Raspberry pi. As mentioned, the Raspberry pi is connected to the internet via wired or Wi-Fi connection, so Android-based smart phone or smartwatch can be used to control the operations of Raspberry pi. It can receive the instructions as an input from the smartphone or smartwatch or can send the notifications to them for the HA system. Further, a display panel is attached to Raspberry pi where user can see the operations accomplished or by touching the digital buttons on the screen to control the home appliances. Fig. 5 illustrates example of equipment and appliances that can be setup for the proposed HA system.

The designed system can automatically open or close the doors or garage when detecting the human presence. The Raspberry pi can also receive the current weather forecasts from internet then it can automatically open/close the windows or curtains, or on/off the required appliances and home temperature can be regulated accordingly.

If the number of cameras is higher and they record a huge volume of data, then the produced data can be stored in the EC where later on features extraction or processing tasks can be done at this platform (i.e., EC). So, for the computation offloading, EC is added which makes our proposed system more robust and more reliable especially when the task is time stringent or having more data size for computation.

If the resident doesn’t have mobile phone and wants to control something at home, then it can regulate the home appliances by using touch screen which as displayed in Fig. 6. But this is not the main motive of our designed system, although we can say it is a facility whenever in the case of unavailability of mobile phone.
Fig. 5. Example of Equipment and Appliances Connected for the Proposed HA System.

To use the designed system, the user needs to install the developed application. After checking the internet connectivity, user will use its user id and password for login to access the home appliances. Afterward login access, the system shows the available rooms, where a specific room will be selected for switching on/off the device(s).
Next, the screen will display the information of available appliances in that room. By clicking on the desired appliance user can see its status like either it is on or off. By choosing the options on the display, resident can on/off the household devices or manage the desired operation. Fig. 7 (flowchart) and the Algorithm 1 present the whole mechanism and working behavior of the proposed system.

A. Android Application

After installing the HA system application, the user can login by using the user ID and password or can create an account as shown in Fig. 8. After successful login, Fig. 9 shall appear as the main interface screen. The information about room environment and weather conditions like temperature will be available on this screen. Further this main screen has a list of all available rooms. User will select the desired room for controlling the appliances, for example if the user selects bedroom 2, then the next screen is opened as in Fig. 10 showing the list of all available appliances for the selected room. Here, the user can control or navigate the desired appliance for the selected room and also the user can see the current status of a particular appliance.

User can select any appliance from the list. For instance, if the desired appliance is air conditioner, then user can switch on/off this appliance like in Fig. 11 (screen), and can change its functions/intensity like temperature or fans speed, etc. An additional feature of this application is that user can set the timings for different appliances like when the lights to be turned on/off. The system is capable for reminding the owner by sending the notification(s) about the current weather and home environment conditions. It can send the alert(s) when motion sensors detect suspicious activities or when someone trying to access application as unauthorized user.

B. Challenges during System Designing and Application Development

Installation of different types of sensors in home appliances particularly when these are designed by different vendors, can be a major challenge in developing a HA system [34, 35]. Hence, there must be an appropriate mechanism for data controlling and processing capabilities to manage the entire system effectively. Although availability of reliable Internet connectivity plays a key role in many cases, at certain locations they may not be feasible. Further, professionals are needed to develop the system by considering the various home situations and the dependability of sensors on the home devices. Another issue is that the confidential information of a person in house can be leaked during the data transmission, so proper data security mechanisms must be well defined for home data. To achieve the goal of “HA or connected home”, several professions like electrician, builders, locksmith, gasman, etc., may be involved for their skills, expertise, and businesses according to market demands. Often the mentioned occupations may not have entire knowledge about the HA and there must be some predefined standards when they are installing the home devices especially when these devices are from different vendors.

---

Algorithm 1: Smart HA System

1: **Input:** Instruction from Android App, 220-volt input to home appliances, inputs from different sensors to Raspberry Pi
2: if Internet connection available then
3: if Login Access granted (Figure 8) then
4: show Available Rooms (Figure 9) || Sign out
5: if select Available Room (Figure 9), then
6: show Available Appliances (Figure 10) || Sign out
7: if select Available Appliances (Figure 10), then
8: show Appliance Status (Figure 11) || Back to Room || Sign out
9: if select Back to Rooms, then
10: goto line number 4
11: if select Appliance Status (Figure 11) then
12: Modify the applicance status (i.e., ON/OFF etc.) || Back to Appliances || Sign out
13: if select Back to Appliances, then
14: goto line number 6
15: end if
16: else Try Again
17: end if
18: else Connect with Internet
19: end if
20: **Output:** Home appliances are operated automatically according to the residents’ desires

---
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It is usual that smart home automation systems come with regular upgrades or patches, so customized configurations or alterations must be supported in such system.

It is normal that appliances or devices are of different types and manufactured by multiple manufacturers. So, there should be one application that can deal with all of them. As such, developing a generic application for HA system not only comes with a variety of technological problems but security is also a major challenge that must be considered. Risk factors are often involved when sending or exchanging a home’s confidential information on the internet. It is important to examine all the technicalities of home appliances or devices and security matters when sharing the private information like presence of location to someone whom are unauthorized. Our developed application effectively deals with the above-mentioned situations.
IV. RESULT AND DISCUSSION

Our design has considered an average size of house consisting of two bedrooms, one guest room, one TV lounge, one dining hall, one kitchen, and one car garage. It has appliances including three air conditioners, 3 room heaters, one fridge, one water heater, seven fans, one microwave oven, one washing machine, and 12 lights. We assumed that it is in Multan city, Pakistan where the weather conditions are normally around 5°C to 20°C in winter and 30°C to 45°C during the summer. Electricity bills are higher in summer comparatively to the winter due to more air conditioners usage.

A. Electricity Consumption of Existing System against the Designed HA System

For electricity consumption analysis ‘current and voltage clock meter’ are utilized, to capture key energy consumption information. Data from these meters, allow us to calculate the electricity usage in the aspects of cooling, heating, and lighting of the house. Three methods were used to measure the electricity utilization i.e., day-wised, monthly, and annually. In the first case, power consumption is calculated for a single day by comparing the existing electricity system with the designed HA system and this is demonstrated in Fig. 12. By this method, owner(s) know the home power consumptions at different times of a day. So, with this data, resident(s) can plan at which time to save the electricity or the timings when the wastage of electricity can be best avoided.

The electricity consumption is measured in per Kilowatt hour (kWh). That is, one unit of electricity or kWh can be calculated as follows:

\[
\text{Energy consumed = Power} \times \text{Time}
\]

\[
\text{Electricity unit (kWh) = \frac{\text{Power (in watts)} \times \text{Time (hours)}}{1000}}
\]

A lightbulb of 60 watts used for 8 hours per day (240 hours per month) will consume electricity in one month as follows:

\[
\text{(watts/1000) = .06 kilowatts}
\]

\[
06 \text{ kW} \times 8(\text{hours}) \times 30(\text{days}) = 14.4 \text{ kWh}
\]

\[
= \frac{1.000}{\text{1.000}} = 0.06 \text{ kWh}
\]

\[
= \frac{1.000}{\text{1.000}} = 14.4 \text{ kWh per month}
\]

In the second case, these calculations were perfomed on monthly-wise. The months in which more cooling are required are May to August and are considered as the peak of hot weather in Pakistan. To attain the comfort level of 20°C-27°C (68-80°F), a normal size home consumes average of 700 to 900 kWh per month of electricity in these months. Whereas to maintain the comfort level for the winter months which required more heating, i.e., December to February, it required normallly 500 to 600 kWh. In considering the same house environment but with the involvement of the designed HA system, the power consumption was around 100 to 130 kWh per month lesser than the existing system. This comparison of the electricity consumption shows that the proposed HA system significantly lowered the power consumption. The developed HA system, helps to save the electricity by 15%-20% per month. Fig. 13 presents the comparison, and clearly showing that the developed system consumed less electricity than the existing system.

To attain the comfort level of 20°C - 27°C (68-80°F), one house can consume around 7180 kWh per year when it is not using the designed HA system, but when it is integrated with the designed HA system then the consumption drops to around 6100 kWh annually. Comparison of these power consumptions annually are depicted in Fig. 14.

The proposed HA system saves on average of 1080 kWh of electricity per year for one house. It is beneficial to mentioned that this amount can be greater when considering to integrate this system in larger number of houses. Conservatively, for a housing society having 8000 houses, the saved electricity can be reaching to 8,640,000 kWh per year. This amount is saved within one year.
The comparison of the room temperature in summer and winter seasons, with and without the involvement of the developed system is illustrated in Fig. 15 and Fig. 16, respectively. The temperature was measured with respect to hourly time for a single day. It can be seen that the designed HA system is able to maintain the desired room temperature without major fluctuations in both seasons (summer and winter). The temperature data was taken by using temperature sensor. With the available data, the residents of a home can analyze the home environment from anywhere and can take the necessary actions to save electricity. It is clear that without the involvement of the proposed system, there are large variations in room temperature. So, the concept of our smart HA is greatly beneficial to consumers.

B. What have been Achieved?

- Smart use and control of home devices or appliances by the proposed HA system.

- Designed HA system saves energy because appliances operate only when they are required, while automatically switched off when they are not needed, thus reduces the wastage of electricity (around 18%).

- No need to replace the current appliances because changes are made and required only for the control unit.

- Connectivity with internet makes HA system more robust and provide intelligent work flow according to the prediction on home appliances.

- HA system provides home alarms and warnings features to prevent any loss of home appliances/properties.

- Generate timely notification for voltage fluctuations that helps to save home appliances from potential faults or problems.

- The system is good enough and capable to control a large size of house with the variety of electronics and electrical devices easily.

- EC is integrated in the proposed system to improve its reliability and making it more robust for the computation offloading.

- The motion monitoring sensors can be greatly useful in sustaining the home security by sending timely alert to the resident or house owner.

- It is an Android app that can be easily installed and used by users with Android smart phone.

The developed HA system can control how and when a home device will respond and act to attain desired home environment. It offers a fully controlled and convenient environment and helps to reduce the energy expenditures. It can assist the users and residents to control any mishap and unpredicted incidents that may happen at home.

V. CONCLUSION

In this paper, an energy efficient and flexible HA system is presented for controlling and monitoring the home appliances using the smart phone-based Android application. Edge computing is used in the system to enhance reliability and
robustness in computation tasks offloading. The system uses IoT-based networking functions to remotely control and monitor the home appliances. The proposed application allows home user/resident to conveniently control the commonly used appliances in a home. The application and the overall hardware architecture for controlling are flexible for easy modification when new appliances or new features in application to be added or remove to support new home requirements. The system operates automatically according to the home environmental conditions set by the home occupants’ requirements. The developed HA system enhances the automation, security, remotely controlled, user friendly, more home comfort by saving around 15% to 20 % electricity through the properly configured HA system.

In future work, we are planning to enhance the system’s features and its coverage area, as well as adding more functions and options to extend its robustness. The enhanced system can cater for garden and lawn. Adding in extra intelligence to the future system to capture the behavior of the home residents, thus setting the home environment more naturally.
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Abstract—Research papers and expertise recommendation systems have been operating independently of one another, resulting in avoidable search queries and unsatisfactory recommendations. This study developed an integrated recommendation system to harmonize research papers and expertise recommendations in the academic domain for enhanced research collaboration. It aims to address issues related to the isolated existence of these systems. A recommendation algorithm was developed to synergize the research paper and expertise recommendation models. The Cosine similarity function between user query and available research papers as well as experts, was combined with selected criteria to achieve recommendation. The synergized model was simulated and evaluated using Precision, Recall, F-measure and Root Mean Square Error as performance metrics. The findings showed that the harmonization of research paper and expertise recommendation approaches provides a holistic and enhanced approach towards research paper and expertise recommendation. Thus, academic researchers now have a reliable way to recommend experts and research papers, which will lead to more collaborative research activities.
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I. INTRODUCTION

The ever-increasing growth of data has resulted in the discovery of new research areas within the computer science field, among which is recommender systems. As the amount of available data grows, the problem of managing the information becomes more difficult, which culminates in information overload. The need to address the challenges associated with information overload led to research on information filtering. The Recommender system, as a subclass of the Information Filtering System, is a completely automated system that analyzes users’ preferences and predicts users’ behaviors. The research interest in recommender systems is still very high, perhaps due to the practical significance of recommendation tasks. Recommender systems collect various kinds of data to create their recommendations [1].

An Expertise Recommender (ER) system offers a means by which scarce resources, in the form of human experts, can be identified and accessed [2]. It is a system designed to facilitate identifying individuals who have the necessary expertise to solve a specific problem [3] [4]. In systems for recommendation of human expertise, the interest is "expert" instead of items [5] [6] like movies or books, as in the case of other recommender systems. Mobile agent technology is one of the approaches that have been implemented for expertise recommendation [7] [8] [9]. Available literature has shown recommendation systems for human expertise to be a valuable instrument incredibly, crucial in scholarly research for managing knowledge.

Research Paper Recommender (RPR) systems have emerged to ease the problem of finding publications relating to researchers’ areas of interest [10] and are designed to offer the right publication to the right researcher in the right way. Thus, some users may be interested in the works (research papers or publications) of the expert (researcher) rather than the expert. This is reflected in the search for a research paper (i.e., documented knowledge of the expert) without necessarily being interested in the researcher (expert).

These two aspects of recommender systems are utilized within the academic research domain. The research papers and expertise recommender systems have greatly contributed to improving research collaborations in academia by bridging the knowledge and physical distance among researchers. However, it is mostly the case that a researcher in a particular domain must have either directly or indirectly interacted with one or more researchers in the research domain or certainly perused many research publications in order to elicit knowledge about a particular research project. These publications might be from the researcher (s) that has been directly interacted with or from different researchers.

The success of the recommender system in academics as a tool for collaboration in research is evident in the literature. In recent years, a detached approach to the issues of a research paper and expertise recommendation has existed. However, the academic research concept requires that a researcher be exposed to both direct and indirect contributions of fellow researchers for acceptable research output. The existing expertise recommender systems have not considered using explanations for more details about the researchers’ expertise, while the research paper counterpart considered concept similarity of articles without the methods, which resulted in a misleading and unsatisfactory recommendation. Furthermore, both systems experience sparse ratings and function independently, thus, providing partial information about the same academic domain, thereby causing avoidable search queries. There is a need for a holistic approach rather than the current separate approach to expertise and research paper recommendations in academics, and also a system that will harmonize the concept or method similarity of research papers and explanation-based expertise recommendations for an enhanced recommendation.
Thus, in this paper, an attempt is made to concurrently address expertise recommendation and research paper recommendation in a unified recommender system using an integrated recommendation concept. The remaining sections of the paper are organized as follows: Section II discusses the related works while the methodologies applied to achieve the desired results are presented in Section III. The results obtained as well as the interpretations are presented in Section IV. The conclusion of the study is contained in Section V and future work is presented in Section VI.

II. RELATED WORK

There are numerous works in the areas of expertise and research paper recommendations. A survey of available literature on research expertise recommendation shows that academic research expertise systems are less common. However, the increase in available data on academics and their publications has sustained research in the area.

In several researches, a recommender system was developed based on expert and item category by extending recommendations beyond the frequency of rating from users [11] to using trust-aware social web service recommendations mechanisms [12], a triangulated approach[2], bi-directional feedback approach [13] [14], ontology based approach [15], social network-based approach [16], [17], [18], Clustering analysis approach, expertise modeling [19], Knowledge-based approach [20], graph-based approach [21] Citation network graph approach [22] [23] [24], random walk graph approach [25], Content Based Filtering and Collaborative Filtering concepts [26], and association rule approach [27] with the aim of improving the accuracy of the expert recommendation predictions. The factors of topic relevance, expert quality, and researcher connectivity are considered useful in recommending experts in the science-based research community. For example, researcher modeling approach was applied to recommend experts in scientific communities in [28], a co-author recommendation based on powerful and similar peers that suggests future co-authors for scientific article writing was also proposed in [29]. However, these approaches did not address rating sparsity and cold start problem efficiently.

On the other hand, research paper recommendations are another area that is well explored. Nowadays, much of the world’s new knowledge is largely captured in digital form and archived within a digital library system. Also, a huge number of academic papers are constantly being published through several conferences and journals. These trends lead to information overload, where users find an overwhelming number of publications that match their search queries but are largely irrelevant to their latent information needs [30]. Thus, most researchers rely on key-based search or browsing through proceedings of top conferences and journals to find their articles of interest [31]. However, according to [10], the challenge is not just to provide researchers with very rich publications at any time, any place, and in any form, but to also offer the right publication to the right researcher in the right way. To achieve this crucial objective, several researchers have initiated some novel approaches depending on their perspectives. Some of the recommendation approaches in the literatures are set theory and graph theory concepts [32] [33], user's preferences, user's requirements and opinion mining approach [30], [35], [36], [37], content-based approach [38], [39], collaborative filtering approach [10] [31] [40], source-independent framework [41], tagging approach [42] and algorithms like an unsupervised algorithm called Paragraph Vector [43], shortest paths algorithm [44], that provide personalized research papers recommendations regardless of the research field and regardless of the user's expertise.

It was observed in all of these approaches that an atomistic approach was being used to address issues related to the research paper and expertise recommendation in the same academic domain, whereas the academic system requires a researcher to be exposed to both direct and indirect contributions of fellow researchers in order to produce acceptable research output. The need to alleviate the challenges of the current isolated approach to research paper and expertise recommendation necessitated this study.

III. METHODOLOGY

In this study, the focus was to improve the existing expertise and research paper recommendation models and, as well, synergize them for better recommendations in academics. The details provided in the expertise recommendation part of the integrated system will assist expertise seekers by providing more details about the available experts to guide their choice among recommended experts. Also, in addition to the existing concept semantics-based research paper recommendation, the study will reduce the chances of recommending the wrong research paper to users by combining the concept semantics with the method semantics of research publications to build similarity between research papers for improved recommendation.

In this study, the following research questions were addressed:

- How could the expertise recommendation be enhanced by incorporating explanation to provide more details about the experts’ knowledge?
- How could the research paper recommendation be enhanced by combining semantic relationships between concepts and methods used in a research paper?
- How could recommendations be enhanced by synergizing (i) and (ii) above, since both deal with recommendations for the same academic domain?

A. Conceptual Model

The developed model was conceptualized on the basis of building a synergy between two independent but related recommender systems. The improvements are presented as follows.

1) Proposed expertise recommendation model: The existing ER with user classification [13] is being improved by incorporating explainable recommendations to provide further details about the depth of knowledge and research interests of the experts for more effective and persuasive recommendations. The conceptual view of the proposed
expertise recommendation approach, presented in Fig. 1, demonstrates the search query as the key input to the system. The search query gets processed through matching with the available experts in the database based on relevance. This is carried out in the "Query/Expertise Matching" section by searching through the database of experts. However, in the database of experts, the experts are classified according to their academic qualifications, which help to differentiate their level of knowledge. An explanation which contains a summary of available information about the knowledge depth and research interests of each expert is generated for each expert using the recommendation logic while the experts are clustered using the tag-based K-Means clustering algorithm. The "Recommendation" segment then presents a list of experts with explanations arising from the calculations in the "Recommendation Logic" segment through computation of the likeness cosine linking the user query with the available data in the target database.

2) Proposed research paper recommendation model: The existing concept-based research paper recommendation system [37] is also being improved by incorporating similarity between methods applied by researchers to solve problems as published in journals. This is because it considers that each published research article consists of two major parts – the concept and the method(s) employed to actualize the concept. Thus, the deficiency of the existing system is addressed by incorporating the similarity in the methods used to solve the problem identified in the research publications into the existing concept-based approach as shown in Fig. 2. The figure shows the search query section where the user inputs keywords relating to the desired research paper. The user's query is then processed by matching it with the available research papers in the database. The recommendation logic is then applied to generate a list of suitable research papers using the tag-based K-Means clustering algorithm. The user then views the recommendation list.

3) The developed integrated recommendation framework: It was observed that though the systems for research papers and expertise recommendation currently exist independently, the dataset utilized in either case is about the same domain, i.e., the academic domain. For instance, expertise recommender systems make use of datasets of published research papers to build the expertise domain of the experts by extracting relevant texts from the publications. Therefore, the two recommended systems are synergized as presented in Fig. 3, which shows that the dataset is pre-processed and loaded into the database. The user profile is created during the first access to the system. Subsequent access requires only the login information of the user, which is entered through "User Info". The “User Identifier” authenticates the user using available user profile information in the database. Once the user is authenticated, the user can then search for the desired information through the "User Query" section. The user query is then processed by applying the cosine similarity function to determine the available experts and research papers in the desired area as specified in the user query. If the user query is available, then the "Recommendation Logic" segment is activated to perform tag-based K-Means clustering of experts and research papers, matrix factorization, and generation of details for the recommendation. The result of this segment is then pushed to the "Recommendation" segment where the list of recommended experts with details and the list of recommended research papers are displayed.

![Fig. 1. Improved Expertise Recommendation System.](image1)

![Fig. 2. Improved Research Paper Recommendation System.](image2)

![Fig. 3. Proposed Integrated Expert and Research Paper Recommender System.](image3)
B. Mathematical Formulation of the Developed Model

The developed model was formulated on the basis of building a synergy between two related sets to achieve a common goal. The related sets considered in this study are a set of experts, i.e., researchers, and a set of research papers, as presented in Equation 1 and Equation 2, respectively. The reviewed literature shows that there are certain features and criteria for expertise and research paper recommendation. A few of the attributes include quantity of publications for target expert, number of citations for target research paper, and user rating, while the criteria for recommendation constitute a combination of selected features.

\[ E = \{e_1, e_2, e_3, ..., e_n\} \] (1)
\[ R = \{r_1, r_2, r_3, ..., r_n\} \] (2)

where

\[ E \text{ represents the set of experts and } R \text{ represents the set of } n \text{ distinct research papers } r_1 \text{ to } r_n \text{ while } e_1 \text{ to } e_n \text{ represent distinct experts.} \]

Since the dataset of published articles is also utilized for research paper recommendation, in which case, keywords or key phrases from the publications are extracted for the purpose of recommendation, this study therefore considers the possibility of bridging the two independent but related recommendation systems and approaches in order to synergize both systems for enhanced recommendation. To achieve the synergy, the information theory of synergy and the synergy set theory are applied. The set of experts and the set of research papers are then combined into a unified set as presented in Equation 3 and Equation 4, respectively.

\[ D = E \otimes R \] (3)

This implies that:

\[ D = \{ (x, y) \mid \text{for all } x \in E, y \in R \} \] (4)

Therefore:

\[ D = \{ (e_1, r_1), (e_2, r_2), ..., (e_n, r_n) \} \] (5)

\[ E, R, e_i \text{ to } e_n \text{ and } r_1 \text{ to } r_n \text{ retain their previous meanings while } D \text{ represents the unified set.} \]

Applying the information theory of synergy, the set of experts, “E”, can be viewed as variable \( X_i \) while the set of research papers “R” is variable \( X_2 \). These two related sets are then combined to form the unified set “D” of research papers and experts, which is represented by the third variable “Y”.

Furthermore, the recommendation for the experts is achieved by calculating the impact of the expert in the chosen research area using Equation 6 while incorporating the rating function presented in Equation 7. The impact of an academic researcher in a particular domain obtained through research publications could be helpful for profiling the research expertise or experience of tertiary institutions and other academic institutes, either for the purpose of appointment, collaboration or consultancy.

\[ E_{impact} = \sum_{i=1}^{n} \frac{1}{T_p} \left( \frac{1}{N_{cp}} (N_{cp})^i + N_{jp}^i + N_{ei}^i \right) + (A_{re})^i \] (6)

such that;

\[ (A_{re})^i = \frac{r_{ei}}{N_u} \] (7)

where;

In Equation 6, the number of years of experience through research publication is represented by “i”, which ranges from 1 to n, where the value of “n” is determined by the user. \( N_{cp} \) signifies the quantity of conference articles the expert has published, while \( N_{jp} \) signifies the quantity of journal articles the expert has published within the interval of years specified by the user. \( T_p \) is the total number of publications by the expert within the specified period, which is the addition of \( N_{jp} \) and \( N_{cp} \). \( N_u \) represents the number of citations for the papers published by the expert, while \( T_c \) represents the total citations of all publications in the area of research publication. \((A_{re})^i\) represents the average rating for each expert over a given year interval. Also, in Equation 7, \( A_{re} \) retains its meaning in Equation 6, \( R_e \) is the total rating for the experts and \( N_u \) is number of users that rated the expert.

1) Matrix factorization: The research paper recommender system and the expertise recommender system are usually associated with rating sparsity, which was addressed using matrix factorisation. In the matrix factorization approach, every item denoted by \( i \) is linked with a vector \( x_i \in R^I \) and every user denoted by \( u \) is linked with a vector \( y_u \in R^I \). The item \( i \) refers to expert or research paper while \( R^I \) represents the features. Given any item denoted by \( i \), the components \( x_i \) determine the degree to which positive or negative factors are contained in the item. Given any user \( u \), the elements of \( y_u \) determine the degree of the user’s interest in items with high matching positive factors or negative, as the case may be. The resultant dot product, \( x_i^T y_u \), reflects the interface between the user denoted by \( u \) and the item denoted by \( i \)—the general interest of the user in the features of the item. This sums up the rating for the item denoted by \( i \) provided by the user denoted by \( u \), which is presented as \( \hat{r}_{ui} \), resulting in an approximation.

\[ \hat{r}_{ui} \approx x_i \cdot y_u \] (8)

2) Model formulation algorithms: Algorithm 1 shows the procedure for developing an integrated research paper and expert recommendation. The algorithm for predicting user ratings using matrix factorization is presented in Algorithm 2, while the algorithm for the K-Means Clustering Algorithm is presented in Algorithm 3.

IV. RESULT AND DISCUSSION

The developed model was simulated and evaluated in Anaconda with Python version 3.7 environment. The Jupyter Notebook was deployed to provide the Graphical User Interface (GUI) for visualizing the data and the results of the simulation process, and Pandas for data manipulation and analysis. Furthermore, Surprise, which is a Python scikit for building and analyzing recommender systems that deal with explicit rating data, was also utilized to apply matrix
factorization and cosine similarity functions to the dataset. The detailed results are presented as follows.

A. Analysis of the Dataset

The dataset, sourced from the Scopus database used in this study, contained two thousand (2000) documents while the papers with ratings of one (1) and above were one thousand, four hundred and fifty-one (1451) documents. The cross-validation method was used to validate the dataset using the train_test_split of the scikit-learn library. The data was analyzed and divided into two sets- Eighty percent (80%) training and Twenty percent (20%) testing. The number of records in the training dataset was one thousand, one hundred and sixty (1160) while the number of records in the test dataset was two hundred and ninety-one (291). The analysis of the actual dataset used in the study is presented in Fig. 4 and 5. Fig. 4 shows the distribution of ratings over the dataset, where the rating value of 4 (four) appeared most common among the rated publications, while many of the publications had a zero (0) rating. Fig. 5 shows the distribution of articles over the conference proceedings. It shows that articles are more than conference.

The articles are one thousand and two hundred (1,200) while the conference papers are Eight hundred (800).

B. Simulation Results

In order to ascertain the effectiveness of the developed model using the dataset, the Matrix Factorization algorithm was first applied to address sparse ratings. Then the K-Means algorithm was applied to cluster the publications according to their domain of relevance using the ratings. The Cosine similarity algorithm was further applied to generate similarities for the top one hundred (100) publications, considering each publication as a user case as shown in Fig. 6. The time taken to complete the computation of the similarities was 0:00:00.614037 seconds, which implies that the system is capable of delivering recommendations fast. The detailed results are as follows:

1) Simulation results of the existing expertise and research paper recommender systems: Tables I and II show the results of the selected existing models for expertise recommendation [13] and research paper recommendation [37] systems. The table shows the True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) values over ten (10) iterations, where:

- TP implies true positive and represents relevant experts and research papers recommended.
- FN implies false negative and represents irrelevant experts and research papers recommended.
- FP implies false positive and represents relevant experts and research papers not recommended; and
- TN implies false negative and represents irrelevant experts and research papers not recommended.

In Table I, the values for the TP, TN, and FN fluctuated whereas the values for the FP remained constant for all iterations, which suggest that all recommended items were relevant. In Table II, the values for the TP, TN, FP and FN fluctuated, which suggests that the precision is not maximum.

---

Algorithm 1 Research Paper and Expert Recommendation Pseudocode

| Input: \( \hat{R}_u \), User Query  |
| D, Dataset of Experts & Research papers |
| Return: RL, list of recommended research papers & experts |
| 1. Begin |
| 2. \( RL \leftarrow \emptyset \) |
| 3. \( \hat{R}_u \leftarrow \emptyset \) |
| 4. \( RL \leftarrow D \) |
| 5. Prompt \( \hat{R}_u \) |
| 6. Compute Cosine Similarity \( Sim(u, v) = \frac{\hat{R}_u \cdot \hat{R}_p}{|\hat{R}_u||\hat{R}_p|} \) |
| 7. IF \( \hat{R}_u \# D \) |
| 8. \( RL \leftarrow \) Not available, enter new search |
| 9. IF \( \hat{R}_u \# D \) |
| 10. Search |
| 11. Run K-Means Algorithm |
| 12. Run Matrix Factorisation and K-NN |
| 13. For each expert in D identified in Line 9; do |
| 14. Calculate \( E_{impact} = \sum_{i=1}^{n} \left( \frac{1}{|F|} (N_{cp} N_{jp} + N_{cp} N_{cp}) + A_{rep} \right) \) |
| 15. Generate details - “the expert is recommended because he has” “+N_{cp}+N_{jp} conference & Journal publications cited” “+N_e” “with average rating” |
| 16. For each research paper in D identified in Line 9; do |
| 17. Generate \( A_{rep} = \frac{R_{r}}{N_{ui}} \) and \( N_{ui} \) |
| Where \( A_{rep} \) is the average rating for each research paper, \( R_r \) is the total rating for the research paper and \( N_{ui} \) is number of users that rated the research paper and i represents interval in years in all cases |
| 18. Return RL |
| 19. End |
Algorithm 2: Rating Prediction Using Matrix Factorization

Input: training matrix $Z$, the number of features $K$, Regularization Parameter $\lambda$, Learning Rate $\varepsilon$
Output: row related model matrix $X$ and Column related Model Matrix $Y$

1. Initialize $X$, $Y$ to uniform real $(0, \frac{1}{\sqrt{K}})$
2. Repeat
3. For random $z_{ij} \in Z$ do
4. $\text{Error} \leftarrow X_i^T Y_j - V_{ij}$
5. $X_i \leftarrow X_i - \varepsilon (\text{Error} Y_j^T + \lambda X_i)$
6. $Y_j \leftarrow Y_j - \varepsilon (\text{Error} X_i^T + \lambda Y_j)$
7. End for
8. Until convergence

Algorithm 3: Tag Based K-Means Clustering Algorithm

Input: Target number of clusters $K$, Dataset of research papers $D$, Set of tags $R_c$ and $R_m$
Output: An assignment of research paper to clusters using tags.

1. Start
2. Initialization: arbitrarily choose $K$ midpoints of cluster $C_1, C_2, C_3, ..., C_k$
3. Calculate: estimate the space connecting every data position and group midpoints
4. Affectation: allocate the data position to the group midpoint whose space from the group midpoint is least of all the group midpoints.
5. Bring up to date / calculate: Redo calculation of the latest cluster midpoint using
   \[ V_i = \frac{1}{\alpha_i} \sum_{j=1}^{N} X_i \] where, $\alpha_i$ signifies the amount of data positions in $i^{th}$ group and $N$ is a set of natural numbers. Redo calculation of the space connecting every data position and latest obtained group midpoints.
6. Discontinue condition: do again the Affectation steep pending when no data position was assigned again.
7. Stop

![Fig. 4. Distribution of Ratings over Dataset.](image)

![Fig. 5. Distribution of Journal Articles and Conference Proceedings.](image)

![Fig. 6. Cosine Similarity Computation Time for Top 100 Users.](image)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>93</td>
<td>0</td>
<td>183</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>0</td>
<td>184</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>59</td>
<td>0</td>
<td>199</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>89</td>
<td>0</td>
<td>149</td>
<td>53</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>0</td>
<td>191</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>0</td>
<td>189</td>
<td>55</td>
</tr>
<tr>
<td>7</td>
<td>68</td>
<td>0</td>
<td>196</td>
<td>27</td>
</tr>
<tr>
<td>8</td>
<td>69</td>
<td>0</td>
<td>204</td>
<td>18</td>
</tr>
<tr>
<td>9</td>
<td>57</td>
<td>0</td>
<td>186</td>
<td>48</td>
</tr>
<tr>
<td>10</td>
<td>46</td>
<td>0</td>
<td>212</td>
<td>33</td>
</tr>
</tbody>
</table>
The values showed that the existing systems were able to recommend available experts and research papers from the database based on the dataset and the user’s query.

2) Simulation results of the developed expertise and research paper recommender systems: Tables III and IV show the results of the developed system for expertise recommendation over ten (10) iterations. The values for the TP and FN fluctuated, whereas the values for the FP and TN remained constant. The results show that the respective developed systems were able to recommend available experts and research papers from the database based on the dataset and the user’s query.

3) Simulation results of the developed integrated system: The results of the developed system for the integrated system of Expertise and Research paper recommendation over ten (10) iterations are presented in Table V. The values show the capability of the developed integrated research paper and expertise recommendation system to generate useful sets of research papers and experts according to the user’s query. This is in line with the set theory because a collection of expertise and research papers were defined as a set and when the recommendation is zero (0), it implies an empty set. The values are also in line with choice theory because each recommended set of expertise and research papers was based on an assumed user’s choice of query using the available keywords in the database.

C. Evaluation Results

The performances of the existing and developed expertise and research papers recommendation systems were evaluated using precision, recall, F-measure, accuracy, and Root Mean Square Error (RMSE) as follows: The detailed results are as follows:

- Precision shows the recommended system’s capacity for showing only relevant experts, while trying to minimize mixing them with irrelevant ones. This is calculated as follows:

\[
\text{Precision (P)} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

(9)

- Recall represents the coverage of relevant experts and research papers that the recommender system can generate. In other words, it measures the capacity of the system to generate all the relevant experts and research papers present in the database. This is calculated as follows:

\[
\text{Recall (R)} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

(10)

- The recommendation accuracy, which indicates the correctness of the recommendation, is calculated using Equation 11.

\[
\text{Accuracy} = \frac{\text{(TP+FN)}}{\text{(TP+TN+FP+FN)}}
\]

(11)

| TABLE II. RECOMMENDATION RESULTS OF THE EXISTING RESEARCH PAPER SYSTEM |
|------------------|---|---|---|---|
| Iterations | TP | FP | TN | FN |
| 1 | 31 | 27 | 164 | 69 |
| 2 | 58 | 13 | 178 | 42 |
| 3 | 33 | 48 | 143 | 67 |
| 4 | 46 | 43 | 148 | 54 |
| 5 | 54 | 13 | 178 | 46 |
| 6 | 86 | 18 | 173 | 14 |
| 7 | 54 | 23 | 168 | 46 |
| 8 | 87 | 6 | 185 | 13 |
| 9 | 88 | 12 | 179 | 12 |
| 10 | 76 | 5 | 186 | 24 |

| TABLE III. RECOMMENDATION RESULTS OF THE DEVELOPED EXPERTISE SYSTEM |
|------------------|---|---|---|---|
| Iterations | TP | FP | TN | FN |
| 1 | 93 | 0 | 191 | 7 |
| 2 | 63 | 0 | 191 | 37 |
| 3 | 67 | 0 | 191 | 33 |
| 4 | 45 | 0 | 191 | 55 |
| 5 | 86 | 0 | 191 | 14 |
| 6 | 77 | 0 | 191 | 23 |
| 7 | 92 | 0 | 191 | 8 |
| 8 | 91 | 0 | 191 | 9 |
| 9 | 95 | 0 | 191 | 5 |
| 10 | 73 | 0 | 191 | 27 |

| TABLE IV. RECOMMENDATION RESULTS OF THE DEVELOPED RESEARCH PAPER SYSTEM |
|------------------|---|---|---|---|
| Iterations | TP | FP | TN | FN |
| 1 | 71 | 0 | 191 | 29 |
| 2 | 89 | 0 | 191 | 11 |
| 3 | 87 | 0 | 191 | 13 |
| 4 | 78 | 0 | 191 | 22 |
| 5 | 77 | 0 | 191 | 23 |
| 6 | 92 | 0 | 191 | 8 |
| 7 | 68 | 0 | 191 | 32 |
| 8 | 95 | 0 | 191 | 5 |
| 9 | 94 | 0 | 191 | 6 |
| 10 | 69 | 0 | 191 | 112 |

| TABLE V. RECOMMENDATION RESULTS OF THE DEVELOPED INTEGRATED SYSTEM |
|------------------|---|---|---|---|
| Iterations | TP | FP | TN | FN |
| 1 | 57 | 7 | 212 | 15 |
| 2 | 66 | 4 | 161 | 60 |
| 3 | 42 | 3 | 226 | 20 |
| 4 | 78 | 3 | 180 | 30 |
| 5 | 75 | 13 | 147 | 56 |
| 6 | 97 | 18 | 152 | 24 |
| 7 | 92 | 23 | 145 | 31 |
| 8 | 90 | 6 | 172 | 23 |
| 9 | 89 | 12 | 178 | 12 |
| 10 | 86 | 5 | 170 | 30 |
The F-Measure, i.e., the harmonic mean, gives a combined output of both precision and recall for each system. This is calculated as follows:

$$ F_1 = 2 \frac{X \cdot Y}{X + Y} $$

where $X = \text{Precision}$ and $Y = \text{Recall}$.

The Root Mean Square Error (RMSE) is used to measure the error in the predicted ratings of the recommender system. It is an error in predicting user ratings to address rating sparsity. This is calculated as follows:

$$ RMSE = \sqrt{\frac{\sum_{n=1}^{N} (\hat{r}_n - r_n)^2}{N}} $$

Where: $\hat{r}_n$ means the predicted rating while $r_n$ means the true rating. $N$ is the number of rating prediction pairs between the actual data and prediction result.

1) Evaluation of the existing and developed expertise recommendation system: Table VI and Fig. 7, Table VII and Fig. 8 show the evaluation results of the existing and the developed Expertise recommender systems respectively. Both systems gave a constant average precision value of 1.00, which implies that all the recommended experts were relevant. Also, the developed system gave an increase of 17% in average recall value, an increase of 7% in accuracy, an increase of 13% in F-measure, and a decrease of 0.35% in the root mean square error (RMSE) over the existing expertise recommender system. The decreased RMSE value of the developed system implies that there is a wide margin between the minimum and maximum values of the user ratings as contained in the dataset.

### Table VI. Evaluation Results of the Existing Expertise Recommendation System

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.35</td>
<td>0.76</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.64</td>
<td>0.87</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.63</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.55</td>
<td>0.85</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.46</td>
<td>0.81</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.72</td>
<td>0.91</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.79</td>
<td>0.94</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.54</td>
<td>0.84</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.58</td>
<td>0.89</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
<td>0.61</td>
<td>0.86</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
<td></td>
<td>0.75</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td>2.06</td>
</tr>
</tbody>
</table>

### Table VII. Evaluation Results of the Developed Expertise Recommendation System

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.63</td>
<td>0.87</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.67</td>
<td>0.89</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.45</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.77</td>
<td>0.92</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.73</td>
<td>0.91</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
<td>0.78</td>
<td>0.93</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td>1.71</td>
</tr>
</tbody>
</table>

Fig. 7. Evaluation Graph for the Existing Expertise Recommendation System (EERS).

Fig. 8. Evaluation Graph for the Developed Expertise Recommendation System (DERS).
2) Evaluation of the existing and developed research paper recommender systems: Table VIII and Fig. 9, Table IX and Fig. 10, show the evaluation results of the existing and the developed paper recommender system, respectively. The result of the developed system gave an increase of 26% in precision value, an increase of 18% in average recall value, an increase of 12% in accuracy, an increase of 22% in F-measure, and a decrease of 0.47% in the root mean square error (RMSE) over the existing paper recommender system. The decreased RMSE value of the developed system implies that there is a wide margin between the minimum and maximum values of the user ratings as contained in the dataset.

3) Evaluation results of the developed integrated system: Table X and Fig. 11 show the evaluation results of the developed integrated system over ten (10) iterations. The resulted precision value implied that 90% of all the recommended research papers and experts were relevant, which is a very satisfactory performance. The resulted recall value implied that 73% of all relevant research papers and experts were recommended. The resulted accuracy value implied that the correctness of the recommendation was 86%. The resulted F-measure value implied that the combined effect of precision and recall is 81%, which shows that the capability of the developed research paper and expertise recommender system to recommend relevant research papers is very satisfactory. The lower value of 1.69 root mean square error is the effect of matrix factorisation to address rating sparsity.

The results showed that the proposed integrated system performed well based on Precision, Recall, and F-Score and RMSE values. The proposed expertise recommendation component was consistent with the existing system with an average precision value of 1.00, which is an implicit improvement with respect to the recommendation conditions. However, it performed better than the existing system in terms of recall, with average values of 0.61 and 0.76 for the existing and proposed systems respectively, implying a 15% improvement. Furthermore, the proposed research paper recommendation component outperformed the existing system based on precision values by 26% and recall values by 18%. Collectively, the integrated system proved to be reliable by recording appreciable average precision and recall values of ninety percent (90%) and seventy-three percent (73%), respectively, in addition to eighty-one percent (81%) harmonic mean.

![Fig. 9. Evaluation Graph of the Existing Research Paper Recommendation System (ERPRS).](image)

![Table VIII. Evaluation Results of the Existing Research Paper Recommender System](image)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.53</td>
<td>0.31</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
<td>0.58</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>0.33</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>0.52</td>
<td>0.46</td>
<td>0.67</td>
</tr>
<tr>
<td>5</td>
<td>0.81</td>
<td>0.54</td>
<td>0.8</td>
</tr>
<tr>
<td>6</td>
<td>0.83</td>
<td>0.86</td>
<td>0.89</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>0.54</td>
<td>0.76</td>
</tr>
<tr>
<td>8</td>
<td>0.94</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td>9</td>
<td>0.88</td>
<td>0.88</td>
<td>0.92</td>
</tr>
<tr>
<td>10</td>
<td>0.94</td>
<td>0.76</td>
<td>0.9</td>
</tr>
<tr>
<td>Average</td>
<td>0.74</td>
<td>0.61</td>
<td>0.80</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td>1.87</td>
</tr>
</tbody>
</table>

![Table IX. Evaluation Results of the Developed Research Paper Recommender System](image)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.71</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.87</td>
<td>0.96</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.78</td>
<td>0.92</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.77</td>
<td>0.92</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.68</td>
<td>0.89</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.38</td>
<td>0.7</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
<td>0.79</td>
<td>0.92</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td>1.70</td>
</tr>
</tbody>
</table>

![Fig. 10. Evaluation Graph of the Developed Research Paper Recommendation System (DRPRS).](image)
TABLE X. EVALUATION RESULTS OF THE DEVELOPED INTEGRATED SYSTEM

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.79</td>
<td>0.92</td>
</tr>
<tr>
<td>2</td>
<td>0.94</td>
<td>0.52</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>0.93</td>
<td>0.68</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>0.85</td>
<td>0.57</td>
<td>0.76</td>
</tr>
<tr>
<td>6</td>
<td>0.84</td>
<td>0.8</td>
<td>0.86</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>0.75</td>
<td>0.81</td>
</tr>
<tr>
<td>8</td>
<td>0.94</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>9</td>
<td>0.88</td>
<td>0.88</td>
<td>0.92</td>
</tr>
<tr>
<td>10</td>
<td>0.95</td>
<td>0.74</td>
<td>0.88</td>
</tr>
<tr>
<td>Average</td>
<td>0.9</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
<td></td>
<td>0.81</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td>1.69</td>
</tr>
</tbody>
</table>

Fig. 11. Precision, Recall and Accuracy Graph for the Developed Integrated System.

VI. FUTURE WORK

The cold start problem continues to surface even as research for a better solution continues. Further studies would consider how to incorporate a reviewer’s feedback as an implicit rating to alleviate this challenge in and enhance the results obtained from the matrix factorization method in the research paper recommendation component. The evaluation criteria for expertise will be expanded to make them more robust, while efforts will also be made to create a context-sensitive recommendation for the integration system.
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Organizational Architecture and Service Delivery Re-Alignment based on ITIL and TOGAF: Case Study of the Provincial Development Bank
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Abstract—The operations function area is the core function areas of the development bank to serve its customer related to the financial needs. Interestingly, the total scope of services provided in this case can be categorized as small or not optimal compared to the total population of its coverage area in the West Java and Banten. The lack of customer confidence in the services offered can be said as one of the reason caused by the unpreparedness of organization to adopt business agility and technological innovation as their alignment framework. Thus, as the beginning, IT planning in the function area can be utilized as the solution to be implemented to increase the service delivery performance through strengthening the organizational architecture. To support this, Enterprise Architecture (EA) should align business and IT with mapping ITIL best practice as a foundation and practical direction to bring the company operational services to have sustainability in growth, profit and satisfaction. This study delivers the roadmap design using the TOGAF framework to identify the current state of the company and the desired IT architecture with business strategies in the area of operations functions.

Keywords—Organization; service; innovation; alignment; ITIL; TOGAF; alignment

I. INTRODUCTION

Information Technology (IT) is one of the functional aspects that is needed to support the operational performance of a company or organization to achieve the objective based on the designated of vision and mission. Indeed, IT can be a differentiating factor between companies especially to provide insight of innovation within organizational architecture and ensuring the service delivery of core competence to the market segment. Therefore, the IT application has become the main focus in helping companies achieve success and excellence amid increasingly fierce business competition, which in the further lead to the creation of competitive advantages that bring uniqueness of the company. The rapid progress of IT is expected to be able to facilitate every processes related to company information, from collecting, processing, to reporting information. Actually, many important issues for bank that should be considered due to the emergence of advanced technology that drag the business process to be shifted dramatically that influence on how to perceive towards the importance of architecture such as personalization security and policy, universality of interaction and communication, leveraging access with clear separation and easy integration, service component development as well as disruptive innovation of financial technology [1, 2, 3, 4]. Thus, the key to successful execution related to the time when the deployment of IT can efficiently support the achievement of strategies, goals, and business needs. Thus, the alignment between IT strategy and business strategy can provide solutions to organizations that rigorously and frequently face pressure from competitor or even the supplier. The development of the role of IT and the increasing value of high investment have led to increasing demands for the added value that mostly the company go to IT to provide the answer.

Actually, organizational architecture composed of strategy, structure, systems, skills and culture that provide room for operation to satisfy the customers in delivering the product or service to certain extent that allow sustainability. In this era of transformation, many business processes are successful due to the utilization of the existing technology to create competitive advantage. However, achieving these benefits is not easy with numerous problems faced by the company that often occur as the business environment change both from within and outside the company. Often, it occurs continuously that force the companies to adapt to the new environment, which of course required a lot of resources if they do not want to fail. Other problems that arise turned out to be from internal namely declining employee performance, lack of controlling from the leadership in responding to dynamic market or even the lack of achievement in the company targets or incomplete task on schedule lead to huge impact to the growth, profit and of course customer satisfaction.

The complexity of the existing problems with the development of IT is directly proportional and has penetrated various industrial sectors. One of the clearest examples is the use of IT in the banking industry, wherein the utilization of IT related products can provide a variety of services to consumers with fewer workers. Therefore, the use can be called as not optimal due to several restrictions that bank cannot do by the regulation such as that the investment or the ownership to real sector. As with any business, banks need to be aware of wise spending due to limitation to convert its profit into real assets. In addition, the banking industry today also is facing a series of new situations that specifically support the need for efficiency with the changing customer preferences and expectations, new competition and new technologies influence the nature of banking services. By moving to a technology-based digital model while retaining an important aspect of traditional interpersonal business models are extremely difficult because
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the regulation has set the categories of business that bank can do or cannot do. Of course, to stay competitive, banks need to invest in technology, marketing, automation, and self-service capabilities, as well as improve traditional investments in traditional branches and systems. All of these changes are occurring in an industrial environment that is witnessing narrowing margins, slowing deposit growth, and the potential situation for a recession with optimization of customer driven strategy. Thus, the basic premise of solution for this collection of problem by realignment of organizational architecture and service delivery through restructuring and withdrawing a low-margin business line to migrate with a business line that is essentially more cost-effective and makes the bank more profitable. By setting this direction as the priority, bank can take a strong approach to strategic planning, assessing the minimum commitment of resources needed to compete in a particular business area, and identifying opportunities to differentiate themselves from their competitors. In many cases, this means that traditional banks may choose to terminate the unconventional businesses such as professional financing and payment processing.

On the contrary, these strategic shifts may require banks to increase their investment and costs in the short term to improve profitability and efficiency in the long run. In this case, development bank in west java has compiled key performance indicators (KPI) to provide periodic evaluations for productivity and profitability, which engaged directly in financial services by applying IT governance. Based on the current strategic plan, there are several processes that have not met their targets, both in terms of business, data, applications, and technology. This study wants to explore the realignment process with formulating the roadmap by using the combination of TOGAF as EA framework for organizational architecture and ITIL as service delivery model. Implementation of information systems (IS) that are aligned with the organization requires the existence of a roadmap to define major goal in desired goal of company to establish business architecture, IS and technology that can align business strategies with IT. As provincial development bank in Indonesia, it has the objective to support the master plan and government policy through distributing credits as well have role for intermediacy and restructuring of business, especially in the era of pandemic. Thus, the risk should be identified and controlled consucively to maintain the profitability in the above average for return of equity and sharings.

II. LITERATURE REVIEW

A. Organizational Perspectives

To succeed in today's competitive business environment, companies need a clear business strategy that is supported by other organizational strategies. By defining coordination as a strategic consensus or organizational fit, it is suggested that the strategic priorities be adjusted at the operational level to support the business unit level [5], [6]. Organizational resilience is portrayed as an important ability of the organization to cope with unprecedented changes in the business environment, fierce market competition, etc., and prosperity to achieve global success. To deal well with volatile external and internal changes, flexibility provides organizations a fast and easy way to improve business processes [5], [7]. Therefore, organizational resilience can be defined as a business need related to rapid response or the ability of an organization to detect unexpected changes in customer demand, competitors' strategy, business environment, etc. This means that agile organizations can respond quickly and efficiently to changes in the market. With regard to the relationship between strategic integrity of IT business and organizational agility, external factors such as environmental uncertainty are one of the issues that should be considered a mitigating role. When the external environment is uncertain, companies need to anticipate imminent changes and adapt their organizational strategies to environmental changes [8].

Process-level values are a major factor in enabling IT-based strategic design. This affects the performance of IT resources and creates unique resources that cannot be easily replicated as a job. They facilitate the functional activity of the agility or operational capabilities of an organization, they facilitate the transfer of dynamic capabilities from the diversity between companies, or the way in which their functional processes are carried out, which are complementary resources and capabilities [9]. Many factors are said to explain the conditions under which labor value is created, that is, organizational, industrial and macroeconomic factors, i.e. shortage of qualified personnel and training, can adversely affect the success implementation [10]. Information technology poses a difficult dilemma for current management, which proper investment can provide a competitive advantage over competitors while the IT budget allocation with the increased burden of measuring yield, the result is not good at best [11]. Through critical analysis of the relationship between the six aspects of the overall value of e-government, which are the improvement of management efficiency, open government (OG) function, and improvement of ethical and professional behavior have been closely linked to improve government management [12].

Other studies described cost, time, convenience, personalization, proper communication, ease of information retrieval, trust, adequate information, and participation in decision-making to explain most of the overall e-government perception [13], [14]. Organizations are implementing changes to adapt to rapid context within turbulent environments; these changes often affect business and IT. In most cases, changes affect organizational elements which do not clearly define adaptation and exclude elements that could lead to inconsistencies or misalignment [15], [16]. It is the responsibility and duty of officials or managers in the face of environmental uncertainty to understand important events and their changes to prepare the proper response towards how they affect the organization. Agility allows organizations to provide survival in such environments quickly, innovatively and creatively. It requires rapid changes in company structure and composition, which can be implemented in various strategic planning activities [17].

B. Technological Innovations

Interestingly, there is a productivity paradox that investment in information technology does not ultimately affect productivity growth [18]. Despite apparent efforts by the
scientific community to articulate the vision of strategic alignment of IT and business, IT and business are inevitably very dynamic, so the application of the organization to the real world still suffers from a gap. Contributions on the topic have grown very rapidly, but the relationship between assumptions and conclusions is inconsistent and inconsistent. The main reason is that the proposed model is highly conceptual and detached from the actual reality of the organization [19], [20], which is related to distorted vision of myopia as another paradox in this area. Meanwhile, organizations also question the return on investment in formal security awareness strategies intertwined with training, campaigns, and reward systems [21]. This can improve ethical and unethical perceptions of IT in users, but these perceptions are often vague, making it difficult to monitor their effectiveness.

The use of technology must address the quality of information such as accuracy, completeness, timeliness and reliability related to the data subject that should be available to the public where innovation should be properly designed [22], [23]. However, keep in mind that innovation alone is not enough to sustain a work life without being integrated with corporate strategy, readiness, employee motivation, and business vision. Therefore, learning from the failures of today's enterprises that have lost control of the market can provide general insights into how innovation works [24]. Various infrastructure network organizations bring direct efficiency to data delivery and processing, enabling networks to be recognized as a data flow model with the technological elements underlying communication between computer systems [25]. To improve profits, growth, satisfaction, performance, business strategy from competition and supplier pressure, companies can take full advantage of information technology and take standard operating steps to maintain service. You need to help your organization achieve its goals [26], [27].

C. Business Objectives

Complex business processes designed on the standards of each product and component can make process automation, customization, and customization difficult. Therefore, the realization of new projects is the creation of business case study documents that are responsible for identifying current customer requests and finding potential clients, maximizing business value and improving corporate governance structure and begins with a feasibility study [28]. It is necessary to build an information system that helps you create fast and efficient services within the business goals associated with your organization's vision and mission [29]. Competition between companies has become a major trend towards business service delivery where certain standard such as ITSM (Information Technology Service Management) has been utilized as a source of practical guidance for creating process improvements [30].

On the other hand, maintaining the integrity of business and information technology has four perspectives: strategy implementation, technology transformation, competitiveness, and service level. In supporting the business vision, one of the primary functions that greatly support the services a company provides is the logistics and maintenance functions. Second, to support your company's business operations, you need to use the right IT applications and devices to optimally manage your family and provide your company's requirements to serve your customers. Scalability is the most important feature of an IT architecture and has a major impact on all aspects of a project, so it is important to incorporate it into the enterprise architecture design [31]. Therefore, it is best to design a business evaluation before providing a business service. In this case, outcome questions can influence service design and provide information that can help you set realistic expectations. You may need to collect data before you can provide the service, but you can get a successful evaluation after providing the service. Some evaluation questions can be overcome with current employee data, accounting, or company performance such as costs of keeping turnover. Moreover, new data such as changes in skills, supervisors, and customer satisfaction are needed to compare performance over different time periods and interpret business service outcomes [32].

By emphasizing the level of business and IT integration that represents the administrative aspect of the organization and the value that IT contributes to, which represents the complexity aspect of the system in business. Assessing the degree and level of consistency can deliver specific detail on the state of business objective. These can reflect the coordination profile of the organization, which ultimately consists of an operational resource profile, a strategic resource, and a weapon profile [33]. Top management should provide a technical view to better clarify the logic and options associated with the IT strategy that support the chosen business strategy. Therefore, the role of the IT manager should be that of the technology engineer by efficiently and effectively designing and implementing the required IT infrastructure that is compatible with the external components of an IT strategy [34]. Every business unit has its own business requirements, and while IT departments need to make standards cost-effective, they need to be analyzed [35]. IT governance enables both business and IT personnel to fulfill their responsibilities to support business and IT integration and create commercial value from IT-supported business investments. Business strategy drives the design of information system infrastructure and organization through new technology capabilities [36], [37].

III. METHODOLOGY

The TOGAF ADM framework and ITIL best practices have essentially the same cycle. For the difference, TOGAF focuses on developing business architecture and ITIL's scope of IT development is effective and efficient. TOGAF does not cover runtime development and maintenance, namely how services are produced to be delivered. To build an EA with the TOGAF approach in meeting market needs in a sustainable cycle, it is necessary to add additional phases to ITIL best practice, namely service operation, so as to improve operational services. The advantages possessed by ITIL are the general concept and a series of integrated best practices that can help companies meet market needs in a sustainable cycle. These best practices provide a competitive advantage through value creation and agile change. Companies that adopt ITIL can be optimized in service provision, because service levels have been agreed upon so that it is easy to provide consistent service. Apart from the advantages offered by ITIL, there are also disadvantages, namely the large cost because the concept
is comprehensive. ITIL is holistic, covering the entire IT governance framework. In addition, in its utilization, it requires special training by employees, so it can be said that ITIL is less flexible as can be seen in Fig. 1.

If the attention to alignment is greatly recognized, its implementation remains very limited. Therefore, this means that while the actors in the organization cannot distinguish between alignment and imbalances, the lack of a method for assessing alignment makes the task at the decision level very difficult [38]. Today, building a robust information system is not enough. To enable companies to perform, compete and evolve, business information systems and processes must be permanently coordinated and fully aligned with their strategies. In today's dynamic business environment, TOGAF can be effectively applied to any business enterprise due to its nature as open consortium framework. This is a series of operations aimed at developing software to meet customer requirements and obtaining solutions through cross-functional teams. Prior to ITIL and TOGAF combination, the mapping process to understand the overall knowledge, perspectives and characteristics of both methodologies and to coordinate strategies makes appropriate transition based on workflow, continuous learning and organizational culture. ITIL can interact with IT service providers and the business world to facilitate compliance with TOGAF principles regarding business requirements and ongoing business communications.

From an ITIL perspective, this process provides a comprehensive understanding of the company's initial requirements. TOGAF will then help you prioritize your requirements as can be seen in Fig. 2. The concept of service level management complements the management of business relationships related to non-functional requirements.

![Fig. 1. Lifecycle of ITIL Integration.](image1)

![Fig. 2. TOGAF and ITIL Mapping.](image2)

### IV. Result and Analysis

#### A. Mapping the Function and Structure

In carrying out their respective functions, it is necessary to map the organizational structure into a diagram. The organizational structure is a picture that describes the type of organization, the position of the organization's department, and the type of authority of the official, the field and work relations, the line of command and responsibility, the span of control and the organizational leadership system. The organizational structure of a company displays a hierarchy that contains the components that make up the company, which clearly describes the position, function, rights and obligations of each position within the scope of the company, as well as the work relationship between individuals. With the existence of an organizational structure, it can be seen the work relationship between units and roles within the company so that it is able to build good communication in running the company's business. Another goal is that each component in the company can function optimally and be able to move the wheels of the company efficiently and effectively as they should. In carrying out their respective functions, it is necessary to map the organizational structure into a diagram. The organizational structure is a picture that describes the type of organization, the position of the organization's department, and the type of authority of the official, the field and work relations, the line of command and responsibility, the span of control and the organizational leadership system.

Executives need to set the direction for IT initiatives. They need to establish policies regarding obtaining, using, and disposing of company information assets. Business priorities are set when the value is expected to be realized only by the business executives, as the sponsors or protagonists can drive the realization of value from IT related projects. Information technology itself cannot provide value. Therefore, business policies must be translated into IT organization priorities and projects. It is important to have this partnership to ensure that the right IT priorities are set. Means of the governance process for these include steering committees, IT business coordinators, resource and budget allocation processes, IT
organizations, and evaluation. However, IT executives must play their part in prioritizing workloads that are rated as the biggest hurdles by non-IT executives [39].

B. Service Strategy

IT is an important facilitator for today's organizations to function properly by allowing IT companies to change the way they organize their business processes, communicate with their customers, and provide services. A consistent description of the different focus areas in EA can provide insights, enable communication between stakeholders and guide complex transformation processes. At the same time, the emergence of new products and services is often separated by many companies or enterprises' IT such as IT and IT products that support business and management components, or those embedded in products and industrial automation. It should be tightly integrated into what supports. One of the potential benefits of such an integration is the ease of accessing the data collected by a large number of instances of the product's IT during operation. Enterprise architecture is likely to be a vehicle to support both the ongoing coordination of business and information technology, product-specific IT integration and enterprise IT [40]. Service strategies provide a direction for organizations to define their business strategies and are effectively supported by IT strategies through several key activities such as market definition.

A sufficient set of EA focal areas allow you to design your organization in a "sufficiently appropriate" way to minimize resource use within EA modeling. In this case, it may be appropriate to reduce the number of typical focus areas. A possible way to do this is to integrate people and network focus areas into the organizational structure and integrate jobs and time into business processes. An enterprise architecture that supports and improves enterprise operations, aligns business with integrated enterprise information systems, responds to change, and helps organizations present their business strategies [41]. Additionally, the expert advisor can be used as a means to coordinate business and IT strategies, developing innovative ways to rethink the scope of business processes using management-related information and IT resources to drive effectiveness. [42]. However, the competitive advantage depends on customer satisfaction, process life cycle, resource management, task allocation and scheduling, estimated cost [43], and core competencies related to maintainability and sustainability.

As the environment changes and business needs change rapidly, executives need to be updated every time to manage their business more effectively. Companies need to make information available not only at the business unit level, but also at the organizational level. To improve information at the organizational level, you need to incorporate all the information held by your business unit. Computers are now the most important thing in data processing, as computer media is now used by almost everyone in all disciplines and it increases the power of computers in terms of physical form, equipment, software, and hardware. The increasing need for data and information in the business functions of higher education institutions is the driving force behind the use of information systems [43]. Today's IT development is growing rapidly and has a huge impact on the endless business competition between companies with information technology plays an important role in business activities.

Simplification of the business processes can increase the productivity and profits. As a result, many companies want to use better technology as a basis for competing with their companies and other competitors. The better the technology you use, the more competitive your company will be and the greater your ability to achieve your goals. It can also improve the service with customer care, production and business innovation [44]. In the information system engineering stage, the data to be achieved and the applications to be built are combined to meet architectural principles and visions and enable business engineering visualization. Therefore, all companies that want to improve the effectiveness of their business operations and want to be superior to other companies in the commercial competition strive to implement information technology in their business [45], [46]. Unfortunately, the vast majority of organizations try to create synergies, but ultimately they are separated in a piecemeal fashion that makes it difficult to find and manage results. Creating synergies requires more than just concepts and strategies. An enterprise value proposition outlines a strategy for creating value through alignment, but does not explain how to achieve it. The alignment strategy should be complemented by the alignment process. The amendment process, as well as budget preparation, should be part of the annual governance cycle. When plans change at the company or business unit level, executives may need to readjust their organization in new directions.

C. Service Design

Service design provides guidelines for developing services and service management processes. It covers design principles and methods for transforming strategic goals into a portfolio of services and service assets. To achieve a competitive advantage, technology development requires good planning. EA often links a company's technical systems to elements of strategic management. It is also a technical and management practice that aims to improve the performance and quality of a company by helping to design technical resources, business processes, and strategic directions to help the company achieve its goals. In addition, the corporate architecture also aims to create a suitable environment for the company so that it can properly implement the business operations according to the corporate strategy. EA frameworks typically consist of business engineering, information engineering, application systems engineering, and infrastructure technology engineering. This is an important way to the company's success and plays a major role in increasing its demands for speed, agility, efficiency and quality [47], [48]. Dynamic business requires more and more data flows to departments to support decision making, timely and efficient sourcing of spare parts, inventory management, accounting, human resources, and product distribution. It gets more complicated with functional units [48].

Consistency between business strategy and information technology is required by the fact that most organizations grow organically and that company design is primarily based on intuition rather than well-defined and executed principles. Actually, the solution can be offered is through business
process improvement or reengineering through analyzing existing processes develops the ability to increase the managerial decision-making, allowing organizations to better understand IT functions by linking business functions with existing IT resources, and is expected to be able to do so. The target business process should accommodate the simplification in the sense not only allowing the automation but also the flexibility and customization in the activity flow [49].

An overview of the fundamental vision of Architecture and Architecture is provided through areas that include business, data, applications, and technology for business applications, technology infrastructure and enterprises. Defining the architectural vision is an important step in an organization’s value chain analysis [50]. These companies must make a high level of effort to extract value from their IT infrastructure, align them with strategic objectives, and gain their advantage over their competitors. Service migration improves functionality and improves new or modified services by identifying service requirements when designing services to be effective and fulfilled in the service process and controlling the risk of failure or outage by clarifying the guidelines for moving to operational.

All aspects of the company influence the effectiveness and efficiency of information systems or information technology applications in business processes [51]. EA can provide insights into the current use of IT in business operations. It can also provide insight into the future use of IT in business operations. Finally, the roadmap for the evolution of the IT overview from the current situation to the future, along with the temporary state between them, can support the company's direction in operations and delivery services [52]. Therefore, support activities can add value to the main products a company provides, such as a company's infrastructure, to support the system and support the daily core activities of the company.

Human resource management is related to employee management such as recruitment, training and compensation. It has to work for the identification purpose for the sake of improvement and maintaining the service as the customers’ expectation. On the other hand, technology development relates to all techniques for converting inputs into outputs, which helps reduce the amount of time while running the main activity. As can be seen in Fig. 3, the monitoring and controlling architecture should allow the process alignment towards business initiative and plan especially related to validating report and risk management. In addition, financing consists of obtaining the inputs or resources for supplying raw materials and negotiating until the appropriate price is obtained [53].

D. Service Transition

Data Dissemination Diagram is a diagram that describes the relationship between application components, data entities, and business services. The purpose of this artifact is to show the relationship between business services and the applications and data used. This diagram also shows how logical data is physically represented in application components. Unlike the processes and technologies, organizations are made up of different characteristics of people, organizational structures, communication models, and cultures, business processes are viable and available technologies are critical to the success of ITIL's implementation but the primary ingredient related to the competence and determination of the employee [54], [55]. The main issue with implementing ITIL is the fact that ITIL tells organizations “what they have to do” but "how they should do" is not clear [56], [57]. Today, there is no complete framework that can be used as a comprehensive framework for IT governance to ensure consistency between service management and organizational concepts and manufacturing. In fact, different frameworks are often used as complements, most often at the same time. In addition to the difficulties associated with managing both initiatives, parallel EA and ITIL projects involve overlapping investment and costs. In fact, using a shared infrastructure does not allow you to avoid repeating data, procedures, and personnel or to comply with different initiatives (ITIL and EA) [58].
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Brown and Winter [59] proposed an EA extension to incorporate ITIL and SOA. In their proposal, EA is an important concept, but ITIL only considers IT operations. The EA provides an overview of the IT architecture, and ITIL is designated as an important part of the management process for providing services. Along with IT services, the concept of SOA is also integrated into the EA at the application architecture level. ITIL and SOA are integrated into the EA as a framework for providing IT services, and this integrated research focuses only on the IT services provided. On the other hand, Thorne is in close agreement with his previous research, working on the relationship between ITIL and TOGAF, but with a different focus, which mentioned that EA is a spiritually fundamental concept of organizational engineering, with a focus on EA development, and includes ITIL as a framework for the operational model of the IT services provided. In his research, he argued that both frameworks can be used together by mapping the two approaches. TOGAF covers EA development, participates in the conceptual life cycle of products, and ITIL guarantees the delivery and management of IT services to users and consumers [60].

As can be seen in Fig. 4, API or microservice become primary choice in order to allow hybrid infrastructure to be taken in the network management system that accommodate legacy system to be integrated with high end technology. Despite the perceived need for different teams and tools, TOGAF requires an EA repository and ITIL requires a configuration management database (CMDB), so the two frameworks complement each other. It fits. A recent study [61] promoted by the Prophet of God provides a service-based framework for the EA to meet the ITSM requirements of ITIL V3 and extends the EA to include the service architecture layer of ITIL service design. This indicates that it is necessary. An IT service architecture model has been proposed and is the service layer of EA. However, it does not explain how to do this or the relationships between architectures. Therefore, to be able to implement an effective and efficient system requires planning, implementation, organization, and evaluation according to the needs and values of each organization [62].

Interestingly, previous studies have shown that ITIL adoption has increased, the number of operational benefits achieved has increased, and the level of maturity of business alignment with IT has increased [63]. To maintain results, IT service upgrades identify critical success factors (CSF) as benchmarks for improving IT service implementations. Or achievement, goal conditions need fairness process, recommendations to eliminate gaps that occur in each process. Establish IT service management policies and guidelines that consist of policy documents, standard operating procedures (SOPs), and other related document attachments from operational equivalence. The results of assessing the fairness of the process have led to the achievement of the goal, and there are some records to help the goal be achieved continuously [64].

Fig. 4. Targeting Infrastructure Network Management.
Apply information technology in a timely and appropriate manner according to your current business strategy, objectives, and needs to align your business requirements with the relevant IT services. To the extent that IT applications, infrastructure, and organizations enable and support business strategies and operations, including processes, to achieve this by aligning information system (IS) capabilities with business goals [65]. However, many IT development teams do not pay attention to program management frameworks and standards, so planning, reporting and monitoring work results, especially if not all employees of the team have sufficient experience. It becomes difficult to control. It would be desirable for each Software Company and IT consultant to implement common frameworks and standardizations so that the software development process is more oriented and high quality services are produced to increase the business relation [66], [67].

E. Service Operation

As can be seen in Table I, the service operation manages the services the company is currently using, focuses on service management practices, and ensures that the service provider's service to its customers is effectively achieved. Degree 1 (Unstructured Data Exchange), is an unstructured data exchange. Degree 2 (Structured Data Exchange), is a structured data exchange and has certain method. Degree 3 (Seamless Sharing of Data), is an exchange of data using a system so that the data has been automated. Degree 4 (Seamless Sharing of Information), is a continuation of Degree 3 where information exchange occurs in real time. Code for data types includes A: Formal message exchange, B: Common data exchange, C: Complete data exchange and D: Real-Time data exchange.

<table>
<thead>
<tr>
<th>TABLE I. IT Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT Operation</td>
</tr>
<tr>
<td>IT handling Problems</td>
</tr>
<tr>
<td>IT Asset Governance</td>
</tr>
<tr>
<td>System Testing</td>
</tr>
<tr>
<td>Secured Application and Users</td>
</tr>
<tr>
<td>4D</td>
</tr>
<tr>
<td>4D</td>
</tr>
<tr>
<td>System Testing</td>
</tr>
<tr>
<td>2B</td>
</tr>
<tr>
<td>4D</td>
</tr>
<tr>
<td>Secured Application and Users</td>
</tr>
<tr>
<td>3C</td>
</tr>
<tr>
<td>2B</td>
</tr>
<tr>
<td>4D</td>
</tr>
</tbody>
</table>

Creating business value is generally discussed as an established, thoughtful, and anticipated process that revolves around the maturity of the process and the capabilities of the target organization [68]. Consistency with business needs, achievable level of service through negotiation, predictable and consistent operation, efficiency of service delivery, services and processes that can be measured and improved, IT services and potential current and future business needs. A common language that defines alignment, improved quality of IT services, and long-term costs for delivering short-term services, better communication between suppliers and customers, and terms [69]. Lack of project management contributes significantly to project failure without communication or tracking of employee comments throughout the ITIL implementation process. Administrators sought to implement ITIL as part of their business rather than as a project, without considering a stable organizational culture.

According to end users, most employees weren't interested in implementing ITIL because top management didn't notify them of the need for ITIL, and most employees weren't willing to commit to the project. It should be noted that after management began asking about their lack of commitment to new processes, employees began to change their behavior towards ITIL certification in their relevant duties [70]. The research results shown that the most mentioned factors for implementing ITIL are training (21%), senior management commitment (18%), awareness (11%), and change management (9%). %, operational implementation and maintenance (7%) and project management (7%) [71]. Changes in organizational culture can be laborious and time consuming and can be difficult to achieve within the scope and time frame of a process project such as ITIL. Open and honest relationships with vendors are important and are usually discussed in the context of strategic and long-term outsourcing projects. Effective coordination between multiple vendors is critical to a successful implementation [72].

The facilitative condition is required in the implementation, which is defined as the degree to which an individual believes that there is an organizational and technical infrastructure to support the use of the system. If there is a top management commitment, this will provide the project with the resources and funding needed to train consultants, staff, and acquire the necessary skills [73]. Understanding the reasons behind the success or failure of an ITIL implementation requires an analysis of the types of problems by corporate actors regarding the relevance of the ITIL critical success factors implementation and their reflexive self-judgment. Employees make their own decisions and act in ways that enhance or weaken the rationalization of IT department resources [74]. Therefore, to support organizations in the IT sector and to make them more service-oriented, current best practices need to include a modern service-oriented perspective [75]. Competitiveness is the sum of all the factors that contribute to business continuity in a competitive environment, and understanding the importance of adopting good business practices by a company is a continuous activity that provides a competitive advantage that is useful for expansion.

This can be defined as gaining a position in a favorable, profitable and sustainable market, making it difficult to enter new competitors and efficiently searching for new markets. The data show that companies are more interested in results related to the operational part of information technology, and do not show focus, management, or oversight related to management’s strategic vision. There may be other factors related to the corporate culture. It prioritizes operational activities due to the business impact on innovation. This includes different types of changes, depending on your organization’s resources, capabilities, strategies, and requirements [76], [77]. It is imperative that each organization analyze the context listed for market demand, as there is room to implement innovation in the industry without investigating or analyzing its impact on competitiveness.
F. Continual Service Improvement

Continuous Service Improvement (CSI) has room for improvement at all stages of the service lifecycle by measuring and improving the efficiency, effectiveness, service levels, technologies, and processes used to manage the entire service, which in the end support on how to identify the area. The most important goal of an IT plan is always to align IT features and activities with business objectives and requirements, such as making decisions about the scope, size, and pace of IT projects. However, aligning IT with business goals requires a stable, reliable, and relatively homogeneous business foundation in the form of a widely accepted, committed transportation plan. Unfortunately, the availability and reliability of this business plan is arguably the best for most organizations. Even if available, the business plan often expires after the IT planner accepts the business plan. In many cases, the time lag between the business planning process and the IT planning process is too long to allow [78]. In conducting business operations, organizations face specific challenges, issues, and issues that arise from the expectations of their respective sectors and clients. In general, satisfaction comes from comparing emotions that resemble a passenger's image with real or physical situations. Dissatisfaction does occur when the actual situation does not meet the customer's terms and standards [79]. However, simplifying business processes by eliminating unnecessary areas and activities is the first step for an organization to better control and manage the flow of infrastructure development.

In fact, attention should be paid to the impact of organizational changes that are consistent with growing interest in strategies for creating an appropriate organizational culture with project managers and leadership action capabilities [80]. Unfortunately, many large companies are inefficient in implementing their needs applications due to the difficulty of implementation and the complexity of the implementation process [81]. When you start using the product, the executive can add value in the form of personalization or personalization to increase user participation, and when starting to use the required product, the social or environmental awareness of distribution by the general approach of representing the finished product through certain changes cause many problems. Knowing the right things about the company's business processes can create a specific model for more effective and efficient user engagement lead to continual improvement taking into account the many factors that a company can consider implementing software, which is expected to be possible in the long term execution [82]. By linking IT and business with ITIL, you can strengthen communication between IT and business, share knowledge, increase efficiency, and link activities within your organization [83]. With ITIL, you help deliver value by increasing effectiveness, competition and market space while increasing customer satisfaction. The resource department is responsible for protecting the confidentiality, availability and integrity of service assets by providing accurate configuration information and ensuring that only allowed components and allowed changes are used [84], [85].

The role of technology in banking has already been mentioned several times, but given its widespread impact at the enterprise level, the use of technology and automation is also worth paying attention to individually as part of an overall efficiency improvement effort with comprehensive goals are in three aspects. Firstly, providing an application that allows customers to execute transactions and obtain information on a self-service basis without the effort of employees. Secondly, using the technology to reduce the time employees spend searching for information. Lastly, using the automated business rules and decision making models to move work faster and more efficiently throughout your business. Improving vendor management does not just mean putting pressure on sellers to lower prices. Rather, it is a focused effort designed to maximize the value possible from the seller's relationship. Choosing a vendor that closely matches your bank's business goals is important. Maintaining strong vendor performance is supported by SLAs and vendor scorecards for monitoring performance issues such as system availability, response time, and direct costs. These tools help you get a more complete picture of your vendor relationships. Ultimately, improving the organizational success and profitability of a bank requires more than just efficiency. Successful banks must be able to provide value and service to their customers at competitive prices and still generate acceptable profits.

There is no one-size-fits-all approach. Some banks are actively promoting electronic account opening, remote capture of deposits via smart devices, and accounts designed to be virtually paperless. Other banks with large corporate customers often take a completely different approach, focusing on personalized services by relationship managers and support teams dedicated to each eligible account. The high-value businesses created by this approach can offset the additional costs. Other useful tools include visual metrics and performance charts, as well as "in-line" incentives such as rewards that are directly related to individual or group performance and practices, as well as organizational performance and resilience.

Many organizations have also succeeded in redefining work roles, using more flexible work arrangements, providing mobility for offsite work, and outsourcing more professional activities. Electronic documents can be step-by-step with minimal delay and virtually no additional cost. Most importantly, electronic imaging enables parallel processing of documents, allowing multiple steps in progress of a transaction to be completed at the same time. Of course, digital signatures, signature panels, and online processes can often take you one step further by eliminating paper altogether. Technology not only helps automate core processes, but also plays a clear role in efforts to improve banking channels. This affects not only how customers interact with banks, but also how banks communicate important information internally and manage sales and customer relationship activities. Other basic ways to reduce costs include integrating vendors and measuring costs for similar services on the market. Also, keep in mind that vendor relationships can affect a regulator's view of a company's risk profile as can be seen in table II that showed the roadmap for improvement and maintaining the demand.
The complexity of the existing problems with the development of Information Technology is directly proportional and has penetrated various industrial sectors. In the IT Operation function, namely: IT management and management that has not been good, limited automation, control of information security that is less effective, and technological infrastructure that does not support business needs. Some of the problems mentioned certainly cause many parties to be disadvantaged, especially the company's business operations and allow for over and even low budget in the company. Another impact obtained is that it can pose a fatal risk in the development of IT that allows fraud to occur so that the Management Information System (MIS) becomes unreliable. It also causes delays when processing reports between units and from branch offices to the center. In its design, EA uses a framework that will provide a blueprint that is used systematically to identify the current state of the company and the desired IT architecture design. Besides, to achieve alignment between IT strategies and business strategies that support optimization of IT governance, a best practice is needed that is used as a foundation for company operational services. The integration between the framework and best practice is expected to complement each other and produce an EA design to support the achievement of the company's strategic goals. Development bank as government owned company engaged in banking that uses the key performance index as an indicator used to determine how far the strategy has been carried out by the company by the company's vision and mission. Therefore, it is expected for verification and validation model can be utilized to evaluate project that has been delivered in respected period as well to analyze the benefit delivered that align with IT business perspectives.


table

<table>
<thead>
<tr>
<th>No.</th>
<th>Project</th>
<th>Estimation Duration (Month)</th>
<th>Year-1</th>
<th>Year-2</th>
<th>Year-3</th>
<th>Year-4</th>
<th>Year-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BBJ Middleware</td>
<td>10</td>
<td>T W 1</td>
<td>T W 2</td>
<td>T W 3</td>
<td>T W 4</td>
<td>T W 1</td>
</tr>
<tr>
<td>2</td>
<td>bjb CR</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IT Infrastruktur Planning</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>MaS BJB</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BJB Sinergi</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Tax Time</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>bjb MoP</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>BBJ e-Vendor</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>TApE BJB</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>bjb BRO</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSION

The complexity of the existing problems with the development of Information Technology is directly proportional and has penetrated various industrial sectors. In the IT Operation function, namely: IT management and management that has not been good, limited automation, control of information security that is less effective, and technological infrastructure that does not support business needs. Some of the problems mentioned certainly cause many parties to be disadvantaged, especially the company's business operations and allow for over and even low budget in the company. Another impact obtained is that it can pose a fatal risk in the development of IT that allows fraud to occur so that the Management Information System (MIS) becomes unreliable. It also causes delays when processing reports between units and from branch offices to the center. In its design, EA uses a framework that will provide a blueprint that is used systematically to identify the current state of the company and the desired IT architecture design. Besides, to achieve alignment between IT strategies and business strategies that support optimization of IT governance, a best practice is needed that is used as a foundation for company operational services. The integration between the framework and best practice is expected to complement each other and produce an EA design to support the achievement of the company's strategic goals. Development bank as government owned company engaged in banking that uses the key performance index as an indicator used to determine how far the strategy has been carried out by the company by the company's vision and mission. Therefore, it is expected for verification and validation model can be utilized to evaluate project that has been delivered in respected period as well to analyze the benefit delivered that align with IT business perspectives.
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Abstract—This paper proposes a new approach to solve the problem of lack of information in rating data due to new users or new items, or there is too little rating data of the user for items of the collaborative filtering recommendation models (CFR models). In this approach, we consider the similarity between users or items based on the lasso regression to build the CFR models. In the commonly used CFR models, the recommendation results are built only based on the feedback matrix of users. The results of our model are predicted based on two similarity calculated values: (1) the similarity calculated value based on the rating matrix; (2) the similarity calculated value based on the prediction results of the Lasso regression. The experimental results of the proposed models on two popular datasets have been processed and integrated into the recommenderlab package showed that the suggested models have higher accuracy than the commonly used CFR models. This result confirms that Lasso regression helps to deal with the lack of information in the rating data problem of the CFR models.
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I. INTRODUCTION

The recommendation models [1][2][7] are widely used in the fields of commerce, education, and entertainment. It saves users time when searching for needed information easily and quickly based on transaction data or rating data of users in the past. For example, Facebook displays ads related to keywords that users search for; YouTube automatically jumps to clips like the clips the user just watched. The Amazon sales site has been very successful in using the recommendation model [8]. Products are rated by users on a scale of 1 to 5 when they shop online. Transactional information and customer evaluations for products are collected to assist in increasing the accuracy of the recommender model. Therefore, every time a customer visits the website, they are always suggested products that are predicted from previously collected data.

The above example shows that the recommender system plays a very important role in e-commerce [4] and many areas of daily life around us. Therefore, building a good recommendation system to find products according to user requirements is the desire of not only researchers but also an important investment in the development strategy of each company.

Many collaborative filtering recommendation models have been successfully applied in the field of online e-commerce [4][7][10]. It is also considered as one of the effective solutions to solve the problem of information explosion for online systems with a rapidly increasing number of users. These recommender models recommend users what products they need to buy based on the results of their ratings on the products. To predict products according to user preferences based on a rating matrix, collaborative filtering recommendation models perform calculations based on the efficient exploitation of statistical methods and data mining techniques [13]. However, collaborative filtering recommendation models still face objective problems that need further research and improvement. It is a matter of lack of information in rating data of users due to new users or new items, or too little rating data of users for items.

In this study, we propose a new method to improve the accuracy of collaborative filtering recommendation models due to the lack of user rating information (new users, new items, and sparse data) by looking at the correlation relationship between users or products based on Lasso regression. In particular, the proposed models are built based on two similarity methods: the similarity method is built based on Lasso regression [15] and the similarity method is built based on rating data [13].

This study is structured into six sections. Section one includes an overview of the recommendation models and research questions. Section two briefly reviews the linear Lasso regression. Section three presents the steps to calculate the similarity based on the linear Lasso regression. Section four proposes the collaborative filtering recommendation models based on similarity Lasso regression. Section five shows the experimental results of the proposed models on two popular datasets (MovieLens and Jester5K) integrated into the recommenderlab package [13]. The concluding section presents a summary of the results achieved.

*Corresponding Author.
II. COLLABORATIVE FILTERING

A recommendation system is based primarily on a set of users, a set of items, and a set of user ratings based on those data items; represented in a matrix (see Fig. 1).

Collaborative filtering [7][1][13] is the process of determining the missing values/ratings from a rating matrix. Let $U = \{u_1, u_2, ..., u_m\}$ be a set of $m$ users and $I = \{i_1, i_2, ..., i_n\}$ be a set of $n$ items obtained from a certain supermarket.

Ratings [13][7][1] are stored in an $m \times n$ user-item rating matrix $R = (r_{jk})$ where each row represents a user $u_j$ with $1 \leq j \leq m$ and columns represent items $i_k$ with $1 \leq k \leq n$. $r_{jk}$ represents the rating of user $u_j$ for item $i_k$. The values of $\hat{r}_{jk}$ is rated from 1 to 5 (for example $q = 5$) or missing. From this point of view recommender systems solve a regression problem to predict missing values [13] (see Fig. 1).

The first approach is to predict the rating value for a user – item pair. Suppose we have a dataset about the interest of $m$ users (users) in $n$ products (items), corresponding to an $m \times n$ matrix, where the element in row $i$, column $j$ represents the price value the rating of the ith user on the jth item. Our work is to fill the empty values in the matrix, in other words, we will predict the user’s rating value on the items that the user has not rated.

In fact, we don’t really need to predict all user ratings on items to make recommendations to users. Instead, we just need to suggest $k$ most suitable products (items) to the user or determine $k$ users that best match the item. To find the most suitable $k$ items, we need for the user, we need to calculate the "distance/similarity/compatibility" to find the $k$ neighbors ($k$-neighborhood) that best match the user $u_a$ (see Fig. 2).

Collaborative filtering algorithms are also divided into memory-based and model-based [18].

A. User-based Collaborative Filtering

User-based recommendation uses the similarity of a group of users’ purchasing or purchasing patterns to predict what items that user will buy or choose.

B. Item-based Collaborative Filtering

Item-based recommendation will use similarity in the purchase relationship of items to predict which items the user will buy or choose.

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
<th>$i_5$</th>
<th>$i_6$</th>
<th>$i_7$</th>
<th>$i_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>?</td>
<td>4.0</td>
<td>4.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$u_2$</td>
<td>3.0</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>5.0</td>
<td>1.0</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$u_3$</td>
<td>3.0</td>
<td>?</td>
<td>?</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
<td>?</td>
<td>3.0</td>
</tr>
<tr>
<td>$u_4$</td>
<td>4.0</td>
<td>?</td>
<td>?</td>
<td>2.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$u_5$</td>
<td>1.0</td>
<td>1.0</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>$u_6$</td>
<td>?</td>
<td>1.0</td>
<td>?</td>
<td>?</td>
<td>1.0</td>
<td>1.0</td>
<td>?</td>
<td>1.0</td>
</tr>
<tr>
<td>$u_7$</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>$u_8$</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>$\bar{r}_{u_a}$</td>
<td>3.5</td>
<td>4.0</td>
<td>3.0</td>
<td>1.0</td>
<td>?</td>
<td>?</td>
<td>5.0</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. User Rating Matrix (URM).

III. LASSO REGRESSION

Lasso Regression (Least Absolute Shrinkage Selection Operation) [15] [19] was first proposed by Robert Tibshirani in 1996.

$$\hat{\beta}_{\text{lasso}} = \arg\min_{\beta} \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2$$

subject to $\sum_{j=1}^{p} |\beta_j| \leq t$

In Lagrangian form [19]:

$$\hat{\beta}_{\text{lasso}} = \arg\min_{\beta} \left\{ \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right\}$$

This is a good method to narrow predictors by removing unimportant attributes based on the absolute value of the weights of the regression model by the following formula:

$$\hat{\beta}(\lambda) = \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} \beta_j x_{ij})^2 + \lambda \sum_{j=1}^{p} |\beta_j|$$

The purpose of the Lasso regression model is to minimize prediction errors [6][15]. In practice, the tuning parameter $\lambda$ controls the strength of the penalty, when $\lambda$ is large enough some of the coefficients $\beta$ are exactly zero, in this way can reduce the dimensionality of the model. The larger the parameter $\lambda$, the more coefficients $\beta$ shrink to zero.

There are many advantages to using Lasso regression, first, it can provide a good prediction accuracy because shrinking and removing the coefficient can reduce the variance without significantly increasing the standard deviation. This is especially useful when we have a small number of observations and many attributes.

In addition, Lasso regression helps to increase the interpretability of the model by removing variables that are not related to the explanatory variable, which also avoids the overfitting of the model. So, Lasso regression is a good choice to build a recommendation model that avoids underfit or overfit when we choose too few or too many variables in the model.

IV. LASSO-BASED SIMILARITY

As described in the previous section, Lasso regression could build a good predictive model for large datasets by selecting important attributes and removing unimportant attributes in the dataset. This method can give good prediction...
results on a sparse matrix, and it is suitable for overcoming the
weakness of the lack of rating data of the collaborative filtering
recommender model.

Therefore, the function to calculate the user similarity
matrix based on Lasso regression is built as follows:

\[
\text{LUS (rating matrix; newdata)}
\]

**Input:** rating matrix, newdata

**Output:** URM (user result matrix)

**Begin**

**Step 1:** Building Lasso regression based on rating matrix

\[
\text{User} \_\text{Lasso} = \text{Lasso (rating matrix)};
\]

**Step 2:** Using Lasso regression to build user similarity matrix

For each row of the rating matrix

**Begin**

\[
\text{Value} = \text{predict} (\text{User} \_\text{Lasso}, \text{newdata})
\]

\[
\text{URM} = \text{cbind} (\text{URM}, \text{Value})
\]

**End**

**Step 3:** return (URM)

**End**

Like building a user similarity matrix, the function to
calculate the item similarity matrix based on Lasso regression
is built as follows:

\[
\text{LIS (rating matrix; newdata)}
\]

**Input:** rating matrix, newdata

**Output:** IRM (item result matrix)

**Begin**

**Step 1:** Building Lasso regression based on rating matrix

\[
\text{Item} \_\text{Lasso} = \text{Lasso (rating matrix)};
\]

**Step 2:** Using Lasso regression to build item similarity matrix

For each column of the rating matrix

**Begin**

\[
\text{Value} = \text{predict} (\text{Item} \_\text{Lasso}, \text{newdata})
\]

\[
\text{IRM} = \text{cbind} (\text{IRM}, \text{Value})
\]

**End**

**Step 3:** return (IRM)

**End**

V. RECOMMENDATION FRAMEWORK

This section presents the content of two proposed models
based on Lasso regression: the UBCF-LASSO model and the
IBCF-LASSO model. The UBCF-LASSO model is designed
based on the user similarity matrix integrated between the
Lasso-User-Similarity (LUS) matrix calculated by the linear
regression Lasso and the user similarity matrix calculated from
the rating data in the way of the traditional UBCF models
[12][13]. Similar to the above approach, the IBCF-LASSO
Model is designed based on the integrated item similarity
matrix between the LUS matrix calculated by the linear
regression Lasso and the item similarity matrix calculated from
the rating data in the way of the traditional IBCF models
[12][13].

A. UBCF-LASSO

The UBCF-LASSO model is designed with two input
parameters: the user's rating matrix for the items: \( R_{UI} = [r_{i,j}] \)
with \( U = \{u_1, u_2, ..., u_n\} \) is \( n \) users; \( I = \{i_1, i_2, ..., i_m\} \) is \( m \) items, and \( u_a \) is an user who needs recommendation.

The UBCF-LASSO model has an overall block diagram
design structure as follows.

Fig. 3. UBCF-LASSO Model.

Fig. 3 shows the implementation steps of the UBCF-
LASSO model. In the first step, the model builds a user
similarity matrix from a rating matrix based on the similarity
measures. In the second step, the model continues to build the
user similarity matrix from the rating matrix based on the LUS.
In the third step, the model builds the integration matrix by
adding two user similarity matrices from the two steps above.
In the last step, the model uses the integration matrix to predict
the items to recommend to the user \( u_a \) (who needs recommendation).

B. IBCF-LASSO

The IBCF-LASSO model is designed similar to the UBCF-
LASSO model with two input parameters: the user's rating
matrix for the items: \( R_{UI} = [r_{i,j}] \) with \( U = \{u_1, u_2, ..., u_n\} \) is
\( n \) users; \( I = \{i_1, i_2, ..., i_m\} \) is \( m \) items, and \( u_a \) is an user who
needs recommendation. However, when building similarity
matrices, the model calculates similarity values based on item
similarity.

The IBCF-LASSO model has an overall block diagram
design structure as follows.

Fig. 4. IBCF-LASSO Model.

Fig. 4 shows the implementation steps of the IBCF-LASSO
model. In the first step, the model builds an item similarity
matrix from a rating matrix based on the similarity measures.
In the second step, the model continues to build the item
similarity matrix from the rating matrix based on the Lasso-
Item-Similarity (LIS). In the third step, the model builds the
integration matrix by adding two item similarity matrices from
the two steps above. In the last step, the model uses the
integration matrix to predict the items to recommend to the
item \( i_a \) (item needs recommendation).
VI. EXPERIMENT

A. Datasets

The experimental part is deployed on two popular datasets for research on collaborative filtering models, which are the MovieLens dataset (100k) [3][13] and the Jetter5K dataset (5k sample) [11][13]. These two datasets have been processed and integrated into the recommenderlab package [13].

The MovieLens dataset was collected through the MovieLens website during the seven-month period from September 19th, 1997 through April 22nd, 1998. The dataset contains about 100,000 ratings (1-5) from 943 users on 1664 movies. This dataset is stored in the sparse matrix format of the “realRatingMatrix” class. This matrix is similar in structure to the size of the dataset with rows equal to the number of users, columns equal to the number of movies, and nearly 7 percent of the cells of the matrix have rating values between 1 and 5 (the "null" value is "0").

The Jetter5k is a dataset of the Jester Online Joke Recommendation System collected from April 1999 to May 2003. It contains a sample of 5,000 anonymous users who rated 100 jokes. This dataset is also stored in the sparse matrix format of the “realRatingMatrix” class. However, this dataset has two major differences from the MovieLens dataset. The first is that each user must have a rating for more than 30% of the total jokes. The second is that the rating value for jokes is a real number value between -10.00 and 10.00 (the “null” value is “99”).

Both above datasets are randomly selected using the k-fold cross-validation technique (with k=5) [13][17]. This technique requires performing k times to evaluate the proposed models. In each evaluation, the models use one-fold as the testing set and the other k – 1 folds as the training set. This technique always makes sure that each tuple (row) has at least one occurrence in the testing set. The overall evaluation result of the proposed models is the average result of k times evaluations.

B. Tools

The experiments in this study were performed on the ARQAT tool developed in the R language by our research group [14][16]. In this ARQAT tool, we integrate the recommenderlab [13][16] and the glmnet [6][16] packages. The recommenderlab is a framework for developing and testing recommendation algorithms while the glmnet fits generalized linear and similar models via penalized maximum likelihood. This ARQAT tool also includes functions for experimental deployment such as: preprocessing of experimental data, calculating similarity matrices, installing recommendation models and methods of evaluating recommendation models.

C. MovieLens

1) Accuracy based on model’s predicted values: The method of calculating model accuracy based on predicted values is a method of measuring the deviation between the predicted model's values and the user's actual rating values. In this study, we use three common measures: MSE (Mean Squared Error), RMSE (Root Mean Square Error), MAE (Mean Absolute Error) [5][9][13] to compare the error value of the proposed models with the error value of traditional CFR models.

To ensure the accuracy of the results of comparing the models, we experiment on 4 models: UBCF-LASSO, IBCF-LASSO, UBCF [13], and IBCF [13] with the same training set and testing set.

The results of the comparison of error indexes (RMSE, MSE, MAE) of the four models are presented in TABLE I (This result shows that the model UBCF-LASSO (RMSE: 1.140918; MSE: 1.301695; MAE: 0.892930) has an value of errors is lower than that of the UBCF model (RMSE: 1.146269; MSE: 1.313934; MAE: 0.902714) and the IBCF-LASSO model (RMSE: 1.320553; MSE: 1.743861; MAE: 0.944156) with a lower value of errors than the IBCF model (RMSE: 1.388423; MSE: 1.927719; MAE: 1.050939) on the MovieLens dataset.

2) Accuracy based on model’s recommendation results: The method of evaluating the accuracy of the model based on the recommendation results is a method of determining the accuracy of the model by comparing the model's prediction results with the user choices on the testing set. This method uses the confusion matrix to calculate the values of the indicators: Precision, Recall, and F-measure [5][9][13]. Precision and Recall are two commonly used metrics used to evaluate recommender models.

To get the comparison results for this evaluation method, we run all four models: UBCF-LASSO, IBCF-LASSO, UBCF, IBCF on the same training set and testing set.

The results of comparing 3 indexes (Precision, Recall, and F-measure) of the 4 models are detailed in Fig. 5. This result shows that the UBCF-LASSO model has a higher Precision index than the UBCF model (Precision: 0.6 vs. Precision: 0.5) and the IBCF-LASSO model has a higher Precision index than the IBCF model (Precision: 0.5 vs. Precision: 0.4).

3) Comparing Prec/Rec ratio of models: As mentioned in section 2 above, Precision and Recall are two commonly used metrics to evaluate recommender models. However, in some cases when Precision and Recall are inversely proportional to each other, we can use a harmonious combination of Precision and Recall evaluating the overall efficiency of the model. Specifically.

In this study, we build a comparison chart based on the Precision/Recall ratios [13] of four models to better see the performance of the proposed models compared to other published models.

<p>| TABLE I. MODEL’S ERROR INDICATORS ON MOVIELENS |</p>
<table>
<thead>
<tr>
<th>CRF models</th>
<th>Error indicators</th>
<th>RMSE</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBCF</td>
<td></td>
<td>1.146269</td>
<td>1.313934</td>
<td>0.902714</td>
</tr>
<tr>
<td>UBCF-LASSO</td>
<td></td>
<td>1.140918</td>
<td>1.301695</td>
<td>0.892930</td>
</tr>
<tr>
<td>IBCF</td>
<td></td>
<td>1.388423</td>
<td>1.927719</td>
<td>1.050939</td>
</tr>
<tr>
<td>IBCF-LASSO</td>
<td></td>
<td>1.320553</td>
<td>1.743861</td>
<td>0.944156</td>
</tr>
</tbody>
</table>
The results of comparing the three above indicators of two proposed models and two traditional CFR models are presented in Fig. 7. This result shows that the accuracy indexes of the two proposed models are higher than those in the traditional CFR models. Especially, the precision value of the UBCF-LASSO model is higher than the precision value of the UBCF model (Precision: 0.898 vs. Precision: 0.698) and the precision value of the IBCF-LASSO model is higher than the precision value of the IBCF model (Precision: 0.647 vs. Precision: 0.447).

3) Comparing Prec/Rec ratio of models: Like the experimental part on the MovieLense dataset, we continue to build a comparison chart based on the Precision/Recall ratios [13] of four models to better see the performance of the proposed models compared to other published models. Fig. 8 shows that the two proposed models both have a higher Precision/Recall ratio curve than the two traditional CFR models. This result again shows that Lasso regression has increased the accuracy of the CFR models on the Jester5K dataset. This once again confirms that Lasso regression helps to deal with the lack of information in the rating data problem of the CFR models.

### TABLE II. MODEL’S ERROR INDICATORS ON JESTER5K

<table>
<thead>
<tr>
<th>CRF models</th>
<th>Error indicators</th>
<th>RMSE</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBCF</td>
<td></td>
<td>5.380568</td>
<td>28.950510</td>
<td>4.243284</td>
</tr>
<tr>
<td>UBCF-LASSO</td>
<td></td>
<td>5.256894</td>
<td>27.634931</td>
<td>4.096968</td>
</tr>
<tr>
<td>IBCF</td>
<td></td>
<td>5.844125</td>
<td>34.153799</td>
<td>4.410457</td>
</tr>
<tr>
<td>IBCF-LASSO</td>
<td></td>
<td>5.849720</td>
<td>34.219222</td>
<td>4.413152</td>
</tr>
</tbody>
</table>

D. Jester5K

1) Accuracy based on model’s predicted values: In this section, the two proposed models continue to be evaluated for accuracy on the real number ranking dataset. The experimental content deployed on four models is like that deployed with the MovieLense dataset.

From the experimental results, we continue to calculate the error indexes (MSE, RMSE, MAE) of the two proposed models to compare with these indexes of the traditional CFR models.

The results of the comparison of error indexes of the four models are presented in TABLE II. This result shows that the model UBCF (RMSE: 5.380568; MSE: 28.950510; MAE: 4.243284) has an index of error that is higher than that of the UBCF-LASSO model (RMSE: 5.256894; MSE: 27.634931; MAE: 4.096968). Meanwhile, these indicators on both IBCF-LASSO and IBCF models are almost equal.

2) Accuracy based on model’s recommendation results: In this evaluation, we continue to experimentally run four models on the Jester5K dataset and compare the accuracy indexes (Precision, Recall, and F-measure) of two proposed models with the accuracy indexes of two traditional CFR models.
VII. CONCLUSION

Collaborative filtering model is one of the effective technical solutions to provide customer support on e-Commerce sites. Recommended collaborative filtering models are mainly based on user or product similarity to make recommendations to online customers from rating data. However, these models always face the problem of sparse data on e-commerce sites such as new customers, new products, or too little information about customer reviews of products.

In this approach, an integration matrix between Lasso regression similarity and rating data similarity is constructed in a way that is appropriate to make predictions for new users. Experiments on two popular datasets (MovieLens and Jester5K) suggest that the proposed models provide the recommendation result comparable to significantly better accuracy.

Furthermore, while the accuracy of the traditional CFR models is very dependent on rating data, our model is more accurate than the traditional CFR models even when the number of ratings of users is very small.
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Abstract—Depletion of skin and muscle tone has a considerable impact on the appearance of the face, which is constantly evolving. Algorithms necessitate a large number of aging faces for this purpose. Another popular deep learning technique is convolutional neural networks. In a recent study, many computer vision and pattern recognition problems have been successfully tackled using it. But these methods have architectural issues (e.g., the training process) that have a negative impact on their age estimation performance. As a result, a whole new approach is proposed in this research to address the issue. Using a convolutional neural network framework and resnet50 architecture, researchers were able to detect the age of a human face. This proposed shortcut identity connection strategy, which enables age estimation from the face image, has improved the success of the resnet50 architecture. To be able to tell a person’s age from a picture of their face, it was important to know the characteristics of aging. As a result, the rhetorical classification method, which employs the resnet50 structure, is used to shift the face aging levels to a probability level. All of the 50 layers in the proposed residual network have a residual block that connects them. As far as face-aging databases go, ImageNet and FG-NET are both good choices for the proposed age estimation process. In the training session, the experiment results are 2.27 and 2.38, based mostly on the mean absolute error. The test accuracy results for the ImageNet dataset are 81.75% with the FG-NET dataset and 87% with the ImageNet dataset.

Keywords—Shortcut identity connection; ImageNet; residual connection; face aging

I. INTRODUCTION

There are numerous real-world applications for age estimation from facial photographs, including security monitoring, missing-person inquiries, entertainment, crime investigation, forensic art, cosmetology, biometrics, and facial recognition. Because of the rising interest in this topic among scientists, the automatic age estimate has attracted a large number of them. It is possible to define an automatic age estimate as either a predefined age range or an actual age.

Multiple ways have been investigated to depict age using facial photos to estimate it. Unfortunately, most of the techniques require a significant number of facial aging datasets and an excessive level of architectural fitness to be implemented. Due to their inaccuracies, these approaches take a long time to train and also lack robustness [12]. To train deep neural networks, researchers have turned to the ResNet framework, which was released last year. The method can employ shortcut identity connections to avoid overfitting in this network’s numerous layers. When used for image classification, ResNet is capable of achieving good performance in prediction [1].

The Shortcut Identity Connection of ResNet50, as shown in Fig. 1, is a convolutional neural network is used to estimate an individual’s age. The age estimation problem may be solved using a minimal face aging dataset with the proposed approach. Overfitting architectural designs have been solved through shortcut identity connections. In addition, the input data size can be matched to the design using this technique. Different images are trained and tested on various datasets to establish a shortcut identity connection in the ResNet50 architecture. As a final step, the algorithm used the testing dataset and a live image taken by the webcam to estimate age using an estimator. Detailed explanations of the algorithm can be found in the third section.

When deep networks were seen to be converging, a degradation issue arises [1]. As a result of this, the gradients between neurons were completely wiped out [2]. No additional layers or overfitting will solve this gradient problem [1]. Active functions like the sigmoid active function and the tanh active function [3] are to blame for this.

Fig. 1. Proposed Algorithm.
The following are the main points of this manuscript: The proposed shortcut identity connection method demonstrates the high capability of resnet50 by freezing layers from the structure; the presented method can accurately estimate the ages of global and regional people. The proposed age estimation process is immediate and uses an image taken directly by the device webcam.

II. RELATED WORK

A. Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is a feed-forward artificial neural network approach [34]. Individual neurons are structured such that they can respond to the overlapping areas of the visual field. In 1968, Hubel and Wiesel [4] studied the cat's visual cortex and discovered that the cortex had a complex arrangement of neurons. In order to cover as much of the subregional visual field as possible, these neurons are placed in a grid-like pattern. It is these neurons that perform the filtering of the input image and work with respect to the natural face photo. Each layer of the CNN design uses a differential function to turn the input volume into the output volume. The architecture of CNN is divided into several separate tiers. Fig. 2 displays the CNN layers.

The work of CNN layers [13] has given below:

The convolution layer serves as the foundation upon which CNN is built, and it is the first step in the learning process. CNN parameters can calculate by multiplying each filter’s width and height (w and h), the preceding layer’s filter (F), and the current layer’s filters (n). \( P = (w \times h \times f) \times n \).

During the training session, filters and parameters will learn. While processing the image classification, each filter generates an activation map. In the pooling layer, there are no parameters. The CNN pooling layer does not require any kind of learning. To avoid overfitting during training sessions, it is also beneficial to use the pooling layer. So, the pooling layer p parameter is zero.

A Fully Connected Layer is made up of feed-forward neural networks. The "Fully Connected Layer" is the network's final layer and is referred to as such because of its connectivity. An input is flattened from the final Pooling or Convolutional Layer. A fully connected layer has the most factors to consider when comparing it to other layers. The ideal parameters for a fully linked layer may be found easily because each neuron is connected to every other neuron in the system.

The generated image is presented in the figure above in the top right corner (Fig. 2), known as the "Feature Map" [31]. It's the number of confusing features. As a result, the input image information is reduced. When the number of confusing features is 2, the algorithm reduces the image. If the number of confusing features is 4, the algorithm further reduces the image, which makes it easier to process. The question is whether the filter function detector causes information loss. The higher the number in the feature map, the better the filtering process, which implies that the algorithm is not missing many features. Essentially, researchers create all of the feature maps that are required, as well as all of the filters that are required (e.g., edge detection, blur detection, bump detection). Using the Softmax function, the method can assure that all of the estimation will add up to 1. The cross-entropy function and the Softmax function are frequently used interchangeably [32]. After applying the Softmax function in CNN, the next step is to test the reliability of the model using the cross-entropy function to maximize the performance of the neural network [35]. Using the cross-entropy function has several advantages. One of the best features is that if the output value is much smaller than the actual value at the start of the back-propagation, the gradient descent will be very slow. Since Cross-Entropy uses the logarithm, it helps the network evaluate even the largest errors.

B. Residual Network (ResNet)

VGG networks [5] encourage the use of simple residual networks. [5] In order to reduce layer complexity, the number of filters is doubled when the feature map's size is only half-complete [1]. Residual connections were introduced in [1], where they proposed theoretical and practical proof for the use of signal merging for image recognition. This is the original residual connection, and this is an improved version that decreases the computational cost of 11 convolutions (Fig. 3).

The 50-layer of residual network architecture [1] detail has given below:

It is possible to get a stride size of 2 with a kernel size of 7 * 7 and 64 unique kernels in the first convolution layer. With a stride length of two, which is the maximum pooling layer. As a result of the three levels being repeated three times, the network now contains nine layers after 1*1, 64 kernels, and 3*3, 64 kernels. By the time the procedure reaches the 12th layer, the model has a 3 * 3-layer kernel, a 1 * 1, 128-layer kernel, and a 1 * 1-layer kernel that has been replicated four times in total. There is one more layer in this level, making the total number of layers in the kernel 1*1*1, 1024. There are
now a total of 18 tiers to pick from after the procedure’s sixth iteration. It now has a total of nine levels of kernels: 3 * 3, 512, and 1 * 1, 2048. In the end, a Softmax function and a 1000-node connected layer reduce the algorithm to a single layer. So, this is a typical pool, no? The activation function and the maximum and the average pooling layer are not calculated. Adding all of the numbers together, they get a convolutional network with 50 layers: 1 + 9 + 12 + 18 + 9 + 1.

Age estimation can be seen as both non-linear and non-category regression problems. In the current age estimation frameworks, the use of images of aging and age estimation modules is common. Shape and texture data from facial photos are commonly used in aging trait techniques. They fall under the categories of anthropometric models, AAM, AGES, age distribution, and appearance models. Regression methods or age-related institutional categories can be used to estimate an individual's age from this point onward. In the most recent research, categorical and regression methodologies are experienced jointly in the most recent research, resulting in a hybrid structure [29]. To create age estimates based solely on facial features, the robust multi-sample regression mastering rule set is also used [30]. Table I presents existing ways for estimating a person's age.

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>Publishing Year</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-purpose CNN</td>
<td>2017</td>
<td>[14]</td>
</tr>
<tr>
<td>Diagnosing DLM</td>
<td>2017</td>
<td>[15]</td>
</tr>
<tr>
<td>Deep cumulatively and comparatively LM</td>
<td>2017</td>
<td>[16]</td>
</tr>
<tr>
<td>AAFs of CNN</td>
<td>2017</td>
<td>[17]</td>
</tr>
<tr>
<td>DMTL</td>
<td>2017</td>
<td>[18]</td>
</tr>
<tr>
<td>VGG-NET-GPR</td>
<td>2018</td>
<td>[19]</td>
</tr>
<tr>
<td>ELM</td>
<td>2018</td>
<td>[20]</td>
</tr>
<tr>
<td>DAG-CNN</td>
<td>2018</td>
<td>[21]</td>
</tr>
<tr>
<td>The CNN triplet ranking</td>
<td>2019</td>
<td>[22]</td>
</tr>
<tr>
<td>DeepAge</td>
<td>2019</td>
<td>[23]</td>
</tr>
<tr>
<td>Multitasks-AlexNet</td>
<td>2019</td>
<td>[24]</td>
</tr>
<tr>
<td>SADAL &amp; VDAL</td>
<td>2020</td>
<td>[25]</td>
</tr>
<tr>
<td>LRN</td>
<td>2020</td>
<td>[26]</td>
</tr>
<tr>
<td>CR-MT</td>
<td>2020</td>
<td>[27]</td>
</tr>
<tr>
<td>MA-SFV2</td>
<td>2020</td>
<td>[28]</td>
</tr>
</tbody>
</table>

### C. Shortcut Identity Connection

Adding more layers in the architecture of a deep neural network allows it to better recognize multiple layers of features in an image. Due to over-exercise, additional layers may not always yield precise results. The problem can be alleviated by establishing a shortcut identity connection between residual blocks. The layer of the neural network where most accuracy will be achieved must be identified [36]. Excessive fitness reduces accuracy, so don't add any more layers after you've found the one with the highest accuracy. The "shortcut identity connection" refers to the identity link between the beginning residual block and the correct stage of a residual block. When the shortcut identity connection is used, all remaining blocks in the architecture will be eliminated [33]. The residual building block [1] is defined as:

\[ b = F(a, W_j) + a, \]  \hfill (1)

There are two levels here, a is input, and b is output level [37]. The function represents the remaining knowledge. According to Eqn. (1), the size of input a and F must be equal. Use a linear projection if the dimensions of the input image and F don't match up. This issue can solve with a shortcut identity connection if they aren't.

\[ b = F(a, W_j) + W_i a, \]  \hfill (2)

The experiments in this paper involve varying dimensions of images to estimate age. The shortcut identity connection is effective for the degradation problem, and there is a need to match input dimensions. Age estimation from different dimensional input images can be robust in real-life experience.

### III. AGE ESTIMATION METHODOLOGY

The ResNet50 residual network is used in this paper to present a new age estimation approach called "age estimation using the shortcut identity connection of CNN" [33]. Data preprocessing, model creation or choosing a pre-made model, learning rate estimation, and model training are all part of the algorithm’s process of determining age estimation. These parts work together to figure out how old you are.

#### A. Data Preprocessing

This module consists of input data from GitHub (ImageNet) and a loaded data set from the device (FG-NET dataset by Yanwei Fu). The model's expectations for data preprocessing are using ResNet50-selected auto normalization pixel values. Several steps are involved in the data preprocessing modules: acquiring the ImageNet data set, importing all libraries required for the ResNet50 model, identifying missing values, encoding the face aging data, splitting the dataset for the training phase, the testing phase, and the feature scaling.

There are several steps involved in data acquisition before the model may be built and developed. The algorithm needs to create a data set accurately, and then the algorithm uses a shortcut identity connection to match dimensions. A number of graphs and figures were created using the Matplotlib Python program for the experiment. In addition to importing datasets from multiple sources, and data preparation also requires the import of datasets. Setting the data set's current directory was required before import. For the experiment's training and testing phases, the algorithm needed data set splitting to calculate the mean absolute error (MAE), validation error, loss, and validation loss, as well as delete a particular row or column when more than 80% of the values were missing. When dividing a dataset in half, the ratio is 80:20. In the end, the data preparation module applies feature scaling. Within a particular range of values, the algorithm had to summarise several sorts of variables in a dataset. These things are very important in age estimation experiments of any significance: the epochs, loss functions, error functions, and validation functions for each epoch are very important as well.
B. Model Creation

The residual network has 50 layers in this experiment. In brackets, you'll see the residual building blocks (Table II). It takes 50 layers of the residual network to achieve 3.8 billion FLOPs per second [1].

The algorithm used shortcut identity connections for identity mapping to use different dimensional images and set up a freezing process to ignore layers from the model to avoid overfitting. To wrap up, the algorithm presents an alternative CNN design based on shortcut identity connections (Fig. 4).

C. Estimate Learning Rate

During these trials, the algorithm used the range of learning rates to estimate the optimal learning rate for the algorithm and data set under consideration. A maximum learning rate of 0.0001 has been employed in the one-cycle policy [6] (1 e-4). Algorithm training sessions make use of the term "epoch term." There is a count of how many times the algorithm has been trained. A batch size of 512, ResNet50, and momentum equal to 0.9 was used, and the weight decrease was equivalent to 1e-4 [6]. Since it has a rate of learning close to 1, it can be put to good use. CIFAR10 and ResNet56's training loss, validation accuracy, and validation loss are illustrated in Fig. 5's characteristic plot (a). Fig. 5 shows the age estimation method's log scale of learning rate (b).

D. Training Model

In this experiment, the auto-fit method employed a learning rate schedule with an automatic initial stop on the plateau and a reduction of the maximum learning rate [7]. The auto-fit strategy, when supplied with the fit_onecycle parameter, reduces the learning rate of each cycle using cosine. To estimate age, the algorithm has used the Softmax image classifier with the ResNet50 model pre-trained on ImageNet.

<table>
<thead>
<tr>
<th>CNN layer name</th>
<th>Output size of layer</th>
<th>Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution1</td>
<td>112x112</td>
<td>7x7, 64 stride 2</td>
</tr>
<tr>
<td>Convolution2_n</td>
<td>56x56</td>
<td>3x3 max pool, stride 2</td>
</tr>
<tr>
<td>Convolution3_n</td>
<td>28x28</td>
<td>[1 x 1,128] x3</td>
</tr>
<tr>
<td>Convolution4_n</td>
<td>14x14</td>
<td>[3 x 3,128] x4</td>
</tr>
<tr>
<td>Convolution5_n</td>
<td>7x7</td>
<td>[1 x 1,512] x6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 x 3,152] x3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1 x 1,2048] x3</td>
</tr>
<tr>
<td></td>
<td>1x1</td>
<td>Avg. Pool, 1000-d fc, Softmax</td>
</tr>
</tbody>
</table>

Floating point operations per second (FLOPs) [1] 3.8 x 10^9

---

**Fig. 4.** Proposed an Alternative CNN Architecture using Shortcut Identity Connection.
training session, MAE for the FG-NET dataset was 2.38. The accuracy rate is 57% across the experiment.

A parameter includes added to estimate age automatically from the camera-captured facial image. The system will automatically turn on the device's camera at the end of the training and testing session of the algorithm. It helps to capture the live facial image to estimate age. After capturing the photo, the estimator will estimate the age. The accuracy of the camera-captured image is 93.75%. A sample has been shown in Table III. Only images from the ImageNet database have been used in training to figure out how old people are from their live webcam captured images, so far.

IV. EXPERIMENTS AND RESULTS

To obtain these results, the algorithm used the ImageNet and FG-NET datasets together. The experiments use a variety of epochs to evaluate the outcomes. Epoch specifies how many times the algorithm runs during the training process. Each sample of the training data set is only transmitted through the neural network once during a single epoch in a single neural network [33]. One epoch is made up of one or even more batches. The facial photos of Malaysian and Bangladeshi citizens are used to test the suggested approach. Images from the ImageNet and FG-NET databases are shown in Fig. 6. Another experiment was performed on the FG-NET database utilizing the ResNet50 design. To see how the shortcut identity connection worked, the algorithm used images of different sizes and resolutions.

A total of 21690 photos from the ImageNet collection were utilized to train the algorithm, and a further 2411 images that have been verified were used to conduct the testing. To obtain the most accurate results while using the fewest facial photos possible, we have sought to reduce the number of images used. The ImageNet data set can be used to estimate an age with an average accuracy of 81.75 percent and MAE of 2.27 in the training session (Fig. 7). The evaluation method of Mean Absolute Error (MAE) [8] is shown in Eqn. (3).

\[
MAE = \frac{1}{N_t} \sum_{i=1}^{N_t} |\hat{\text{age}}_i - \text{age}_i|, \tag{3}
\]

Where: \(\hat{\text{age}}_i\) age is recognized, \(i\) is a testing sample, and the total number of testing samples is \(N_t\).

Only 352 facial photos from the FG-NET database were used throughout the training period to test how this method worked with a smaller number of facial aging cases. Fig. 8 shows the FG-NET dataset age estimation accuracy [23]. In the
TABLE III. RESULTS OF CAMERA CAPTURED IMAGES

<table>
<thead>
<tr>
<th>Actual Age</th>
<th>Estimated Age</th>
<th>Facial Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>45</td>
<td><img src="image" alt="Facial Images" /></td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td><img src="image" alt="Facial Images" /></td>
</tr>
<tr>
<td>26</td>
<td>25</td>
<td><img src="image" alt="Facial Images" /></td>
</tr>
<tr>
<td>19</td>
<td>23</td>
<td><img src="image" alt="Facial Images" /></td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td><img src="image" alt="Facial Images" /></td>
</tr>
</tbody>
</table>

Table IV compares the proposed approach's performance to other methods for estimating an age from facial photos and finds that the suggested method outperforms them all. ImageNet testing results have not been found to compare with the proposed algorithm's results.

TABLE IV. THE COMPARISON OF AGE ESTIMATION RESULTS

<table>
<thead>
<tr>
<th>Methods</th>
<th>Database</th>
<th>MAEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAS [9]</td>
<td>FG-NET</td>
<td>8.06</td>
</tr>
<tr>
<td>BP [10]</td>
<td>FG-NET</td>
<td>11.85</td>
</tr>
<tr>
<td>SVM [10]</td>
<td>FG-NET</td>
<td>7.25</td>
</tr>
<tr>
<td>AGES [9]</td>
<td>FG-NET</td>
<td>6.77</td>
</tr>
<tr>
<td>AAM + 2D-DCT [8]</td>
<td>FG-NET</td>
<td>5.39</td>
</tr>
<tr>
<td>AEUSICR (proposed)</td>
<td>ImageNet, FG-NET</td>
<td>2.27, 2.38</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORK

The proposed ResNet50-based CNN model for estimating age from a facial image has the best performance of any model that's already out there. Use the shortcut identity connection method to come up with a new CNN architectural design. Using different dimensional images and freezing many layers of CNN architecture, this method has been effectively implemented. The image is classified using the softmax classifier, and the positive value is normalized. Improved calculation speed and accuracy are two benefits of shortcut identity connection use in CNN systems. The proposed method achieves MAE 2.27 and MAE 2.38 using the ImageNet and FG-NET datasets. In the future, the algorithm will consider the proposed technique to determine gender and ethnicity and improve the accuracy of the age estimate method by adjusting the ResNet method. Age estimation thus relies on the capacity to classify face images. The proposed method can apply to small and big databases for facial image classification.
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Abstract—Containers are continuously replacing the usage of virtual machines and gaining popularity in terms of scalability and agility in IT Industry. The key concept behind containers is Operating system based virtualization. In cloud, computing containers are getting deployed in terms of computing instances whereas in premises they are getting deployed using Docker as a part of CI/CD pipelines using Jenkin Server. When containers are going to be increased in number, its deployment and resource management is always a concern which is managed using the Kubernetes. Kubernetes is used to deploy and manage the containers in an autonomous manner and Rancher is used to manage the Kubernetes Cluster in an efficient manner. First Analysis is done for the scheduler, resource management which is used by Kubernetes to deploy the containers and proposed a framework which will automate the whole process using the helm-charts, ansible scripts from container deployment to the management of Kubernetes Cluster in a scalable manner. It is fully automated framework and can be used to deploy the scalable applications in form of containers as Docker images. CI/CD pipeline is also considered using Jenkin Server.

Keywords—Containers; Docker; Jenkin; Kubernetes; rancher; virtualization

I. INTRODUCTION

In an agile environment, the application needs to be scalable, performant and highly available based on customer requirements and to achieve the same, containers are widely used in IT industry. The releases are so frequent in terms of delivery in cloud based SaaS (Software as a Service) environment. This is one of the main reasons containers are gaining popularity and used in cloud computing environments and High Performance Computing [1]. Containers are very lightweight in terms of application deployment as one whole package including its required libs, binaries and other dependencies, if any. When an application is split in terms of micro services, every feature is implemented as a micro service and going to be deployed using containers. As a whole Product, the entire application is split in terms of multiple micro services and to have scalability and high availability, every application has a fail back mechanism and to avail the same, each application is deployed with at least two containers. In case one is down another will be available to serve the request or both are used to distribute the workload. In result of this if one product has n numbers of application then need n multiply by two containers. The huge numbers of containers are going to be deployed and then needs to be managed. This requirement of managing high number of containers deployment is always a concern. These containers are provisioned using the Docker images. Docker is an open source platform to bundle the services in form of containers. Using various components, the applications are bundled as Docker images. The required libraries, binaries and other dependencies are defined as a part of configuration in terms of Docker File. Docker file is converted in form of image and then deployed by running commands. Using commands, the image is deployed and the application starts running within container within few seconds. The complete lifecycle of the application revolves around the container lifecycle. Using Docker the state of application is also maintained via commit the container state as an image and tagging it with multiple versions accordingly. If at one point, application crashes, the committed state of container in form of image can be easily deployed again and application will start running with same state when it is committed. This is one of the reason containers provides fault-tolerance and high availability for applications. They are highly trending for application deployment and wherever micro services are getting designed. In comparison of virtual machines, more weightage has been given to the containers in cloud computing as well as in high performance computing. The overhead of application deployment is reduced as it runs on an operating system isolated layer which is portable without use of a hypervisor.

Kubernetes is used for cluster systems to support the container based application deployment. Containers where they are going to be deployed in known as “pod” and it manages thee multiple pod deployment across the physical servers, scaling out the application at run time with multiple workloads. It provides multiple services and tools which are widely available. It is used to avoid downtime of an application. If one container gets stopped or crashed, the another one needs to be up and running in next second. This is the behaviour which is handled easily by Kubernetes. It also offers service registry and load balancing. Multiple containers can reside within a pod to use its file systems and other services belong to a particular pod. The functional or dynamic programming where resource provisioning is so frequent in terms of milliseconds and containers are used, the deployment and its performance need to be monitored. For example: AWS Lambda where multiple user streams are generating the events which are processed by a lambda function. The whole process is executed by deploying a container and billed at 100ms interval of time. The container will be stopped as the function completes its execution. This container deployment, management, monitoring where lambda
function is hosted and its performance impacts the provider ability to facilitate the more efficient charging alternatives to the users to process the stream based applications.

Framework is proposed for deploying the containers using Kubernetes based on high performance and fully automated to process the requests which need multiple deployments of containers within few milliseconds. It will identify the required states associated with pods and containers. It can be further used as a configuration to monitor the resources and other details acquired from a Kubernetes Cluster deployment. Using this framework, individuals can plan the capacity support for applications scalability and can do the evaluation of containers and pods which can impact the application performance.

The structure of this paper is as follows: the second section is the analysis and related work; the third section describes the proposed design of framework using Jenkins server and CI/CD pipeline; the fourth section is the evaluation and results; and the fifth section is the conclusion and acknowledgement.

II. ANALYSIS AND RELATED WORK

Hardware virtualization and operating system virtualization in terms of virtual machines and containers are always being a research topic from a performance perspective in terms of computing resources such as CPU, memory and storage workloads [2]. In spite of being so much analysis, it is found that many are not familiar or reluctant to use the formal methods. Cloud computing is using a minimal amount of work done on using the formal methods from a performance perspective [3]. Under [4], it is provided as a cyclic design based on particular functional algorithm specifications. Later, it went with the computing resource availability specifications holding the data, control and resources workflow. It was based on Petri Net model [5] capturing the details of functionalities and computing resources requirements involved in the running environment. It starts first with the analyses of the application deployment lifecycle and then understanding of the execution behaviour at run time. It combines the analyses with simulation and predicts the non-functional and functional requirements. Over a time of period, this model is enhanced with the inclusion of performance minimal and maximum boundaries. It allows the competition of resources consumption via formulating the model which is not considered in node queued networks. The requirement of these models to work is the historical data which need to be feed in form of temporary data. The virtual machine performance has been evaluated in cloud computing environments [6]. Using [7], [8] the containers and virtual machines performance have been evaluated with multiple performance metrics. The few designed have been evaluated in past to manage the containers using Docker and Kubernetes but there is a limitation exists in research area around containers deployment and its management using the Kubernetes architecture. In [9], Containers using Docker performance results into a degradation of network and CPU based negligible performance impact in specified configurations. Kubernetes is not using fully nested-container strategy. It uses the partial one having pod concept where the same IP is used across the containers deployed within that pod. It uses multiple performance metrics for Pod start up and REST API request-response time. Kubemark is used for the Kubernetes Cluster performance evaluation.

Kubernetes is not a traditional platform based system. It operates at container and offers flexibility, monitoring, scaling, load balancing and deployment of containers [10]. There is no limitation for application type with any amount of workload. It is used for containers not for source code deployment. Using its API, required specifications can be declared for the containers which eliminate the requirement of orchestration where steps are executed one by one in sequential order. It is holding a complete independent set of controlled processes which drives continuously the present state to the targeted one. How to reach from one point to another does not matter which make it easy to use extensible and resilient. It is formed using a set of worker machines known as nodes which are used to execute the application in containers and mainly hosts the pods. There is a control panel which is responsible to manager the worker nodes and pods in the Kubernetes Cluster including scheduling, start-up of the new pod, detecting and responding to the triggered events.

Kube-API server is used for the API which is the frontend of control panel and offers horizontal scalability. Fig. 1 shows the high level flow of container's deployment using the Kubernetes. Kube-Scheduler is used to select a node to the newly created pod to run on. For scheduling the node to the pod several factors need to be considered which includes resources requirements, specifications, deadline and infrastructure based policy constraints. There is also kube-controller manager which manages the different type of controllers. For example: Job Controller, Node Controller, Service Account & Token Controller and Endpoint Controller. etcd is used to store the info about the cluster in terms of key-value pair. For cloud based environment, it also offers cloud-controller manager which links the Kubernetes cluster to the cloud based API. Multiple components are also running on the nodes which manage the running pods. Kubelet and kube-proxy are among those components. Kubelet is an agent which runs on the node to make sure that containers are running fine in pod where kube-proxy manages the network rules to make the communication inside and outside of cluster. Containerd is one of the container runtime used by Kubernetes which is mainly holding the responsibility of running the containers [11]-[13]. Kubernetes monitors the container resources via saving the time-series based metrics in a centralised data base. It offers an UI in form Dashboard using which users can monitor the resources and can search on logging i.e. view the logged activity perform against the running application in container. The pod will live till the containers are running which are deployed inside it. Its lifecycle depends on the container lifecycle. The pod required to be waiting till the containers have been created. Using Object Nets [14]-[15] abstraction, pods and containers can be represented as System and Token Nets. To improve the legibility, the creation part is hidden and apart from this, it is assumed that as long as resources are present, the scheduler is going to allocate a single node to a single pod. If the resource exhausted, the pods will reside in the waiting queue. The node represents the management of resources. For every node, there will be a token which identify the node and its available computing resources.
The allocated resources to a pod will be released based on the policy value i.e. “release” or “failure”. Containers creation will get started only when pod is going to be assigned to node. The pod will wait in waiting queue till containers creation will get over. Once all containers get created, pod will be moved to the running state. It will remain in same state till the time containers will not terminate. If any container gets terminated, pod will go in runningFailed state. If container gets restarted without any failure, pod will come back to running state and come to the success state once all containers finished without any failure. Fig. 2 shows the same behaviour. The different transition states are represented from TS1 to TS7. Table I elaborates all the transition states.

### Table I. Time Based Transition States in the Model

<table>
<thead>
<tr>
<th>Transition States</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS1</td>
<td>Creation time of a container</td>
</tr>
<tr>
<td>TS2</td>
<td>Execution time of a container</td>
</tr>
<tr>
<td>TS3</td>
<td>Time until next failure</td>
</tr>
<tr>
<td>TS4, TS5</td>
<td>Time taken to restart a container</td>
</tr>
<tr>
<td>TS6, TS7</td>
<td>Successful termination of a container</td>
</tr>
</tbody>
</table>

### III. Proposed Design

Here, the proposed framework is explained to deploy the containers using the Kubernetes cluster which is going to be managed by Rancher. The applications are bundled in form of a single entity as container which will get deployed on a pod. Multiple applications are considered based on different workloads and resource requirements. It consist multiple stages from building the application to its deployment. At first the application will be built and bundled in terms of a jar/war or based on application type. Secondly, Docker file will be created that will hold the multiple instructions, configurations required to execute the application. Once Docker file will be defined, Docker image will be created using the same; it will be tagged based on release version. Using the Jenkin server the application will be built as a part of CI/CD pipeline which will be responsible to take care of whole process from building the application till its execution. Helm Charts have been used in form of YAML files to deploy these container images. In these YAML files, multiple steps have been defined. For example: version, stages from checkout to deployment, repository from where it is needed to checkout the application source code, building the Docker image with name, Docker file, its tag, working directory and deployment details. Ansible scripts have been used to install the helm charts in an automated manner. Whenever the new version of application is available, using CI/CD pipeline; it will be checkout, built, converted into a Docker image and gets installed using the helm-charts via running the Kubernetes commands [16]. Fig. 3 shows the proposed architecture to deploy the containers using Kubernetes followed by CI/CD pipeline.
A. Jenkin Server

Jenkin Server is used to automate the whole process of check out the application source code, getting compiled, and bundled in appropriate package/build and its conversion to the Docker image and persist it to Docker registry. The main advantage of using the Jenkin server is facilitating the CI/CD pipeline [17] to deploy the containers in form of helm charts using Kubernetes Cluster. It is easily configurable and extendible. For every application, one pipeline is defined with respective set of instructions in Jenkin Server. It also helps us to check the error at run time by using its flexible UI. For Docker images and helm charts, leveraged its plugin architecture and found it really helpful at every stage of pipeline.

B. Continuous Integration and Deployment (CI/CD)/Pipeline

Jenkin Server is used for delivering and deploying the application as container in form Continuous Integration and deployment pipeline which is split into multiple stages. Main branch of source code is targeted to pull the source code. In the first stage of CI/CD pipeline [18], whenever the code will be pushed to the respective release branch, it will start building the application in terms of Docker image. The second pipeline will be created for the helm install. It will first setup the infrastructure in terms of database, ElasticSearch, Kafka, Zookeeper if any. After the infrastructure build, it will start pushing the helm packages and charts to respective node. The helm package will be extracted and start executing the YAML files using the ansible scripts. It will run the helm install commands to deploy the containers on pod. As a next stage of pipeline, it will check the health of container. If it is up and running, it will end the pipeline successfully else in case of failure, it will wait for some time as retry else will terminate the container and exists. The Kubernetes Cluster is responsible for the containers deployment but to manage the multiple Kubernetes Cluster health, Rancher Server is used [19]. It provides a Dashboard using which multiple Kubernetes Cluster are monitored and managed.

IV. EVALUATION AND RESULT

Evaluation is carried out and benchmarked the overhead during the deployment of containers using Kubernetes with the consideration of following scenarios. (i) Multiple containers i.e. 17 in count are deployed within single pod. (ii) Multiple pods i.e. 4 in count and single container deployment per pod. These 4 pods are deployed on single physical host of 16 cores on Kubernetes node. Mean is represented by symbol (µ) and standard deviation is represented by symbol (σ). For comparing the results it is equated like N0 which is the difference both means as µ1 - µ2 = 0 and N1 is going to be the difference as: µ1 - µ2 ≠ 0. TC represents the total number of containers.

For the CPU intensive benchmarking used the pov-ray 3.7 for the measurement of overhead over the pods. Kubernetes allows the containers CPU reservation based on Docker. Sharing of multiple CPUs is directly proportional to the Docker-based reservations. In scenario (i), as there are multiple containers on a single pod, so it is going to be distributed but in scenario (ii) where single container is deployed per pod, one container can consume the all CPU cores. Table II shows the results for same where execution time is linear. It is found that for the CPU usage, Kubernetes has introduced about 13% overhead. It is concluded that for CPU intensive applications instead of deploying single container per pod, multiple containers deployment on a single pod is recommended. Multiple containers are not resulting into the addition of any type of overhead. If application has the extensive tasks to do at the same time then deployment of application in terms of one replica is not recommendable.

For the I/O intensive, BZip is used for the measurement of overhead. During this experiment, N0: µ1 - µ2 = 0 is targeted. Table III shows the outcome of measured results of using the BZip for all 17 containers execution time during the compression of the UNIX kernel. It is found that I/O intensive applications are not impacting the deployment. The overhead is almost negligible even the file system is shared across all the deployed containers.

For the network benchmarking, used the iperf server [20] and client deployment on the pods. Server and client are on same physical machine. The containers are deployed in a pod is going to share the IP address in terms of network connection. The TCP based traffic has been monitored by running the tests for about 1 minute. Both the scenarios (i) and (ii) have been considered to find out the impact of network connection. Tables IV and V show the results for both scenarios where single container per pod and multiple container in a pod. It is found that for the running application more than 5 containers. It is concluded that group of few containers on a single pod is better than having higher number of containers deployed within a pod. This number can be fine-tuned based on workloads and application type.

<table>
<thead>
<tr>
<th>TC</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>N0?</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ1</td>
<td>σ1</td>
<td>µ2</td>
<td>σ2</td>
</tr>
<tr>
<td>1</td>
<td>122.34</td>
<td>0.42</td>
<td>122.23</td>
</tr>
<tr>
<td>5</td>
<td>467.56</td>
<td>0.94</td>
<td>469.14</td>
</tr>
<tr>
<td>9</td>
<td>936.80</td>
<td>0.71</td>
<td>936.58</td>
</tr>
<tr>
<td>13</td>
<td>1411.66</td>
<td>1.57</td>
<td>1414.30</td>
</tr>
<tr>
<td>17</td>
<td>2360.22</td>
<td>1.14</td>
<td>2364.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TC</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>N0?</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ1</td>
<td>σ1</td>
<td>µ2</td>
<td>σ2</td>
</tr>
<tr>
<td>1</td>
<td>15.04</td>
<td>0.15</td>
<td>14.97</td>
</tr>
<tr>
<td>5</td>
<td>15.93</td>
<td>0.14</td>
<td>15.916</td>
</tr>
<tr>
<td>9</td>
<td>18.19</td>
<td>1.40</td>
<td>18.88</td>
</tr>
<tr>
<td>13</td>
<td>21.73</td>
<td>1.42</td>
<td>20.33</td>
</tr>
<tr>
<td>17</td>
<td>35.34</td>
<td>2.67</td>
<td>34.58</td>
</tr>
</tbody>
</table>
TABLE IV. N/W BENCHMARKING USING C-PERF CLIENT FOR SCENARIO 1

<table>
<thead>
<tr>
<th>TC</th>
<th>µ1(GB)</th>
<th>σ₁</th>
<th>∑BW/TC(GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.86</td>
<td>0.07</td>
<td>1.86</td>
</tr>
<tr>
<td>5</td>
<td>9.62</td>
<td>0.24</td>
<td>2.14</td>
</tr>
<tr>
<td>9</td>
<td>16.65</td>
<td>0.11</td>
<td>1.90</td>
</tr>
<tr>
<td>13</td>
<td>15.98</td>
<td>0.25</td>
<td>1.26</td>
</tr>
<tr>
<td>17</td>
<td>17.87</td>
<td>1.23</td>
<td>2.13</td>
</tr>
</tbody>
</table>

TABLE V. N/W BENCHMARKING USING C-PERF CLIENT FOR SCENARIO 2

<table>
<thead>
<tr>
<th>TC</th>
<th>µ1(GB)</th>
<th>σ₁</th>
<th>∑BW/TC(GB)</th>
<th>N₂?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.88</td>
<td>0.05</td>
<td>1.88</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>9.82</td>
<td>0.08</td>
<td>2.19</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>16.95</td>
<td>0.12</td>
<td>2.04</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>17.18</td>
<td>0.20</td>
<td>1.16</td>
<td>No</td>
</tr>
<tr>
<td>17</td>
<td>18.17</td>
<td>1.35</td>
<td>2.19</td>
<td>No</td>
</tr>
</tbody>
</table>

V. CONCLUSION

For containers deployment, Kubernetes is highly recommendable. Wherever there is a need to provision the high number of computing instances frequently within seconds, the overhead attached to the containers and resource allocation is a limitation. In this paper proposed a flexible, automated and performance based framework that can be used by developers or students in their labs to deploy the containers using Kubernetes. It can be used for any application release, capacity planning and for resource management. It is highly flexible in nature using the helm-charts. In this framework not only the deployment of containers are outlined but also focused on managing the Kubernetes cluster using the Rancher. The life cycle of container is also elaborated and pods internally. The CI/CD pipeline based on Jenkin Server is making this framework fully automated. It is not only offering the fault-tolerance but also support the horizontal scalability of an application in terms of containers. The fully automated framework is elastic in nature without any single manual interruptions.
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Abstract—Standard classification algorithms often face a challenge of learning from imbalanced datasets. While several approaches have been employed in addressing this problem, methods that involve oversampling of minority samples remain more widely used in comparison to algorithmic modifications. Most variants of oversampling are derived from Synthetic Minority Oversampling Technique (SMOTE), which involves generation of synthetic minority samples along a point in the feature space between two minority class instances. The main reasons these variants produce different results lies in (1) the samples they use as initial selection / base samples and the nearest neighbors. (2) Variation in how they handle minority noises. Therefore, this paper presented different combinations of base and nearest neighbor’s samples which never used before to monitor their effect in comparison to the standard oversampling techniques. Six methods; three combinations of Only Danger Oversampling (ODO) techniques, and three combinations of Danger Noise Oversampling (DNO) techniques are proposed. The ODO’s and DNO’s methods use different groups of samples as base and nearest neighbors. While the three ODO’s methods do not consider the minority noises, the three DNO’s include the minority noises in both the base and neighbor samples. The performances of the proposed methods are compared to that of several standard oversampling algorithms. We present experimental results demonstrating a significant improvement in the recall metric.

Keywords—Class imbalance; nearest neighbors; base samples; initial selection; SMOTE

I. INTRODUCTION

One of the most challenging machine learning problems to both the academia and industry in the last couple of decades is one associated with learning from data that is unbalanced [1]. This problem is known to arise in both binary and multiclass classification tasks when data instances from one class, known as the majority class occur more frequently than instances of other classes, known as the minority classes [2]. This obvious disproportion in the distribution of data instances across classes leans the classifier towards significant bias to the majority class which in turn results in the misclassification of instances of other classes [3]. What makes the class imbalance problem more interesting is the fact that the minority class is often the class of interest in most real-life application domain, thus, the cost of misclassifying the minority class is often higher than that of the majority class [4, 5]. For instance, given a machine learning fraud detection system, legitimate transactions occur more often than fraudulent ones, but the cost of misclassifying a fraudulent transaction as legitimate is greater than the opposite. Therefore, approaches to addressing class imbalance problem are aimed at increasing the accuracy and sensitivity of the classifier to the minority class.

The approaches to dealing with class imbalance problem can broadly be grouped into two categories [6]. The first category entails algorithmic creation/modification to improve learning of the minority class samples. The second category of approaches is the most popularly used category, data level methods, which resamples the data distribution to ensure balanced data distribution across the respective classes via oversampling, under-sampling or their hybrid combination.

This paper focuses on oversampling methods that involve the generation of synthetic data samples to augment the minority class. A leading oversampling method that serves as the basis for most of the recent oversampling methods is the Synthetic Minority Over-sampling Technique (SMOTE) algorithm [2]. SMOTE basically generates artificial samples along the length of the line joining neighboring minority class samples.

SMOTE has also inspired several approaches to counter the issue of class imbalance. It is standard benchmark for learning from imbalanced data [7]. Based on SMOTE, several techniques have been proposed in the literature, and these techniques have been categorized according to some properties include: (1) initial selection of instances to be oversampled (technically called base samples), (2) integration with Under-sampling as step in the technique, (3) type of interpolation, (4) operation with dimensionality changes, (5) adaptive generation of synthetic examples, (6) possibility of relabeling and (7) filtering of noisy generated instances.

Each SMOTE-based extension might have different properties from the aforementioned aspects. However, a large number of them use the three common aspects include: initial selection, type of interpolation (the common type is ‘range
restricted’), and the adaptive generation of the new samples. This study, therefore, focuses on those three properties.

The most common standard technique that utilizes initial selection and the ‘range restricted’ interpolation aspects is SMOTE_BORDERLINE [8]. This research, thus, started with adopting the same initial selection of instances to be oversampled in SMOTE-BORDERLINE. The common standard technique that uses adaptive generation of synthetic examples is ADASYN [9], and this is also adopted in this study to be used in our proposed techniques. The minority classes have been classified into three different groups namely safe, danger, and noise; according to its level of difficulty [8, 10-12].

Consequently, six new oversampling techniques, namely, ODO1, ODO2, ODO3, DNO1, DNO2, and DNO3 are proposed. For the ODO techniques, only the borderline examples (Danger group) of the minority class are oversampled, while in case of the DNO techniques, both the minority danger and minority noise examples are oversampled. The main difference between the three ODO methods lies in the criteria for choosing the nearest neighbors (NN) group. In ODO1, the NN is the minority class except the minority noises, while in ODO2; the NN is the same as the base example which are the borderline examples (minority danger). In ODO3, the NN group includes the whole classes except the minority noises.

Similarly, the main difference between the three DNO methods is the criteria for choosing the nearest neighbors. In DNO1, the NN is the minority class, while in DNO2; the NN are the same as the base examples which consist of the Danger and Noise examples. Lastly, in DNO3, the NN group consists of the whole classes (minority and majority).

Table I shows how each of the proposed methods differs from the standard techniques (SMOTE, Borderline1, Borderline2, and ADASYN). Moreover, in this study, three aspects are added for more clarification about the methods and they are: (1) Nearest Neighbor group, (2) ‘how to choose from NN group’ and (3) ‘noise considered?’

Hence, the major contribution of this study includes the implementation of the proposed methods as well as a tabular overview showing the differences between the methods in details and more clarifications, and this includes the initial selection / base samples used, the NN groups, the method of NN selection, type of interpolation, adaptive generation, and the representation of the minority noises (noises considered?) as shown in Table I. The proposed oversampling techniques were experimentally analyzed using four classification algorithms and evaluation metrics across 15 publicly available datasets from Machine Learning Repositories. The performances of the proposed methods are compared to SMOTE, Borderline SMOTE and ADASYN oversampling methods. In addition, statistical analysis was also carried out using Friedman aligned and Holm’s tests.

The organization of this article is as follows. An overview of pertinent studies and oversampling methods is provided in Section II while the procedure of the proposed methods is listed in Section III followed by the experimental design in Section IV. The experimental results and conclusion are respectively presented in Sections V and VI.

II. RELATED WORK

Given that this study focuses on oversampling through synthetic data generation which is a data level approach, a short review of related studies is presented here in this regard. References [7, 13, 14] are important articles for an in-depth review of imbalance resolution approaches. The most basic form of oversampling is known as Random Oversampling which involves random sampling of minority class samples with replacement till it matches the size of the majority class samples. A major drawback of this approach is high likelihood of overfitting that results from the exposure of the classifier to the same information.

An oversampling approach that sidesteps the challenges associated with basic random oversampling is SMOTE which involves synthetic data generation along the length of the line joining neighboring minority class samples. SMOTE generates synthetic samples for any minority class including minority noises which also participate as nearest neighbors. However, when the separation between majority and minority class clusters is not clear, noisy samples may be generated [2]. On the other hand, borderline-SMOTE methods [8] intend to prevent producing noisy samples by detecting the boundary instances between the majority and minority classes, which are then utilized to identify useful informative minority class samples. Although both SMOTE-Borderline1 and SMOTE-Borderline 2 do not generate any sample for minority noises, dealing with those noises as nearest neighbors may generate new samples located near the noises or overlap with them. The study in [9] aims to distribute the new synthetic samples according to the level of difficulties by making the most difficult samples have more new samples. However, this approach results in that minority noises will have the big portion of the new synthetic samples.

From the afore-highlighted, it is obvious that the methods vary in how they deal with the base and nearest neighbor’s samples. Similarly, some of them give the minority noises the advantage of being more represented in the new samples while others ignore them completely. However, the use of other different groups is still lacking, therefore, using different sample groups of the base and nearest neighbors are needed.

III. PROPOSED METHODS’ PROCEDURE

Suppose that the whole training set is X, the minority class is P and the majority class is N, and P={p_1,p_2,…,p_m}, N = (n_1,n_2,…,n_n) Where p_m and n_n are the number of minority and majority examples. The detailed procedure of ODO1 explained in Fig. 1.

The difference between ODO1, ODO2, and ODO3 is the NN groups as we mentioned above. Additionally, the difference between ODO’s techniques and DNO’s techniques is that, in DNO’s methods, minority noises are added to both base samples and NN samples as declared in Table I. Further, in situations where the NN is from the majority class, a random value between 0 and 0.5 will be multiplied by the difference between the base example and its nearest negative example as in SMOTE_Borderline2 [8].
TABLE I. DIFFERENCES BETWEEN THE OVERSAMPLING METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>Initial Selection/ Base samples</th>
<th>NN group</th>
<th>How to choose from neighbors</th>
<th>Type of interpolation</th>
<th>Adaptive generation</th>
<th>Noise considered?</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOTE</td>
<td>Any from minority</td>
<td>The 5 NN all minority</td>
<td>Randomly</td>
<td>On the line between base and NN New sample= base + (rand(0,1)*diff)</td>
<td>-</td>
<td>Base → yes, NN → yes</td>
</tr>
<tr>
<td>Borderline1</td>
<td>Minority_Danger (3,4)</td>
<td>the 5 NN (minority)</td>
<td>Randomly</td>
<td>New sample= base + (rand(0,1)*diff)</td>
<td>-</td>
<td>Base → NO, NN → yes</td>
</tr>
<tr>
<td>Borderline2</td>
<td>Minority_Danger (3,4)</td>
<td>the 5 NN (minority + majority)</td>
<td>Randomly</td>
<td>(range restricted) If NN is minority New sample= base + (rand(0,1)*diff) If NN is majority New sample= base + (rand(0,0.5)*diff)</td>
<td>-</td>
<td>Base → No, NN → yes</td>
</tr>
<tr>
<td>ADASYN</td>
<td>Minority (1,2,3,4,5)</td>
<td>the 5 NN all minority</td>
<td>Randomly</td>
<td>Weighted distribution New sample= base + (rand(0,1)*diff)</td>
<td>Weighted distribution</td>
<td>Base → yes, NN → yes</td>
</tr>
<tr>
<td>ODO1</td>
<td>Minority_Danger (3,4)</td>
<td>the 5 NN (minority-noise)</td>
<td>Randomly</td>
<td>New sample= base + (rand(0,1)*diff)</td>
<td>Weighted distribution</td>
<td>Base → No, NN → No</td>
</tr>
<tr>
<td>ODO2</td>
<td>Minority_Danger (3,4)</td>
<td>the 5 NN (minority Danger)</td>
<td>Randomly</td>
<td>New sample= base + (rand(0,1)*diff)</td>
<td>Weighted distribution</td>
<td>Base → No, NN → No</td>
</tr>
<tr>
<td>ODO3</td>
<td>Minority_Danger (3,4)</td>
<td>the 5 NN (minority-noise) + majority</td>
<td>Randomly</td>
<td>(range restricted) If NN is minority New sample= base + (rand(0,1)*diff) If NN is majority New sample= base + (rand(0,0.5)*diff)</td>
<td>Weighted distribution</td>
<td>Base → No, NN → No</td>
</tr>
<tr>
<td>DNO1</td>
<td>Minority_Danger and Noise (3,4,5)</td>
<td>the 5 NN (minority)</td>
<td>Randomly</td>
<td>New sample= base + (rand(0,1)*diff)</td>
<td>Weighted distribution</td>
<td>Base → Yes, NN → Yes</td>
</tr>
<tr>
<td>DNO2</td>
<td>Minority_Danger and Noise (3,4,5)</td>
<td>the 5 NN (minority Danger and Noise)</td>
<td>Randomly</td>
<td>New sample= base + (rand(0,1)*diff)</td>
<td>Weighted distribution</td>
<td>Base → Yes, NN → Yes</td>
</tr>
<tr>
<td>DNO3</td>
<td>Minority_Danger and Noise (3,4,5)</td>
<td>the 5 NN (minority + majority)</td>
<td>Randomly</td>
<td>(range restricted) If NN is minority New sample= base + (rand(0,1)*diff) If NN is majority New sample= base + (rand(0,0.5)*diff)</td>
<td>Weighted distribution</td>
<td>Base → Yes, NN → Yes</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL DESIGN

The performance of the proposed methods is evaluated using 15 benchmark imbalanced datasets of varying imbalance ratios (IR) from the Machine Learning Repositories (UCI, Kaggle, Keel, Datahub) and this is a common practice in class imbalance learning. Table II shows a summary of the 15 datasets. The performances of the proposed oversampling techniques were evaluated and compared with SMOTE, SMOTE_Borderline1, SMOTE_Borderline2, and ADASYN. Since accuracy has been shown in representative works as an insufficient evaluation metric for imbalanced datasets, Recall, and F1-measure are employed in this study. Additionally, the four classifiers considered for evaluation in this study are Decision Trees (DT) [15], Logistic Regression (LR) [16], RandomForest (RF) [17] and Support Vector Machine (SVM) [18].

For each combination of dataset, classifier and evaluation metric, an aligned ranking score is used to rank each oversampling method including the baseline. In addition to the 10 oversampling algorithms considered in this study, the performance of the classifiers on the original dataset without oversampling is also used as the baseline.

Thus, the best performing method has the biggest ranking score while the smallest ranking score indicates the worst performing method. Additionally, two statistical tests, Friedman aligned ranks and Holm, were also used to further establish the significance of our findings. While the Friedman aligned rank’s test recognizes the difference in outcomes obtained from many attempts when the normality assumption may not hold, the Holm’s test is a nonparametric t-test used to establish whether a control method outperforms comparative methods.
Step 1. Extract the $X_{\text{min}}$ as the minority samples.

Step 2. Define $m_{\text{min}}$ and $m_{\text{maj}}$ as the number of minority class examples and the number of majority class examples, respectively. Therefore, $m_{\text{min}} \leq m_{\text{maj}}$. $m_{\text{min}} \times m_{\text{maj}} = X$.

Step 3. Calculate the degree of class imbalance: $d = m_{\text{min}}/m_{\text{maj}}$, where $d \in (0, 1]$.

Step 4. Calculate the number of synthetic data examples that need to be generated for the minority class:

$$G = \left( m_{\text{maj}} - m_{\text{min}} \right) \times \beta$$

Where $\beta \in [0, 1]$ is a parameter used to specify the desired balance level after generation of the synthetic data. $\beta = 1$ means a fully balanced data set is created after the generalization process.

Step 5. Determine the three Minority groups (Noise, Danger, Safe).

Step 6. Now, we find the KNN ($K=5$) for each example $x_i$ in the danger group in the whole training dataset $X$.

Step 7. Calculate the ratio $r_i$ defined as:

$$r_i = \frac{\Delta_i}{K} = 1 \ldots X_d, X_d \text{ is the number of examples in Danger group.}$$

where $\Delta_i$ is the number of examples in the K nearest neighbors of $x_i$ that belong to the majority class, therefore $r_i \in [0, 1]$.

Step 8. Normalize $r_i$ according to $r_i^* = r_i / \sum_{i=1}^{m_{\text{min}}} r_i$, so that $r_i^*$ is a density distribution ($\sum r_i^* = 1$).

Step 9. Calculate the number of synthetic data examples that need to be generated for each minority danger example $x_i$:

$$g_i = r_i^* \times G$$

where $G$ is the total number of synthetic data examples that need to be generated for the minority danger class.

Step 10. Determine the minority group without noises:

$$X_{\text{min no noise}} = (X_{\text{min}})-(\text{Noise})$$

Step 11. find the KNN ($K=5$) for each example $x_i$ in the danger group in the $X_{\text{min no noise}}$. In this step, we guarantee that we don’t use any minority noise as a NN.

Step 12. For each minority danger class data example $x_i$, generate $g_i$ synthetic data examples according to the following steps:

Do the Loop from 1 to $g_i$:

(i) Choose a minority data example $(x_i)$ randomly from the nearest neighbors for data $x_i$.

(ii) Generate the synthetic data example:

$$s_i = x_i + (x_{\text{min}} - x_i) \times \lambda$$

where $(x_{\text{min}} - x_i)$ is the difference vector in n dimensional spaces, and $\lambda$ is a random number: $\lambda \in [0, 1]$.

End Loop

Fig. 1. ODO1 Algorithm.

To evaluate the performance of the classifiers on each dataset and method, a stratified k-fold cross validation experimental setup was applied with $k = 5$. Each oversampling method is performed on only the training partition dataset during k-fold CV and tested on their respective test folds. The presented results represent the means validation performance. When the data you are using to train a machine learning algorithm happens to have the information you are trying to predict that is called Data leakage. Therefore, to prevent leaking the data, the data preparation was performed within cross validation folds.

The hyperparameter tuning of the classifiers was done on the original datasets with no oversampling (baseline) and then the obtained optimal parameters are used when applying the oversampling methods to have fairness with all techniques, while the various oversampling algorithms’ hyperparameters were tuned using the default values, except an important parameter in this study that is k nearest neighbor which must be equal to 5 in all oversampling techniques since the proposed methods are built on this number of nearest neighbors. The classifiers and standard oversampling algorithms were implemented using Python modules Scikit-Learn and Imbalanced-Learn.

V. EXPERIMENTAL RESULT AND DISCUSSION

At first, in the favor of explaining more about the nature of work of the oversampling standard techniques and the proposed methods, this research visualized their generating of the new samples using a synthetic dataset as you can see in Fig. 2, in addition to the detail description in Table I.

On your imbalanced classification problem, you can choose to use precision or recall. The number of false positive errors will be reduced if precision is maximized, while the number of false negative errors will be reduced if recall is maximized. As a result, precision may be a better fit for classification problems where false positives are a concern. Alternately, recall may be more appropriate on classification problems when false negatives are more important. With dataset such as Breast Cancer, the concern is the recall, therefore, try to reduce the False Negative (FN) as possible as can, while with dataset such as Spam mails dataset, the task will be more focus on precision since it is needed to reduce the False Positive (FP) the most. This study tries to improve the recall without hurting the precision too much.

For each combination of classifier and evaluation metric, the mean rankings of the oversampling approaches over data sets are shown in Table III. The Friedman aligned test is used to statistically confirm the conclusion and the results are shown in Table IV. As a result, the null hypothesis is rejected at a significance level of 0.05, i.e., the oversampling methods do not perform equally in mean rankings for all evaluation metrics.

Table V shows that our proposed method DNO3 is always the first or the second winner with all classifiers when the metric measure is the recall, therefore, DNO3 oversampler is used as a control method in the Holm’s test to see if DNO3 result is a significant or not. The adjusted p-values are shown in Table VI.

DNO3 ranked as the best method among all techniques regarding the recall results, and then DNO1 coming as the second. By looking at the differences between the DNO1 and DNO3, the only difference is the NN samples. DNO3 will deal with all classes in the NN whether they are minority or majority class, while DNO1 will only consider the minority class in the NN. This shows the importance of considering both minority and majority classes in the nearest neighbors.
Fig. 2. The Distribution of the New Synthetic Samples using different Oversampling Methods.
### TABLE II. Datasets’ Description

<table>
<thead>
<tr>
<th>Name</th>
<th>Instances</th>
<th>Attributes</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>abalone-20_vs_8-9-10</td>
<td>1916</td>
<td>8</td>
<td>72.69</td>
</tr>
<tr>
<td>Adult</td>
<td>48842</td>
<td>7</td>
<td>3.18</td>
</tr>
<tr>
<td>Covertype</td>
<td>38501</td>
<td>55</td>
<td>13.02</td>
</tr>
<tr>
<td>pima-indians-diabetes</td>
<td>768</td>
<td>9</td>
<td>1.87</td>
</tr>
<tr>
<td>glass4</td>
<td>214</td>
<td>9</td>
<td>15.47</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>35</td>
<td>1.79</td>
</tr>
<tr>
<td>Mammography</td>
<td>11183</td>
<td>7</td>
<td>42.01</td>
</tr>
<tr>
<td>oil-spill</td>
<td>937</td>
<td>50</td>
<td>21.85</td>
</tr>
<tr>
<td>page-blocks0</td>
<td>5472</td>
<td>10</td>
<td>8.79</td>
</tr>
<tr>
<td>Phoneme</td>
<td>5404</td>
<td>6</td>
<td>2.41</td>
</tr>
<tr>
<td>poker-8_vs_6</td>
<td>1477</td>
<td>10</td>
<td>85.88</td>
</tr>
<tr>
<td>poker-8-9_vs_6</td>
<td>1485</td>
<td>10</td>
<td>58.4</td>
</tr>
<tr>
<td>Satimage</td>
<td>6435</td>
<td>37</td>
<td>9.28</td>
</tr>
<tr>
<td>Vehicle Silhouttes_0</td>
<td>846</td>
<td>19</td>
<td>3.25</td>
</tr>
<tr>
<td>yeast5</td>
<td>1484</td>
<td>8</td>
<td>32.73</td>
</tr>
</tbody>
</table>

### TABLE III. Results for Mean Ranking of the Oversampling Methods Across the Datasets. The Bold Highlights the Best Performing Method

<table>
<thead>
<tr>
<th>Metric</th>
<th>Baseline</th>
<th>SMOTE</th>
<th>BL1</th>
<th>BL2</th>
<th>ADASYN</th>
<th>ODO1</th>
<th>ODO2</th>
<th>ODO3</th>
<th>DNO1</th>
<th>DNO2</th>
<th>DNO3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm: DT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>35.97</td>
<td>89.33</td>
<td>73.37</td>
<td>103.83</td>
<td>87.30</td>
<td>67.73</td>
<td>53.63</td>
<td>65.07</td>
<td>121.30</td>
<td>99.67</td>
<td>115.80</td>
</tr>
<tr>
<td>F1</td>
<td><strong>124.70</strong></td>
<td>101.80</td>
<td>96.00</td>
<td>63.43</td>
<td>74.97</td>
<td><strong>109.00</strong></td>
<td>92.10</td>
<td>66.03</td>
<td>69.10</td>
<td>61.80</td>
<td>54.07</td>
</tr>
<tr>
<td>Algorithm: LR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>9.80</td>
<td>80.53</td>
<td>80.97</td>
<td><strong>106.50</strong></td>
<td>90.40</td>
<td>80.00</td>
<td>58.53</td>
<td>95.83</td>
<td>101.50</td>
<td>96.50</td>
<td><strong>112.43</strong></td>
</tr>
<tr>
<td>F1</td>
<td>77.73</td>
<td><strong>114.80</strong></td>
<td>86.00</td>
<td>71.93</td>
<td>76.17</td>
<td><strong>111.93</strong></td>
<td>99.80</td>
<td>81.77</td>
<td>73.63</td>
<td>61.07</td>
<td>58.17</td>
</tr>
<tr>
<td>Algorithm: RF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>18.27</td>
<td>74.97</td>
<td>77.97</td>
<td>96.70</td>
<td>107.47</td>
<td>62.47</td>
<td>66.53</td>
<td>68.83</td>
<td><strong>119.07</strong></td>
<td>105.50</td>
<td><strong>115.23</strong></td>
</tr>
<tr>
<td>F1</td>
<td>105.53</td>
<td>101.47</td>
<td><strong>108.43</strong></td>
<td>76.43</td>
<td>71.20</td>
<td><strong>108.20</strong></td>
<td>94.97</td>
<td>55.53</td>
<td>75.17</td>
<td>70.67</td>
<td>45.40</td>
</tr>
<tr>
<td>Algorithm: SVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>19.50</td>
<td>74.70</td>
<td>73.00</td>
<td>82.27</td>
<td>96.73</td>
<td>57.57</td>
<td>77.37</td>
<td>95.87</td>
<td><strong>106.93</strong></td>
<td>106.70</td>
<td><strong>122.37</strong></td>
</tr>
<tr>
<td>F1</td>
<td>86.50</td>
<td>100.67</td>
<td>85.43</td>
<td>54.43</td>
<td>76.93</td>
<td><strong>101.60</strong></td>
<td><strong>105.63</strong></td>
<td>88.77</td>
<td>81.87</td>
<td>76.47</td>
<td>54.70</td>
</tr>
</tbody>
</table>

### TABLE IV. Results for Friedman’s Test

<table>
<thead>
<tr>
<th>Metric</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm: DT</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.00000</td>
</tr>
<tr>
<td>F1</td>
<td>0.00042</td>
</tr>
<tr>
<td>Algorithm: LR</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.00000</td>
</tr>
<tr>
<td>F1</td>
<td>0.00799</td>
</tr>
<tr>
<td>Algorithm: RF</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.00000</td>
</tr>
<tr>
<td>F1</td>
<td>0.00078</td>
</tr>
<tr>
<td>Algorithm: SVM</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.00000</td>
</tr>
<tr>
<td>F1</td>
<td>0.04599</td>
</tr>
</tbody>
</table>
TABLE V. THE WINNING METHODS AMONG ALL METRICS AND CLASSIFIERS

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>DNO1</td>
<td>None</td>
</tr>
<tr>
<td>LR</td>
<td>DNO3</td>
<td>SMOTE</td>
</tr>
<tr>
<td>RF</td>
<td>DNO1</td>
<td>BL1</td>
</tr>
<tr>
<td>SVM</td>
<td>DNO3</td>
<td>ODO2</td>
</tr>
</tbody>
</table>

TABLE VI. RESULTS FOR HOLMS’ TEST. THE BOLD HIGHLIGHTS STATISTICAL SIGNIFICANCE (RECALL – CONTROL METHOD = DNO3)

<table>
<thead>
<tr>
<th></th>
<th>adjusted p_values</th>
<th></th>
<th>adjusted p_values</th>
<th></th>
<th>adjusted p_values</th>
<th></th>
<th>adjusted p_values</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Baseline</td>
<td>0.00005</td>
<td>LR</td>
<td>Baseline</td>
<td>0.00000</td>
<td>RF</td>
<td>Baseline</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODO2</td>
<td>0.00329</td>
<td></td>
<td>ODO2</td>
<td>0.01803</td>
<td>ODO1</td>
<td>0.02240</td>
<td>ODO1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODO3</td>
<td>0.02908</td>
<td>0.50404</td>
<td>ODO2</td>
<td>0.01803</td>
<td>ODO2</td>
<td>0.0196</td>
<td>BL1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODO1</td>
<td>0.04105</td>
<td>SMOTE</td>
<td>0.50404</td>
<td>ODO3</td>
<td>0.05474</td>
<td>SMOTE</td>
<td>0.04402</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BL1</td>
<td>0.09000</td>
<td>BL1</td>
<td>0.50404</td>
<td>SMOTE</td>
<td>0.12593</td>
<td>ODO2</td>
<td>0.05936</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADASYN</td>
<td>0.51162</td>
<td>ADASYN</td>
<td>1.00000</td>
<td>BL1</td>
<td>0.16331</td>
<td>BL2</td>
<td>0.10763</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.51693</td>
<td>ODO3</td>
<td>1.00000</td>
<td>BL2</td>
<td>1.00000</td>
<td>ODO3</td>
<td>0.51500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNO2</td>
<td>1.00000</td>
<td>DNO2</td>
<td>1.00000</td>
<td>DNO2</td>
<td>1.00000</td>
<td>ADASYN</td>
<td>0.51500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BL2</td>
<td>1.00000</td>
<td>DNO1</td>
<td>1.00000</td>
<td>ADASYN</td>
<td>1.00000</td>
<td>DNO2</td>
<td>0.73831</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNO1</td>
<td>1.00000</td>
<td>BL2</td>
<td>1.00000</td>
<td>DNO1</td>
<td>1.00000</td>
<td>DNO1</td>
<td>0.73831</td>
</tr>
</tbody>
</table>

Among the common standard techniques (SMOTE, SMOTE_BORDERLINE1 (BL1), SMOTE_BORDERLINE2 (BL2), and ADASYN), the BL2 is the best in Recall results. Comparing SMOTE_BORDERLINE2’s structure with DNO3 shows the importance of considering the minority noise in the base samples since SMOTE_BORDERLINE2 is not considering that, as well as the weighted distribution of the new samples used by DNO3 that creates more new samples for the most difficult samples which is not the way used in SMOTE_BORDERLINE2.

From the above analysis this study depicts that there are three factors can affect the detection of the minority class; the first is that the minority’s noises and danger samples which should be considered in the initial selection / base samples, and the second factor is that the minority noises, danger, and also the majority samples should be considered in the nearest neighbors samples, and last but not least is that the distribution of the new samples should be also weighted distributed so that the more difficult samples will be given more new synthetic samples. These factors can help reducing the false negative (FN) examples and this, in turn, increases the recall.

VI. CONCLUSION

DNO’S techniques performances were the best in Recall, and specifically DNO3 that outperformed all standard techniques in recall metric. This study shows the importance of considering minority noises and danger samples whether as base samples or nearest neighbors’ group. Furthermore, the majority class samples should be under concern in the nearest neighbors’ group. Finally, the weighted distribution (adaptive generation) of the new samples can help to get better Recall result. Taking everything into account, next work should consider not only the minority danger and minority noise groups, but also different groups of difficult minority samples including the minority safe samples.
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Abstract—Wireless Mesh Networks (WMNs) are hop-to-hop communication networks that are quickly deployable, dynamically self-organizing, self-configuring, self-healing, self-balancing, and self-aware. In WMNs, a node can leave or join the network at any time. Due to the mobile nature of nodes, the routes between source and destination can change frequently. Computing the shortest path under dynamic conditions for a given time constraint imposed due to node mobility can also be placed in the class of highly complex problems. However, as the network size grows, the performance of the nodes decreases. As a result, we require Soft Computing approaches to handle this problem. This article proposes a Social Group Optimization (SGO) based routing approach to wireless mesh networks. The proposed approach was implemented in MATLAB and tested on different dynamic nodes network scenarios. We compare the performance of the proposed approach with Ant Colony Optimization (ACO), Ad-hoc On-demand Distance Vector (AODV), Dynamic Source Routing (DSR), BAT, Biogeography-based optimization (BBO), and Firefly Algorithm based routing approaches. We observe that the proposed approach outperformed all other approaches on the more than 1000 node network scenarios.

Keywords—ACO; AODV; DSR; BAT; BBO; wireless mesh network; social group optimization

I. INTRODUCTION

A mesh network is a rising era that can provide broadband Internet access, wi-fi nearby area coverage, and network connectivity to operators and customers at a low cost. Wireless Mesh Network is a network that consists of n number of nodes that help in communication within a network structure. Because of its characteristics like self-healing, fault-tolerant and self-organizing, WMNs make the communication process more reliable. There are three types of components in Wireless Mesh Network: Mesh Clients, Wireless Mesh Routers, and Wireless Mesh gateways. Mesh clients, also known as Wireless Mesh clients, are the end-user devices that access the network to run applications like email, games, tracking location, etc. Examples of these clients are mobile, laptops, smartphones, etc. They have limited resources, and sometimes they might not be connected to the network. Client WMNs consists of routers with no cabling connecting the nodes and can work using inbuilt radios in network nodes. Unlike traditional wireless access points, every node consists of inbuilt hardware gateways to connect it with neighbor nodes.

Routing in WMNs is a challenging issue due to the dynamic nature of networks. In WMNs, any node can move anywhere without informing other nodes. Due to the mobile nature of nodes, the routes are frequently changing. Computing the shortest path under dynamic conditions for a given time constraint imposed due to node mobility can also be placed in the class of highly complex problems. So, for efficient communication, there is a need for routing approaches that can discover the new routes quickly before the network structure changes again. It is a well-known fact that the probability of finding the best solution is significantly less for the highly nonlinear and complex problems falling under the class of NP-hard or NP-complete problems. The computational cost for such cases may be so high that the best solutions may not be affordable. Under such circumstances, wherever best can be replaced with reasonable solutions, soft computing approaches perform better than their hard computing counterparts. Thus, suggesting that soft computing-based approaches to dynamic shortest path route evaluation shall provide better results than the hard computing-based approaches such as AODV, DSR, etc. The hard computing-based algorithms work well on WMNs with less than 1000 nodes. This article proposes a new soft computing-based routing approach for WMNs. The proposed approach works upon the social learning behavior of humans. The proposed algorithm worked very well on large nodes network scenarios.

We divide our paper into 5 sections. Section 1 of the paper presents the motivation for the paper. Section 2 discusses the overview of the SGO (Social Group Optimization) Algorithm. Section 3 presents the SGO based approach for shortest route evaluation in WMNs. Section 4 discusses the implementation and performance analysis of the proposed approach for WMNs. Section 5 concludes the paper.

II. SOCIAL GROUP OPTIMIZATION ALGORITHM

Social Group optimization group is the nature-inspired computing approach that is based on the human decision-making process. This algorithm is based on peer learning and increasing an individual’s knowledge. The SGO algorithm works in two phases: The Improving Phase and Acquiring Phase. Here each person in the group is considered as a candidate solution. Each candidate tends to acquire knowledge and possess to increase fitness value. On the other hand, the one with the highest expertise or the best person tries to distribute the knowledge among all the candidate solutions, resulting in upgrading the knowledge level of the entire group members.
A. Improving Phase

In the improving Phase, each candidate solution communicates/interacts with the best person present in the group. As a result, an individual's knowledge shall upgrade with the help of the one with the highest fitness value. The pictorial representation of this Phase can be seen in Fig. 1.

\[ X_{\text{new}} = cX + r \left( X_{\text{best}} - X \right) \]  

(1)

The new solution computed with c, a self-introspection parameter, is here \( X_{\text{new}} \), \( r \) is the random number between (0,1), and \( X \) is the previous solution. \( X_{\text{best}} \) represents the one with the highest fitness value. With \( (X_{\text{best}}, X) \), the individual interacts with the best person in the group, which helps them enhance their expertise. The focus will be on the acquisition phase once the new solution has been produced. This entire process works in two steps: Improving and acquiring Phases. Previously the improving Phase has been discussed. Once the communication between the partner and the best person occurs, the algorithm moves to the next phase, i.e., acquiring.

B. Acquiring Phase

Now this Phase works in two steps:

Step 1: Mutual interaction with the other partners in the group.

Step 2: Mutual Interaction with the other people in the group + considering the best person from Phase 1 (Fig. 2).

In the case of Step 1, each person interacts with other people in the group by using the following Eq 2:

\[ \text{Person to partner or peer} = X - X_p \]  

(2)

Where \( X \) is the person and \( X_p \) are their colleagues. In Step 2, communication will be done with the best person in the group. Here each member interacts with the best person only, which is calculated using the following Eq calculates 3.

\[ \text{Person to Best person} = (X_{\text{best}} - X) \]  

(3)

Here \( X_{\text{best}} \) represents the person with the highest fitness value or with the best knowledge. Once the acquiring completes, each person’s ability in the group is updated using the following Eq 4.

\[ X_{\text{new}} = X + r1(X - X_p) + r2(X_{\text{best}} - X) \]  

(4)

With the help of these two steps, a new solution is generated by \( X_p \) (partner solution). The obtained solution could be used to solve different types of optimized problems. Here if the knowledge of the person \( X \) is greater than the partner \( X_p \), then the objective function is given by following Eq. 5. Similarly, if the knowledge of the person \( X \) is less than the partner \( X_p \), then the objective function is given by following (Eq. 6)

\[ X_{\text{new}} = X + r1(X - X_p) + r2(X_{\text{best}} - X) \]  

(5)

\[ X_{\text{new}} = X - r1(X - X_p) + r2(X_{\text{best}} - X) \]  

(6)

and for the same condition, the objective function for Minimization is shown below in (Eq. 7 and Eq. 8)

\[ X_{\text{new}} = X + r1(X - X_p) + r2(X_{\text{best}} - X) \]  

(7)

\[ X_{\text{new}} = X - r1(X - X_p) + r2(X_{\text{best}} - X) \]  

(8)

III. SOCIAL GROUP OPTIMIZATION-BASED DYNAMIC SHORTEST PATH ROUTE EVALUATION IN WIRELESS MESH NETWORK

This section proposes an SGO based approach for least-cost route evaluation in WMNs. Routing is the process of establishing a communication link between a source and a destination node. The cheapest path in WMNs is challenging to determine due to the dynamic nature of network nodes. Routing techniques for WMNs are often divided into two phases. The first Phase is the route discovery phase. The source nodes should discover the best route within the specific time frame. Once the route is discovered, data communication is
performed in the second Phase. In the second phase, source and destination nodes can communicate. Data transfer continues until a specified time interval or network structure changes.

When estimating a minimal or near-cost route, these dynamic scenarios and time constraints complicate the routing process. In most cases, the exact shortest path cannot be calculated, so the shortest path must be replaced with the least cost path so that the path can be served as an input to the existing dynamic environment [1]. Due to the complexity of this in Wireless Mesh Network, A soft computing approach is preferred over hard computing. Soft computing techniques provide an optimized route instead of the best route within a given time constraint.

In WMN's routing, matrices play a crucial role in path selection and route optimization. As defined in the literature, ETX [2] is termed as the "expected no of transmission nodes," which are required when transmitting the information from a source node to a destination node. To calculate ETX, each node spreads an inquiry packet which is having the number of received inquiries from every neighbor. The Route EXT sums up all the ETX links which come in between the route. With the help of source routing and ETX/ETT metrics, the Local On-Demand Link State (LOLS)[3] protocol executes the route-discovery process. WCETT was proposed [4] to minimize the number of nodes on the route of a flow that transmits information on the same channel. It is a combination of end-to-end delay and channel diversity. The MR-LQSR (Multi-Radio Link Quality Source Routing Protocol) [5] follows LQSR to work over multiple channels and interfaces with the help of the WCETT metric. ETT (Expected Transmission Time) [6] tackles the problem of low performance presented in ETX by considering the differences in link transmission rates. ETT adjusts ETX to different PHY rates and data-packet sizes. Apart from all these, we have some more metrics like Per-Hop Packet Pair Delay (PktPair)[7], Effective Transmission on a Path (ETOP) [8], Effective Number of Transmission (ENT)[9], and Modified Expected Number of Transmissions (mETX) [10], Metric of Interference and Channel Switching (MIC) [11], Bottleneck Link Capacity (BLC) path metric [12], cross-layer link quality and congestion aware (LQCA) metric [13]. A novel interference aware low overhead routing metric was proposed [14]. In our proposed approach we use the fuzzy-based integrated link cost (ILC) method [15].

Some more interesting study on Soft computed based WMN’s can be seen in [16]-[20].

Integrated link cost (ILC) = f(throughput, delay, jitter, node residual energy)

**Proposed SGO Approach in Routing in Wireless Mesh Network for Dynamic Optimal Cost Route Evaluation**

```
Begin
/* SGO starts */
Initialize the SGO parameter. Generate N populations each with randomly generated NC candidate Solutions, Dimension D of each population, termination criteria self-introspection parameter c.
while! = T C do /* TC is a termination criterion */
for i = 1: N do
  Calculate ILC of every link of the network.
  Using ILC to evaluate the fitness calculate the fitness value of each person in the population
  Sort the ith populations from best to worst based on the values of ILC;
  The best-fit individual of the ith population is chosen as the gbest of the person;
End for
Record the best route from amongst all available routes.
The best fit is called elite;
Initiate an improving Phase to update the knowledge of persons with the help of the best route
for i = 1: N do
  Update the ith route by integrating it with the best route in populations.
End for
%Acquiring Phase
Select a route 'r' randomly from the available population of routes
Compute fitness of 'r'
for i = 1: N do
  if r is better than the ith route
    Update the ith route by integrating it with the 'r' route in populations.
End for
Compute fitness of the entire route population.
Calculate the best fit route from the current population and call it temp_fit
Update elite with temp_fit (if required)
Stop
```
IV. ARCHITECTURAL DETAILS OF VARIOUS CLIENT WMN SCENARIO

For implementation purposes, we consider different client WMN scenarios. The architectural detail of each scenario is shown in Table I.

<table>
<thead>
<tr>
<th>No. of Nodes</th>
<th>Area(m×m)</th>
<th>Radio Range</th>
<th>Timing Constraint (in Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1000*1000</td>
<td>250</td>
<td>1.3,1.5,1.7,1.2,2.3,2.5,2.7,3.1,3.3,3.5</td>
</tr>
<tr>
<td>1000</td>
<td>1000*1000</td>
<td>250</td>
<td>1.2,1.4,1.6,1.8,2.0,2.2,2.4,2.6,2.8,3.0</td>
</tr>
<tr>
<td>2000</td>
<td>2000*2000</td>
<td>250</td>
<td>2.0,2.2,2.4,2.6,2.8,3.0,3.2,3.4,3.6,3.8</td>
</tr>
<tr>
<td>3000</td>
<td>3000*3000</td>
<td>250</td>
<td>4.0,4.5,5.0,5.5,6.0,6.5,7.0,7.5,8.0,8.5</td>
</tr>
<tr>
<td>4000</td>
<td>4000*4000</td>
<td>250</td>
<td>5.0,5.5,6.0,6.5,7.0,7.5,8.0,8.5,9.0,9.5,10.0</td>
</tr>
</tbody>
</table>

V. RESULT AND DISCUSSION

To assess the appropriateness of the suggested SGO-based approach to route evaluation in WMNs, we implemented it in MATLAB along with 6 other algorithms and ran simulations using dynamic scenarios. We evaluated 500, 1000, 2000, 3000, and 4000 node client WMN designs for simulation purposes. For simplicity, we have eliminated the findings from WMNs with up to 1000 nodes because the proposed SGO technique performs better on larger networks. Table I shows the architectural design of several Client WMN node scenarios.

A. Comparative Performance of 2000 Node Client Wireless Mesh Networks

The performance of the Social Group Optimization-based new routing approach for the Wireless Mesh Network approach is evaluated along with other 6 algorithms on the 2000 node client WMN scenario. We have considered 2.0, 2.2,2.4,2.6,2.8,3.0,3.2,3.4,3.6, and 3.8 seconds timing constrain for performance analysis purpose. For each timing constrain, we conducted 10 trials. For testing purposes, we conducted a total number of 100 trials.

The performance of each approach with different time intervals on the 2000 nodes scenario is presented in Table II. For all time limits and given trials, the results achieved by SGO based routing approach outperformed ACO, DSR, AODV, BAT, BBO, and Firefly algorithms 56 times out of 100 trials. The optimal route generated by Firefly is 32 times and BAT 8 times. BBO generated better results 4 times in some time constraints including equal optimal route cost with BAT, Firefly, and SGO. With the given timing constraints, no route was discovered by ACO, DSR, and AODV. For the time constraints 2.0, 2.6 3.4, and 3.8, BAT and BBO were able to discover routes but were unable to produce optimal route cost. For the time constraints 2.4,3.0, and 3.2 BAT, BBO, and SGO generated similar route costs. SGO came out as a winning approach with the highest discovery and minimal route cost in the entire analysis. Fig. 3 shows the pictorial representation of the best performance of SGO with the other 6 algorithms.

B. Comparative Performance of 3000 Node Client Wireless Mesh Networks

From Table III, it is observed that for time constraints of 4.0 seconds BAT and BBO produce minimum route cost and equal results for one time each, Firefly-based approach produced 3 times and SGO generated minimum cost route 5 times. Within time constraint 4.5 BBO and BAT and SGO produced enumerated equal best paths. For 5.0 seconds BAT, BBO and Firefly produced equal results once and generated minimal route path 1 time.

SGO on the other hand generated a minimal route cost path 7 times. For time constraints 6.0, 7.0,8.0, and 8.5 BBO and BAT-based approaches successfully discovered the route but did not produce the shortest path. For the same time constraints, the shortest path discovered by Firefly is 13 times and SGO is 22 times in total. Further, we observe that the overall performance of SGO based routing approach is much better than the other 6 approaches for each timing constraint. For a total of 100 trials, SGO produced a minimum cost path 55 times followed by Firefly 34 times, BAT 6 times, and BBO 5 times. For the given timing constraint all the algorithms except for AODV, ACO, and DSR have produced results. Fig.4 represents the histogram of the frequency of best performance for each timing constraint.
TABLE III. Architectural Details of 3000 Nodes Client WMN Scenarios

<table>
<thead>
<tr>
<th>Time Constraints</th>
<th>ACO</th>
<th>AODV</th>
<th>DSR</th>
<th>BBO</th>
<th>BAT</th>
<th>Firefly</th>
<th>SGO</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>5.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>7</td>
</tr>
<tr>
<td>5.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>6.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>6.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>7.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>7.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>8.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>8.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
</tbody>
</table>

A=1 represents equal results generated

Fig. 4. Graphical Presentation of 3000 Nodes in Client Wireless Mesh Networks.

C. Comparative Performance of 4000 Node Client Wireless Mesh Networks

Table IV shows the architectural design of 4000 nodes of Client Wireless Mesh Network along with 6 algorithms in given time constraints of 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0, 8.5, 9.0, 9.5, and 10.0 seconds. During implementation and results analysis, SGO outperformed ACO, DSR, AODV, BAT, BBO, and Firefly. ACO, DSR, and AODV failed to identify the path as the number of nodes increased, suggesting that these two approaches cannot perform for bigger networks. For the time constraints 5.0, 6.5, 8.0 and 9.5 BBO, BAT and Firefly have produced equal minimal route cost paths for once. SGO in the same time constraints produced the best results 30 times. For a time constraint of 5.5 seconds, BBO and BAT were able to discover a route but did not produce the shortest path. On the other hand, the optimal path produced by SGO is 8 times and Firefly 2 times for the same time intervals i.e. 5.5 seconds. For time constraints 6.5 and 7.0 seconds SGO discovered route 9 times, firefly 1 time each. BAT and BBO, on the other hand, were able to discover a route but not an optimal one. For a total of 100 trials, SGO outperforms 76 times, followed by Firefly 28 times, BAT 4 times, and BBO 1 time excluding the same route discovery cost. It illustrates how, as SGO is implemented in a larger network with greater time constraints, its performance improves, yielding the optimal shortest path.

Fig. 5 shows the graphical representation of the simulation results implemented using MATLAB.

TABLE IV. Architectural Details of 4000 Nodes Client WMN Scenarios

<table>
<thead>
<tr>
<th>Time Constraints</th>
<th>ACO</th>
<th>AODV</th>
<th>DSR</th>
<th>BBO</th>
<th>BAT</th>
<th>Firefly</th>
<th>SGO</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>5.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>7</td>
</tr>
<tr>
<td>6.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>7.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>7.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>8.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>8.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>9.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>9.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
<tr>
<td>10.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1+ A</td>
<td>1+ A</td>
<td>3+ A</td>
<td>6</td>
</tr>
</tbody>
</table>

A=1 represents equal results generated

Fig. 5. Graphical Presentation of 4000 Nodes in Client Wireless Mesh Networks.

VI. CONCLUSION

Wireless Mesh Network is dynamic because nodes are free to move in any direction. As the node’s changes, the structure of the network also changes along with them. Due to network changes, there comes a high probability of route variation between source and destination. This route variation causes a loss of information between nodes and however it is difficult to get the optimized results in less time. Thus, there is a need for a
routing approach that can discover the optimum route quickly even if there is any fault in a specific path. To overcome this problem some soft computing-based approaches can be integrated into Wireless Mesh networks which can help to get optimal results within the given time constraints. This article proposes a new SGO based new Routing approach for wireless mesh networks. The proposed approach was tested and implemented in MATLAB on different network scenarios. The performance of the proposed approach was compared with 6 other algorithms (ACO, AODV, DSR, BAT, and Firefly) on the bases to calculate a minimal cost path. The result analysis shows that SGO based routing approach outperforms the other 6 algorithms on network architecture greater than 1000 nodes. Thus, with all the computational results and analysis, we conclude that SGO based routing approach is the best-suited dynamic near shortest path approach amongst all 6 algorithms discussed.
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A New Combination Approach to CPU Scheduling based on Priority and Round-Robin Algorithms for Assigning a Priority to a Process and Eliminating Starvation
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Abstract—The main purpose of an operating system is to control a group of processes, through a method known as CPU scheduling. The performance and efficiency of multitasking operating systems are determined by the use of a CPU scheduling algorithm. Round-robin scheduling is the best solution for time-shared systems, but it is not ideal for real-time systems as it causes more context shifts, longer wait times, and slower turnaround times. Its performance is mostly determined by the time quantum. Processes cannot have priorities set for them. Round-robin scheduling does not give more critical work greater consideration, which may affect system performance in solving processes. On the other hand, a priority algorithm can resolve processes' priority levels. This means that each process has a priority assigned to it, and processes with highest priority are executed first. If a process should come first and the process waiting time in CPU are not considered, this can cause a starvation problem. In this paper, a new CPU scheduling algorithm called the mix PI-RR algorithm was developed. The proposed algorithm is based on a combination of round-robin (RR) and priority-based (PI) scheduling algorithms for determining which tasks run and which should be waiting. The disadvantages of both round-robin and priority CPU scheduling algorithms are addressed by this novel algorithm. When using the proposed mix PI-RR algorithm, the performance measures indicated improved CPU scheduling. Other processes should not be affected by the CPU's requirements. This algorithm helps the CPU to overcome some of the problems of both algorithms.

Keywords—Average turnaround time; average waiting time; utilization; performance measures; operating system; process

I. INTRODUCTION

People can shop, learn, arrange appointments, play games, and more due to technological advancements such as mobile phones and computers. Because humans are typically unable to utilize and maintain these devices due to their complexity, operating systems have emerged to address these issues [1], [2]. They are best described as a link between the user and the computer hardware that makes managing and controlling the computer system easier. Both the user and the system benefit from the services provided by operating systems [3]. On the user side, they provide user interfaces and assist in the implementation of programs, file management, and information exchange with other computers, while on the system side, they allow multiple users to share resources and protect system resources [4], [5].

In a multitasking context, CPU scheduling is a critical duty for an operating system. A ready queue is maintained when more than one procedure needs to be executed. In a two-processor system, each processor has its own ready queue. The operating system chooses a process from a list of those in the ready queue, and assigns the CPU to it based on an algorithm [6], [7]. To ensure fairness and avoid hunger while allocating CPU to processes, close attention is essential. When making scheduling decisions, the aim is to keep the average waiting time, average turnaround time, and number of context flips as low as possible.

The operating system is in charge of managing the computer's hardware and software resources, as well as performing many functions. Processor scheduling is regarded as a fundamental task. All resources are scheduled before they are used, so they are available to processes when they are needed and at a new stage in the process life cycle [8], [9]. A short-term scheduler (STS) [10] selects a process from the ready queue for implementation, and scheduling is the essential function of the operating system in a computer system. These algorithms are used to schedule tasks in the CPU; each one outperforms the others in some performance metrics, and has its own set of benefits and drawbacks [11].

The job of a CPU scheduler is to select a process from a memory list of ready-to-run processes. In the following situations, the CPU scheduling choice for a scheduler must be made:

- Switch a process from running to ready state.
- Switch a process from waiting to ready state.
- Send a process to terminate state.

The success of the scheduler is decided by an algorithm. High-quality CPU scheduling algorithms rely on maximize usage rate, throughput, turnaround time, waiting time, and response time. In multi-processing systems, the user executes multiple applications at the same time, each of which contains multiple processes that require the CPU to complete its responsibilities, but only one process can acquire the CPU at a time. As a result, CPU scheduling is required, which allows one function to use the CPU while another waits for other resources, improving management reliability and efficiency [12]. One of the most significant components of the device is
the CPU. Because most operations rely on it, we must maximize its usage and throughput, while reducing turnaround time, waiting time, and response time. CPU scheduling techniques, which control how processes enter the CPU, can meet all of these requirements [13]. There are numerous scheduling algorithms, each of which is implemented in a unique way. The FCFS algorithm, for example, assigns the CPU to the first person who arrives. The SJF algorithm allocates the CPU to the shortest task. The round-robin algorithm assigns a time quantum to each process, calculates its working time in the CPU, then leaves the process and permits another to run. According to their priority, the priority algorithm [8] determines which processes are allowed to access the CPU. Many issues might arise during the execution of scheduling algorithms [14].

This paper proposes a mix priority and round-robin algorithm (mix PI-RR algorithm) for assigning priority to a process and eliminating starvation. This algorithm has the optimal advantages of both priority and round-robin algorithms. The rest of this paper is organized as follows: Section II presents the literature review. In Section III, the proposed algorithm is discussed and a flowchart is presented. In Section IV, present the discussion and conclusion in the final section.

II. LITERATURE REVIEW

To discover the best CPU algorithm for a given procedure, it is possible to compare the three CPU algorithms based on their waiting times. Each algorithm has been extensively tested and the outcomes compared. In [15], the researchers developed an improved round-robin scheduling approach based on the clustering algorithm, which combined the advantages of prioritizing short operations with low round-robin scheduling overheads to reduce the average waiting time and turnaround time. Using the k means technique, similar processes were clustered. These researchers employed the CPU scheduling approach in [16] to create a fast system with fewer resources. They were able to improve the algorithm's efficiency and reduce its runtime. The various scheduling algorithms were designed and implemented by them. In [17], the researchers recommended scheduling techniques to increase the operating system's real-time performance.

In [18], the round-robin scheduling algorithm's time quantum concerns were addressed. The researchers developed the smart job first dynamic round-robin technique. Using a dynamic time-quantum technique, the program required the CPU schedule to sort processes in ascending order based on burst time, assign system priority, and calculate a smart priority factor (SPF) for each process. The team created a simulator to evaluate the proposed algorithm.

In [19], the researchers released an enhanced version of the Fittest Job First Dynamic Round-Robin algorithm (FJFDRR), which incorporates the process arrival time as an algorithmic element that various queues handle. The suggested approach was compared against current scheduling algorithms in four test cases using the ATAT, AWT, AR, and CS metrics. Based on the number of processes provided, the statistics demonstrated that the suggested technique had the best appropriate context switch rate.

The researchers presented the Enhanced Round-Robin (ERR) algorithm in [20], which aims to increase CPU performance by reducing the average waiting time and turnaround time. In three separate scenarios, the suggested algorithm was compared to the RR and IRR algorithms. The findings revealed that this approach performed better by reducing the average WT and average TAT.

The researchers suggested the Modified Priority Preemptive Scheduling Technique as a novel CPU scheduling algorithm in [21]. Priority pre-scheduling is implemented in a cyclical manner by the algorithm. The results indicated that the novel technique handled the starving problem, while also improving the speed of the standard preemptive algorithm.

In [22], the researchers proposed an approach for managing loads and prioritizing selection of tasks.

The SJF algorithm must be used to rank jobs, followed by the RR algorithm for execution. The findings demonstrated that the ad hoc algorithm prioritizes higher priority jobs and executes them rapidly, while contextual switching is reduced for low priority processes, reducing the options between RR and SJF.

In the Cyber-Physical System, the researcher presented a scheduling strategy for high-priority random jobs [23]. A fog group is used in idle time to process the most recent available time and execution time before assigning the system to a random high-priority task. This method speeds up the dispatch of high-priority random jobs, allowing them to be performed more quickly.

A number of CPU scheduling algorithms have been developed in recent years to ensure predictable processor allocation. Often, the best features of each algorithm have been combined to create the ideal algorithm for a given situation. The upgraded round-robin (IRR) CPU scheduling algorithm, invented by Mishra, is an improved round-robin scheduler. It is comparable to round-robin (RR), but is a little better [24]. IRR chooses the first process from the ready queue and gives it the CPU for up to one QT. When a process completes its QT, it checks the remaining CPU burst time of the presently executing process.

III. PROPOSED ALGORITHM

The round-robin algorithm does not consider the importance and significance of processes; it simply solves the queue, so the process order that the CPU performs causes a decrease in the CPU efficiency. The priority algorithm has some disadvantages because it solves the process priority for which process come first, so it performs the process with the highest priority and does not consider the arrival time or size of the process. It also ignores CPU bursts that can cause starvation. Therefore, this study created a mix of the two previous algorithms to decrease the disadvantages for the operating system environment. Mix PI-RR algorithm and flowchart of the proposed Mix PI-RR algorithm is shown in “Fig. 1 and 2”.
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NOTE 2: If they were equal in the redundancy column, the arrival time to the central processing unit was taken. To break ties, processes with equal priority were completed on a FCFS basis.

NOTE 3: If a process was running and another process arrived with the highest priority, it did not interrupt the work of the process, but waited until the end of the quantum time.

IV. DISCUSSION

Preparing a successful proposal for a newly inspired algorithm in such a pure field is not a simple undertaking. Given the difficulties of this research topic, it was necessary to propose a new optimization technique with novel aspects. Apart from the innovation, the authors’ findings were supported by a dataset and a comparison of some criteria between algorithms. As a result, the three samples from the literature were utilized as examples in this study, and the average TAT and average WT of both the proposed and presented algorithms were compared. The average TAT and average WT are examined and compared to the current round-robin scheduling algorithm in different cases. Some scenarios were demonstrated, the results of each iteration were studied, and the final outputs were compared using the round-robin algorithm to verify the quality and efficiency of the suggested mix PI-RR algorithm.

Sample 1: The first dataset, which contained seven processes, was used in this sample from the benchmark datasets used in the studies. In addition to explaining how the suggested algorithm works, this research developed a Gantt chart for the method. For the following collection of processes, Table I shows the length of the CPU-burst period in milliseconds. We assigned the time quantum as 3 ms for each process. Tables II and III show gantt chart of sample 1 and turnaround time and waiting time of sample 1, respectively.

<table>
<thead>
<tr>
<th>Process</th>
<th>CPU Burst time</th>
<th>Arrival time</th>
<th>Priority</th>
<th>Number of times repeat</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>//</td>
</tr>
<tr>
<td>P2</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>//</td>
</tr>
<tr>
<td>P3</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>///=7</td>
</tr>
<tr>
<td>P4</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>//</td>
</tr>
<tr>
<td>P5</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>//</td>
</tr>
<tr>
<td>P6</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>///=7</td>
</tr>
<tr>
<td>P7</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>///=7</td>
</tr>
</tbody>
</table>

TABLE II. GANTT CHART OF SAMPLE 1

<table>
<thead>
<tr>
<th>Process</th>
<th>CPU Burst</th>
<th>Arrival time</th>
<th>Priority</th>
<th>Number of times repeat</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0-3</td>
<td>3-6</td>
<td>9-12</td>
<td>12-14</td>
</tr>
<tr>
<td>P2</td>
<td>P3</td>
<td>P3</td>
<td>P5</td>
<td>P5</td>
</tr>
<tr>
<td>P3</td>
<td>P3</td>
<td>P3</td>
<td>P5</td>
<td>P5</td>
</tr>
<tr>
<td>P4</td>
<td>P4</td>
<td>P4</td>
<td>P4</td>
<td>P4</td>
</tr>
<tr>
<td>P5</td>
<td>P5</td>
<td>P5</td>
<td>P5</td>
<td>P5</td>
</tr>
<tr>
<td>P6</td>
<td>P7</td>
<td>P6</td>
<td>P6</td>
<td>P6</td>
</tr>
<tr>
<td>P7</td>
<td>P7</td>
<td>P7</td>
<td>P7</td>
<td>P7</td>
</tr>
<tr>
<td>P8</td>
<td>P8</td>
<td>P8</td>
<td>P8</td>
<td>P8</td>
</tr>
<tr>
<td>P9</td>
<td>P9</td>
<td>P9</td>
<td>P9</td>
<td>P9</td>
</tr>
<tr>
<td>P10</td>
<td>P10</td>
<td>P10</td>
<td>P10</td>
<td>P10</td>
</tr>
</tbody>
</table>

Fig. 1. Mix PI-RR Algorithm.

Fig. 2. Flowchart of the Proposed Mix PI-RR Algorithm.

The proposed algorithm adds two more columns to the original columns in the round-robin as follows:

Priority column: The CPU gives some processes higher priority than others. The number of times to repeat this is listed in the second column. If the procedure is prioritized three times then, in the central processing unit, the original priority is updated and the lowest priority is assigned. Following this, the processes will be carried out in accordance with the arrival time of the central processing unit (CPU). Finally, when the CPU receives the lowest priority process, the priority will be activated again. Then, it will be implemented three times before being assigned the lowest priority in the central processing unit (CPU).

NOTE 1: If more than one process had the same priority after a change, we looked at the redundancy column, and then we implemented the process with the fewest repetitions.
Sample 2: For the following collection of processes, Table IV shows the length of the CPU-burst period in milliseconds. We assigned the time quantum as 5 ms for each process, which contained eight processes. Tables V and VI show gantt chart of sample 2 and turnaround time and waiting time of sample 2, respectively.

Sample 3: For the following collection of processes, Table VII shows the length of the CPU-burst period in milliseconds. We assigned the time quantum as 5 ms for each process, which contained ten processes. Tables VIII and IX show gantt chart of sample 3 and turnaround time and waiting time of sample 3, respectively.

Scheduling is a fundamental operating system feature. Almost all computer resources are pre-programmed before they are used. One of the most important computer resources is the central processing unit (CPU). Its scheduling is crucial to the architecture of an operating system. Which processes run and which processes wait are determined by CPU scheduling.
scheduling is critical because it has a significant impact on resource usage, system performance, and CPU efficiency. Process execution is made up of a cycle of CPU execution (CPU burst) and I/O wait (I/O burst), with CPU burst coming first, then I/O burst, then another I/O burst, and so on. The most recent CPU explosion ends with a system request to stop the process.

Due to their significant waiting time, long response time, large turnaround time, and low throughput, existing round-robin CPU scheduling algorithms cannot be used in real-time operating systems. Furthermore, existing priority CPU scheduling algorithms are inadequate for real-time operating systems since they cause starvation, and do not take into consideration which processes come first and the time spent waiting for them to run in the CPU.

The proposed mix priority and round-robin algorithm (mix PI-RR algorithm) is an algorithm that obtains the optimal advantages of both priority and round-robin algorithms. Round-robin scheduling does not give any process priority or additional consideration based on other processes, and processes cannot have priorities set for them. Therefore, delayed execution of important processes may affect the performance of the whole system. On the other hand, in the priority algorithm, each process is assigned a priority. Processes with highest priority are executed first. However, this occurs without taking into account which process comes first and the time the process has been waiting in CPU to run, and this can cause starvation. Therefore, this paper introduced the mix PI-RR algorithm to assign a priority to important processes, without causing starvation.

The average waiting and turnaround times depend on the number of processes in the ready queue; as number of processes increases, time cost increases. In addition, long burst times of the processes increase the time cost. To emphasize the efficiency of the proposed algorithm, samples datasets varying in number and burst times of processes are used. The proposed mix PI-RR algorithm enhances CPU performance in general, the results revealed that wait time and turnaround time were reduced. Furthermore, the CPU algorithms enabled the user to obtain good results without increasing the time. Table X and XI show the average turnaround time and average waiting time of the proposed mix PI-RR algorithm and current round-robin algorithm. As observed from the average turnaround time and average waiting time, the performance of the proposed mix PI-RR algorithm was better than the current round-robin algorithm. It is clearly observed that average turnaround time and average waiting time of the processes are optimum for proposed Mix PI-RR algorithm compared to round robin fundamental algorithm. The comparison between the proposed mix PI-RR algorithm and the current round-robin algorithm is shown in "Fig. 3 and 4".

<table>
<thead>
<tr>
<th>TABLE XI. COMPARING AVERAGE TURNAROUND TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Turnaround Time (ms)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Sample 1       Sample 2       Sample 3</td>
</tr>
<tr>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>Proposed Mix PI-RR Algorithm</td>
</tr>
<tr>
<td>31.285</td>
</tr>
<tr>
<td>Round Robin</td>
</tr>
<tr>
<td>48.8571</td>
</tr>
</tbody>
</table>

The algorithm presented here outperforms several other algorithms; in general, it outperforms the RR and priority-based methods. No algorithm is ideal in every circumstance. It is impossible to watch a precise scheduling algorithm in action, yet precise performance can be viewed in real-time operating system operations. Several elements, such as changeable capacity, have a substantial impact on performance. This study introduced a real-time operating system and real-time tasks. We highlighted RR and priority drawbacks like high average turnaround, high context switching, high response time, high turnaround time, and low throughput, as well as the failure to take into account the process that should be first and how long processes have been waiting. After analyzing RR and priority algorithm’s performances and drawbacks, we proposed a new algorithm, named mix priority and round-robin (the mix PI-RR algorithm), which deals with the drawbacks of simple round-robin and priority algorithms. This new approach performed better than a simple RR and priority, by taking the best features of each algorithm and combining them to create the ideal algorithm for a given situation in terms of average waiting time and average turnaround time. This study justified the mix between priority and round-robin to help the CPU overcome indefinite blocking or starvation (leaving some lower priority processes waiting in CPU) in priority algorithms, and using queue up to solve the processes regardless of the importance and priority of the process for the CPU in the round-robin
algorithm. The results of this evaluation highlight ways in
which instructional material should be clarified. It will be
important for the proposed algorithm to be more efficient and
effective than current CPU scheduling algorithms. Finally,
further research is needed to compare it with other algorithms.
In future work, simulations of CPU scheduling strategies are
recommended. The most efficient way to evaluate a scheduling
algorithm is to code it and include it in an operating system;
then, the algorithm's correct working capabilities can be
determined in real-time systems. Further research and studies
in the future should be carried out to discover other scheduling
algorithms that are optimal in certain situations and, hence,
deliver the highest level of user satisfaction.
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Balancing a Practical Inverted Pendulum Model Employing Novel Meta-Heuristic Optimization-based Fuzzy Logic Controllers
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Abstract—This paper concentrates on proposing a newly effective control approach to ensure the balance of an inverted pendulum (IP) system consisting of a free-rotational rod and a small cart. The novel idea is to create an effective integration between a PD-like fuzzy logic architecture and a modified genetic algorithm (mGA). The mGA is executed with an appropriately fast optimization as an initial phase in dealing with optimizing scaling factors of the fuzzy logic controller. There are totally six meaningful scaling factors corresponding to two fuzzy logic controllers applied in the balance control system of the IP. These six scaling coefficients are highly significant to strongly affect control quality of the system applying such a PD-like fuzzy logic control methodology. Excellent results obtained in terms of numerical simulations compared with those of both the conventional PID and existed fuzzy logic counterparts as well as practical experiments implemented in a real IP topology verify the promising applicability of the new control methodology proposed in this study.

Keywords—mGA; inverted pendulum (IP); balance control; scaling factors; optimization

I. INTRODUCTION

It should be obvious that controlling an inverted pendulum (IP) system to be balanced at a desirable position of the rod embedded in the model is one of the most traditional control problems [1-3]. This control approach is highly significant to a various number of nonlinear control strategies such as control of transport machines needing to balance things, robot technology, and even launch direction of missiles. Naturally, the IP system has been usually used to testify the applicability of new control strategies.

Recently, intelligent controllers, i.e. fuzzy logic – based regulators have been increasingly developed to replace with conventional counterparts such as PI (proportional integral) and PID (proportional – integral – derivative) in dealing with nonlinear and/or uncertain control systems [4-10]. Fuzzy logic technique has been considered to be highly suitable for these types of control plants due to its operation principle depends only on knowledge and experiences of experts to handle a system. Obviously, the better understanding of the system we have, the more effective operation of a control strategy based on fuzzy logic model we can obtain [11-13].

This work concentrates on applying fuzzy logic – based control strategy which was presented in [5] to design intelligent controllers, carrying out the balance of an IP system. Since an IP system is a multi-input multi-output (MIMO) system and the balance control problem should be solved by suitable controllers, the PD-like fuzzy logic control methodology has been selected. Technically, such a fuzzy logic controller has two inputs, error and derivative of error, and one output. Corresponding to these inputs and output, there are three scaling factors which strongly affect control quality of the system need to be determined in an effective manner. This mission is able to be successfully executed by using an appropriate optimization method. Metaheuristic optimization techniques [14-18], such as GA and PSO, have been completely capable of dealing with the determination of three scaling factors.

When applying a number of aforementioned biology-inspired optimization techniques, e.g. GA, it should be clear this is a time-consuming procedure. To find an optimal solution corresponding to a set of scaling factors for the fuzzy logic controller effective for the IP’s balancing control, this is a fact that the duration is frustrating to operators. The new contribution of the current paper is to find a possible way to reduce this time period. The authors propose a hybrid procedure to initialize the GA mechanism by means of a faster optimization technique [15], e.g. Salp Swarm Optimization Algorithm (SSOA). This optimization mechanism is used to initially create a set of closed-optimal parameters as first phase of the GA. It is denoted modified GA (mGA) procedure and will be used to determine scaling coefficients of the two controllers embedded in the balance control for the IP: cart’s position and pendulum’s rotational angle ones. Simulation processes and experiments in a real model will be implemented to demonstrate the feasibility and applicability of the control scheme proposed in this study.

The rest of this paper is organized as follows. Section II presents an overview of related works to the IP’s balance control. Section III will briefly create a mathematical model of an IP system which is helpful to design balance control strategies. Next, Section IV focuses on proposing a novel GA technology modified from a typical one. A control strategy applying such a modified GA mechanism will also be provided in Section V for solving the IP’s balancing problem. Section VI concentrates on testifying the control strategy proposed in both simulation and experiment scenarios. Eventually, the conclusion and future work raised from this study will also be provided in the last section.

This work was supported by Hanoi University of Industry, Project Granted number 16-2021-RD/HĐ – DHCN.
II. RELATED WORK

Studies on IP systems, especially on the balancing control problem, have been conducted by a lot of researchers around the world. In [1], the authors investigated several traditional control strategies i.e. PID, LQR, Pole placement and Fractional PID to control the position of the pendulum’s rod as well as cart via a number of simulations implemented in MATLAB software. Reference [2] introduced a comprehensive illustration from the past to current approach of nonlinear control theory for the IP system, focusing on robust control methodology. The classical PID regulators had been used for a linear inverted pendulum system in cooperation with the GA mechanism which was embedded to tune PID’s parameters [3].

In [19], the conventional PID, LQR together with MPC (model predictive controller) –based schemes were applied in dealing with the IP’s balance control. The authors in [20] proposed a Sugeno - based fuzzy parallel distributed compensation regulator to control a nonlinear IP model with demonstration on MATLAB simulations. In almost reports conducted on the IP balance control, the control methodologies might not be sufficient in terms of their applicability and effectiveness concerning both theory and practice. It means that if the studies used conventional regulators such as PID and LQR, the control qualities were not good enough to ensure a high quality control system. In contrast, if the intelligent control approaches e.g. fuzzy logic – based schemes were applied, they had only been employed for the theoretical IP system testified by a proper software such as MATLAB. This work will be addressed by an idea of integration theoretical and practical IP topology. In addition, a novel hybrid intelligent control strategy using fuzzy logic technology integrated with a modified GA in comparison with conventional regulator as well as initial smart controllers will be proposed in this paper.

III. A MATHEMATICAL MODEL OF THE IP SYSTEM

A dynamic model representing a typical inverted pendulum system is shown in Fig. 1. This model consists of two main parts, i.e. a cart and a pole. The cart is actually a wagon driven by a small DC motor. The pole looks like a rod attached to a weight of mass m. This pole can be freely rotated by a cart—mounted rotary joint. The system as drawn in Fig. 1 is manipulated by only one force F taken out by the DC motor.

In order to establish the dynamic model of the inverted pendulum system, taking the second Newton’s law of motion the following equation can be obtained:

\[
\begin{align*}
(M + m) \ddot{x} - (ml \sin \theta) \dot{\theta}^2 + (ml \cos \theta) \dot{\theta} = F \\
m \ddot{\theta} + m l \dot{\theta} = mg \sin \theta
\end{align*}
\]  

(1)

Where F or u is the force of motion generated from the dc motor mounted on the cart. The fact that this force is only the control signal to keep the rod to be stable at the equilibrium. From (1), the following can be deduced:

\[
\begin{align*}
\dot{x} &= \frac{F + (ml \sin \theta) \dot{\theta}^2 - mg \cos \theta \sin \theta}{M + m \sin^2 \theta} \\
\dot{\theta} &= \frac{F \cos \theta - (M + m) g \sin \theta + ml (\sin \theta \cos \theta) \dot{\theta}}{ml \cos^2 \theta - (M + m) l}
\end{align*}
\]  

(2)

The two equations indicated above are usually used to represent the dynamics of the IP system.

IV. THE MODIFIED GENETIC ALGORITHM - MGA

Considered to be one of the most effective optimization techniques, the genetic algorithm (GA) has been applied for a huge number of optimization problems, including a significant layer of control issues. The balance control problem of the IP system is exactly suitable in using this optimization mechanism.

Typically, the conventional GA technique is presented in Fig. 2. The core idea for the GA came from the principles of biology relating to the theory of genetics and natural selection, an alternative name of the theory of natural evolution invented by Charles Darwin. This theory mainly focuses on a natural phenomenon in which the reproduction of the fittest individuals which are selected to replace the other ones must be implemented. The production of new generations, so-called offsprings, reflects the evolution of nature. Developed by John Holland and his colleagues, the GA has been inspired by step-by-step of the genetics. They consist of several main steps as shown in Fig. 3. Remember that the first step, normally defined as initialization of parameters for the GA mechanism, is highly important. If this phase is executed in a reasonable manner, it should be possible to dramatically reduce the duration of whole procedure.
In this paper, a modified GA (mGA) mechanism is proposed in order to minimize the period of time regarding the GA execution. An auxiliary phase is added as an initialization of parameters for the GA procedure. As shown in Fig. 3, the mGA is initialized by running a preliminary optimization technique. Such an optimization method aims to create initial parameters for the GA applying a possible optimization technique. A feasible method is selection of a faster optimization procedure, i.e. PSO (particle swarm optimization) and Salp Swarm Optimization Algorithm (SSOA) [15]. Theoretically, the PSO or SSOA is a local optimization technique may obtain faster execution time in comparison with the GA mechanism. This statement is also examined and confirmed by numerical simulation experiments. The mission of such a preliminary optimization technique in this aspect is to temporarily find a possible solution to the problem. The result obtained is a set of parameters which is near to local and/or global optimization point. From point of view, this idea can significantly minimize duration performing the GA procedure. Since the GA is a global optimization method, using a preliminary optimization technique to create initial parameters has a meaningful role, reducing significantly executed time. This feasible procedure also ensures the quality as well as convergent rate of the GA mechanism. The next section will verify the effectiveness of the proposed mechanism.

V. DESIGN OF AN MGA – BASED CONTROL STRATEGY TO BALANCING THE IP SYSTEM

The balance control of an IP system, considered to be a typical nonlinear control problem, can be successfully solved by applying intelligent controllers such as fuzzy logic regulators. This study is an extended work proposed in [5]. The authors integrate the fuzzy logic architectures presented in [5] with the mGA proposed in the previous section. The novel control methodology is described in Fig. 4.

As shown, the goals of the control issue are to bring the system back to the stable state within acceptable tolerances. This means both the position of the cart and the bias angle of the pole must be manipulated to ensure the balance of the IP system. It is noted that there is only one control signal, $u$, which is created from two controllers regarding two feedback parameters, i.e. position $x$ and rotational angle $\theta$. Technically, this control signal must be fed to an actuator which is normally a DC motor. The control signal also needs to be limited because the motor can only operate within certain constraints of parameters such as power, voltage and current. In this work, a permitted range of voltage is applied to the control signal $u$.

---

**Fig. 2.** The Flow Chart of a Conventional GA Technique.

**Fig. 3.** The Flowchart of the Proposed Modified GA Technique.

**Fig. 4.** Proposed Control Strategy for Balancing the IP System using mGA-based Fuzzy Logic Controllers.
The two controllers, position and angle regulators are employing the fuzzy logic architectures as presented in [5]. Since this is a nonlinear balance control problem, the PD-like fuzzy logic model is more suitable than the PI-based one. Remember that each of these PD-like fuzzy logic controllers has two inputs and one output. The two inputs are errors between desired and feedback signals. This study focuses on the vertical position of the pole, so that the desired value for the rotational angle is set to zero. In contrast, the setpoint corresponding to the desired position can be set at any value depending upon a particular control purpose. In this work, several references in accordance with the desired positions will be provided for verification via numerical simulations.

Each of two inputs and one output for an individual fuzzy logic controller as illustrated in Fig. 4 has a particular scaling factor. The fact that is each scaling factor in this aspect absolutely affects control quality of the system, leading to a mandatory requirement of determining it in a good enough manner. This is successfully implemented by means of a strong optimization technique. The modified GA proposed in the previous section is fully suitable in this perspective. Given a possible candidate of objective functions as indicated in the expression below, the proposed mGA can obtain the control quality as desired:

\[ f_{obj} = \int \left( e_x^2(t) + \rho e_\theta^2(t) \right) dt \]  

Where \( e_x(t) \) and \( e_\theta(t) \), expressed in the following two equations, are position error and angle error, respectively.

\[ e_x(t) = \dot{x}(t) - x(t) \]  
\[ e_\theta(t) = \dot{\theta}(t) - \theta(t) \]

The factor \( \rho \) added in (3) denotes the weighting coefficient for executing the optimization mechanism.

As shown in Fig. 4, there are totally 6 parameters with regard to 6 scaling factors of two fuzzy logic controllers need to be optimized. The new GA optimization technique proposed in the previous section is utilized to determine these scaling factors. The control performance will be testified in the next section through both numerical simulation processes and practical experiments.

VI. NUMERICAL SIMULATIONS AND EXPERIMENTS

Performing numerical simulations on appropriate software as well as conducting experiments on real models is extremely necessary steps to prove the correctness and feasibility of the proposed control strategy. In this section, simulations applying MATLAB/Simulink will be executed at first to theoretically testify applicability of the new control methodology compared to those of conventional PID regulators [19] as well as fuzzy logic controllers [20]. Simulation parameters are given in Table I and Table II. Two PD-type fuzzy logic controllers used for the IP system have the same structures with the membership functions as well as sets of fuzzy rules. Fig. 5 describes membership functions for two inputs and one output of each fuzzy logic architecture, while Fig. 6 illustrates fuzzy rules in form of a 3-D graph. The rule base can be specifically found in [6]. Applying the control methodology proposed in Section IV, after executing the mGA procedure, the optimal scaling factors obtained are indicated in Table III.

![Fig. 5. Membership Functions of the PD – Like Fuzzy Logic Control Architecture.](image)

![Fig. 6. A 3-D Illustration of the PD- Like Fuzzy Logic Model in Accordance with Rule base given in [6].](image)

A. Simulation Results using MATLAB / Simulink

With six optimal factors presented in Table III, to verify the feasibility of the proposed control scheme, this work assumes the following three scenarios:

1) Scenario 1: The desired position of the cart is kept to be constant at 0.1 (m).
2) Scenario 2: The desired position of the cart is varied in four levels, i.e. 0(m), 0.1(m), 0.3(m) and 0.2(m) at different time instants.
3) Scenario 3: This should be the most difficult case when the cart’s position is supposed to periodically change in the form of a square pulse between 0.1(m) and 0.3 (m).
All three perspectives of desirable cart’s positions are plotted in Fig. 7. The results concerning these simulation cases are shown in Fig. 8 to 11. It is noted that in each illustration, both position of the cart and deviated rotational angle are considered to ensure the balance of the system. Moreover, the proposed intelligent fuzzy control strategy is compared with widely-used conventional PID regulator – based schemes [19] and fuzzy logic controller – based counterparts [20] in each simulation scenario.

In the first simulation case, due to the simplest position of the cart when considered as reference of the control system, the settling times for both the angle and position are quite excellent as shown in Fig. 8. Obviously, these durations resulting from the proposed control strategy are much less than two seconds. The results of the conventional PID controllers [19] are apparently greater than three seconds. The control quality resulting from the proposed FLC is also better than that of the FLC presented in [20] as illustrated in Fig. 8. This description demonstrates more feasible performance of the new control strategy proposed in this study.

Fig. 7. Three Scenarios of Desirable Positions to the Cart.

Fig. 8. Simulation Results for the First Scenario.

Fig. 9. Simulation Results for the Second Scenario.

Fig. 10. Simulation Results for the Third Scenario.

In the last two simulation scenarios as shown in Fig. 9 to 11 which are more complicated than the first case, it is clear that results of the proposed fuzzy logic controllers are still much better than those of the PID controllers [19] and FLC [20]. Even when the desired position $x^*(t)$ changes periodically as illustrated in Fig. 10, the actual position of the cart is able to track well with good control performances outperforming the conventional PID counterpart. Remember that in this perspective, the deviation angle of the pendulum must be still balanced at the vertical axis, ensuring the original goal of the control problem. In addition to the deviation angle, Fig. 11 shows several control signals such as rotational acceleration, angle control signal, and control force $F$ fed to a motion DC motor for the third simulation scenario. It should be obvious that these signals tend to be extinguished to zero values, ensuring a stable goal of vertical equilibrium for the pendulum.
C. Practical Experiments

In an effort to examine the proposed control strategy, a practical IP system has successfully been built. Fig. 13 provides artwork for this practical prototype. With a set of optimal scaling factors obtained from the mGA as indicated in Table III, we address practical experiments on the IP model. Fig. 14 shows the real signals of both the position and angle of the IP system when considering the deviations of the position as presented if the previous simulation scenario. It was found that after transient period, both real signals, in form of transmitted into voltage values, are damped to be closed to zero, verifying the capability of the proposed control methodology.

B. Simulation Results via Python Software

To make a more obvious view verifying control performance of the proposed control strategy, the authors have employed Python software to simulate the balance of the inverted pendulum system in a highly intuitive way as shown in Fig. 12.

VII. CONCLUSION AND FUTURE WORK

This study proposed a novel control strategy based on fuzzy logic architecture integrated with an mGA optimization technique to balance an IP system. The GA presented in this work used a faster optimization mechanism to accelerate global convergence, improving control quality of the system. Together with various simulation scenarios executed in MATLAB/Simulink platform, an actual IP system has also been built to demonstrate the efficiency of the control methodology proposed in this paper. Simulation results obtained by means of the proposed fuzzy logic control approach are much better than those of the conventional PID regulators as well as a single fuzzy logic controller, demonstrating the feasibility of this study. One direction to further improve this work as future work is to continue...
optimizing membership functions of two fuzzy logic controllers as well as rule base sets. Technically, the mGA proposed will be completely able to carry out this mission. In this aspect, a promising intelligent fuzzy logic – based control strategy can be obtained in dealing with a huge number of complicated control problems, including the IP balancing issue.
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APPENDIX

TABLE I. NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value, [unit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Mass of the cart</td>
<td>0.1 [kg]</td>
</tr>
<tr>
<td>m</td>
<td>Mass of the pole</td>
<td>0.02 [kg]</td>
</tr>
<tr>
<td>l</td>
<td>Length of the rod (mass omitted)</td>
<td>0.35 [m]</td>
</tr>
<tr>
<td>x(t)</td>
<td>Position of the cart</td>
<td>[m]</td>
</tr>
<tr>
<td>ẋ(t)</td>
<td>Velocity of the cart</td>
<td>[m/s]</td>
</tr>
<tr>
<td>ẍ(t)</td>
<td>Acceleration of the cart</td>
<td>[m²/s²]</td>
</tr>
<tr>
<td>θ(t)</td>
<td>Pendulum angle (upright position)</td>
<td>[rad], [degree]</td>
</tr>
<tr>
<td>˙θ(t)</td>
<td>Rotational velocity of the pole</td>
<td>[rad/s]</td>
</tr>
<tr>
<td>¨θ(t)</td>
<td>Rotational acceleration of the pole</td>
<td>[rad²/s²]</td>
</tr>
<tr>
<td>F</td>
<td>Variable force exerted on the cart</td>
<td>[N]</td>
</tr>
<tr>
<td>k11, k12, k13</td>
<td>Scaling factors of the fuzzy logic – based position controller</td>
<td>N/A</td>
</tr>
<tr>
<td>k21, k22, k23</td>
<td>Scaling factors of the fuzzy logic – based angle controller</td>
<td>N/A</td>
</tr>
</tbody>
</table>

TABLE II. PARAMETERS TO EXECUTE THE MGA TECHNIQUE

<table>
<thead>
<tr>
<th>No.</th>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Nmax</td>
<td>Maximum value of generations</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td>Npop</td>
<td>Population size</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>Nvar</td>
<td>Number of variables</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Hc</td>
<td>Upper constraint</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>Lc</td>
<td>Lower constraint</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>cr</td>
<td>Crossing factor</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>mt</td>
<td>Mutating factor</td>
<td>0.4</td>
</tr>
</tbody>
</table>

TABLE III. OPTIMAL SCALING FACTORS FOR TWO FUZZY LOGIC CONTROLLERS APPLYING MGA TECHNIQUE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Type of controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>k11 = 12.154; k12 = 4.572; k13 = 1.245</td>
<td>Angle fuzzy logic controller</td>
</tr>
<tr>
<td>k21 = 6.798; k22 = 7.923; k23 = 0.865</td>
<td>Position fuzzy logic controller</td>
</tr>
</tbody>
</table>
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Abstract—Affective computing is an emerging research area focused on the development of systems with the ability to recognize, process and simulate human emotions in order to improve a user’s experience in an interactive system. One of the possible fields of application of affective computing is marketing and advertising, where the application of emotion analysis techniques on the opinions made by users in different contexts has been evidenced, being a challenge the analysis of different types of multimedia content, such as advertising jingles. Thus, in this article we propose as a contribution the development of an emotion analysis study on the advertising jingles of the main candidates for mayor of Cartagena-Colombia in the period 2020-2023. For the development of this study, the acoustic properties of arousal and valence present throughout the audio track of each advertising jingle were taken into consideration, in such a way that through these properties it is possible to classify an audio fragment into an emotion belonging to the circumflex model or Russell model. To perform the segmentation of the audio track and the extraction of the acoustic properties of arousal and valence, we developed the MUSEMAN tool, which allows determining the emotions fluctuation in the advertising jingle audio track.

Keywords—Affective computing; advertising jingles; emotion analysis; arousal; valence

I. INTRODUCTION

One of the most effective means of promoting products, services and even political campaigns is advertising jingles. These are broadcast on radio networks, television channels, web portals and social networks in order to promote the use of a product or service or motivate the intention to vote for a candidate [1]. Given that advertising jingles comprise an audio component, it is possible to analyze the emotionality present during the audio track using the methods and techniques provided by affective computing [2]. Research in affective computing focuses on systems being able to interpret the emotional state of a human and obtain or provide an appropriate response in real time to the identified emotion [3]–[7], which can be used to improve the interaction of a user with a service, content, or specific product [8].

A common approach to detecting emotions in acoustic content is the circumflex model, or Russell’s model, which proposes to represent emotional states in two dimensions [9]–[11]: The horizontal dimension (x-axis), called valence, expresses the degree of positivity or negativity of the emotion (pleasure/displeasure), and the vertical dimension, called arousal, indicates the degree of excitement of the emotion (arousal-relaxation) [12]. Emotions can therefore be defined in regions within the emotional plane as a combination of valence and activation [13], [14]. In detecting emotions in music, the arousal value represents the intensity and activity in the course of an audio track, so that fast tracks and loud sounds will have a high arousal value, while tracks with a softer sound and slower tempo will have a low arousal value. Valence thus represents the acoustic property that describes the positivity present in an audio track, i.e. tracks with a positive valence are associated with emotions such as joy, euphoria, and happiness, while tracks with a negative valence correspond to emotions such as sadness, depression, or anger [15]. In this way, from the musical properties of arousal and valence of an audio track, by mapping them in the emotional plane it is possible to obtain the trigonometric angle and the emotion associated with the Russell model, thereby avoiding taxonomic ambiguity [16].

Based on the above and taking advantage of the advantages provided by the acoustic properties of arousal and valence, in this article we proposed as a contribution the development of a study based on emotion analysis on the advertising jingles of the candidates for mayor of Cartagena-Colombia for the period 2020-2023, in which the extraction and segmentation of the audio of each jingle was performed in order to obtain the emotion associated with each segment taking into account the Russell model and with the aim of obtaining the trace of emotions of each jingle. To carry out the above process, the MUSEMAN (Music Emotion Analyzer) tool was developed in Java language, which allows automating the above-mentioned analysis process using free libraries and technologies (FFmpeg, openEAR and JFreeChart). The FFmpeg tool allows the extraction and segmentation of the audio track into fragments of 5 seconds or less. The openEAR tool was used in the background and allows obtaining the acoustic variables of arousal and valence for a given audio fragment, which allow classifying each fragment in Russell's two-dimensional model. Finally, the JFreeChart library was used to generate the emotion trace graph for each jingle, as well as to generate the spider web graph with the distribution of emotions for each jingle. Thus, the present proposal has as a contribution with respect to other works of the state of the art the application of affective computing in the analysis of advertising jingles in the political context, as well as the automation of the process of analysis of emotions in multimedia audio contents. The
approach proposed in this article is intended to support content creators in the objective design of the emotions communicated in multimedia advertising content, in order to generate greater interest in the audience.

The article is organized as follows: Section 2 describes a set of related works that were taken into account for the development of the present research; Section 3 presents the materials and methods used for carrying out this research study; In Section 4, the results of the analysis performed on the advertising jingles of the candidates for mayor of Cartagena de Indias using the MUSEMAN tool, are presented; and finally, Section 5 reports the conclusions and future work derived from this research.

II. RELATED WORK

In previous work, the following proposals are found. In 2021, Sánchez-Barragán et al. [17] propose a music content recommendation system, which has as input the affective profile of the user determined from the sentiment analysis of the comments made through the social network Twitter. In 2020, Russo et al. [16] presented a system based on images of cochelegrams for the detection of affective musical content, first using Russell’s model in combination with a convolutional neural network to extract the relevant musical characteristics. In 2019, Chmulik et al. [12], evaluated different selected acoustic characteristics using Russell’s model (2-D emotional model). For comparison, they applied two-dimensional cepstrum (TDC), MIRToolbox (Matlab), Linear Prediction (LP) analysis, on a support vector regression (SVR) model. Also in 2019, Panwar et al. [18], studied the impact of emotions transmitted by music broadcast by radio channels, by mapping a function to transform music from radio channels into emotions. For the above, Thayer's plane of arousal and valence was used [19] and a linear regression model was applied to predict the values of music on the emotional plane. In addition, the mapping of emotions was performed at different times in various cities in the United States, obtaining a window for marketing with music and thus directing the different advertising messages in specific slots. In 2019, García et al. [20], an emotion analysis study based on data mining was carried out on the tweets generated in Mexico related to the 2017 earthquake. In addition to detection of the primary emotions, the study sought to identify the evolution of emotions over time and the patterns of propagation by comparing two datasets, one containing tweets with the word “earthquake” and the other that included a mention of the emergency mechanisms. The study was able to conclude that the sentiments most widely propagated independent of the dataset were anger and joy. In 2019, Chanchí and Córdoba [2], a study of emotions and sentiments was carried out on the speech of the signing of the peace agreement. The analysis was performed by extracting the emotions during the audio track, making use of the arousal and valence variables in each subsegment of the track. Sentiment analysis was performed by studying the text of the speech through the service provided on the ParallelDots platform. This study was able to determine concordance between the motionality of the audio track and the polarity of the text of the speech. In 2018, Mäntylä et al. [21], a review of the literature was carried out on 6996 Scopus papers on the subject of sentiment analysis, making use of data mining techniques. The study concluded that work carried out at the beginning of the 21st century was focused on studies of public opinion. However, the theme of sentiment analysis acquired a greater diffusion from 2004 with the evolution of the web and the content generated and published by users in this. According to the results of the study, sentiment analysis has currently been dispersed to different topics such as the analysis of opinions of products or services, analysis in social networks, reactions to disasters, voting intentions in elections, medicine, and engineering software. In 2013, Mosquera-Cabrera [22], an exploration of music as a phenomenon of psychological interest and its participation in the development of emotional experiences is carried out. Through the exploration of different sources, the authors make a description of works that integrate neuroscience, the study of higher psychological functions and musical stimuli to elucidate the mechanisms that allow defining the role of music in the manifestation of positive emotions. The work concludes that thanks to the benefits of music, it becomes a tool to support the human being in different settings, in which it seeks to positively influence personal, social, and intellectual development. In this sense, among the main benefits of music in human beings, the authors found: facilitating the expression of emotions, energizing the body and mind, relieving fears and anxieties, psychophysical relaxation, and decreased perception of pain.

From the review of previous works, it is possible to identify that at the level of affective computing, sentiment analysis techniques have been widely spread in the study of opinions made in contents belonging to social networks in different application contexts, being a challenge the application of affective computing in the analysis of multimedia advertising content. In this sense, within this article it was proposed as a contribution the application of affective computing techniques in the analysis of emotions on advertising multimedia content in the political context, taking advantage of the advantages provided by the acoustic variables of arousal and valence in the determination of emotions from Russell's two-dimensional model. Similarly, considering that the existence of automated tools for the analysis of emotions in multimedia content has not been evidenced, this article proposes an automated tool called MUSEMAN, which allows the segmentation and analysis of the audio tracks of advertising jingles to obtain the emotions transmitted in each multimedia content.

III. MATERIALS AND METHODS

This section presents the jingles considered for the present study, as well as the conceptualization about the musical recognition of emotions and the methodology used for the conduction of the developed study.

A. Jingles Considered

The present study was carried out considering the jingles published on social networks of the candidates who obtained the 6 highest votes in the elections of October 27, 2019; with William Dau, the winner, followed by William García, Yolanda Wong, Sergio Londoño, Fernando Araujo and Jesús Hernández. The jingles were obtained from YouTube and Facebook and transformed into audio and video formats using online encoding services. Table I shows the description of the...
videos from which the audio tracks considered for the present study were taken.

B. Music Emotion Recognition

Music emotions recognition (MER) uses several approaches: 1) The categorical one predicts an emotion using a classification with labels; 2) The dimensional approach establishes the emotions of a song, representing them on a dimensional plane with numerical values in X and Y [11], [19]; and 3) A dynamic process, to predict the emotion of each short segment of a song, thus obtaining the variation of musical emotion [23]. The steps followed to conduct a recognition of musical emotions may vary, depending on the classification process to be followed, but in general terms it can be summarized as follows [24]: 1) Speech acquisition the data is acquired and makes sure to have the corpus to use for the training datasets. 2) Noise removal - improving the quality of the data to be processed is vital for proper data processing, for this you can use filtering algorithms, spectral restoration and speech-structure based. 3) End point detection - the separation of non-speech sounds: recognition depends also on this separation being carried out; 4) Windowing - voice segments (word) are limited in a window, to help in the extraction of characteristics, for which the Mel frequency cepstral coefficient (MFCC) method is used; 5) Feature Extraction - the relevant characteristics for the prediction model to be built are selected, methods such as Hidden Markov Models and Vector Support Machines are used.

In the present work, the MUSEMAN tool was developed in the Java language, which allows the segmentation and extraction of the acoustic properties of arousal and valence associated with the segments of an audio track. These acoustic properties allow the classification of a certain audio segment within the circumflex model (Russell model) in such a way that the tool obtains the fluctuation of emotions throughout an audio track. Specifically, for the classification of emotions, the trigonometric angle θ formed with respect to the x-axis is obtained according to Equation 1 [14]. The angle θ obtained determines the quadrant and the emotion to which the analyzed audio segment belongs.

\[ \theta = \arctan \left( \frac{\text{arousal}}{\text{valence}} \right) \]  

(1)

The extraction of acoustic characteristics is carried out in the background by using the openEAR library [25], which comprises a set of tools with functionalities for the recognition of emotions, such as audio recording, feature extraction, classification, result evaluation and previously trained models. It is free software available under the GNU General Public License.

C. Experimental Methodology

To carry out this work, Iterative Research Pattern – IRP [26] were used, which has four phases as presented in Fig. 1. Next, Table II shows the decomposition of each phase into activities.

The different activities of the methodology are presented in Table II.

<table>
<thead>
<tr>
<th>Id</th>
<th>Jingle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Title: I’m with Dau - Let’s save Cartagena. Duration: 38 seconds Facebook ID: 926585794379373</td>
<td>Commercial for the candidate William Dau. Without background music, images allusive to the city with a voice in the background talking about corruption and inviting to vote for a new option.</td>
</tr>
<tr>
<td>2</td>
<td>Title: Commercial William García Tirado for mayor of Cartagena. Duration: 30 seconds Youtube ID: zXKFsvAvnIg</td>
<td>Commercial for the candidate William García Tirado. Song adapted for the candidacy with the images of the candidate walking with the people through the streets of Cartagena.</td>
</tr>
<tr>
<td>3</td>
<td>Title: Yolanda Wong – The strength of our young people. Duration: 57 seconds Youtube ID: eTHQJYs2Qw</td>
<td>Commercial for the candidate Yolanda Wong. Song adapted for the candidacy and choreography of young people in the historic center.</td>
</tr>
<tr>
<td>4</td>
<td>Title: Sergio Londoño – Gone are the days of getting it wrong. Duration: 59 seconds Youtube ID: NNalpG-R60A</td>
<td>Commercial for the candidate Sergio Londoño. Without background music, the candidate appears speaking about corruption in the city, about his government plans and inviting citizens to vote.</td>
</tr>
<tr>
<td>5</td>
<td>Title: Fernando Araujo - I will be the first person to police Cartagena. Duration: 20 seconds Youtube ID: CXhW6sKe7cU</td>
<td>Commercial for the candidate Fernando Araujo. Without background music, the candidate appears walking through the streets of Cartagena talking about his proposals.</td>
</tr>
<tr>
<td>6</td>
<td>Title: Jesús Hernández Amín. Duration: 38 seconds. Youtube ID: hxidFmMPD-I</td>
<td>Commercial for the candidate Jesús Hernández Amín. Without background music, the candidate appears reflecting on the problems of Cartagena with images alluding to them.</td>
</tr>
</tbody>
</table>
TABLE II. RESULTS OF DOMINANT POLARITIES

<table>
<thead>
<tr>
<th>Phases</th>
<th>Activities description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1 - Observe</td>
<td>Activity 1.1: Review of the state of the art on Music Emotion Recognition</td>
</tr>
<tr>
<td></td>
<td>Activity 1.2: Definition of the model of emotions, an adaptation of Russell’s model of emotions was defined, which is based on five emotions: happiness, excitement, sadness, anger and relaxation, taking into account the proposal presented in [15].</td>
</tr>
<tr>
<td>Phase 2 - Identify</td>
<td>Activity 2.1: Characterization of the improvements to be made to the adapted and improved from tool [27].</td>
</tr>
<tr>
<td></td>
<td>Activity 2.2: Definition of the architecture of the MUSEMAN tool.</td>
</tr>
<tr>
<td>Phase 3 - Develop</td>
<td>Activity 3.1: Design and development of the tool, based on the model defined, the MUSEMAN tool was designed and implemented in the Java language, which allows dividing an audio track into segments and obtaining, through the acoustic properties, the emotion associated with each audio segment.</td>
</tr>
<tr>
<td></td>
<td>Activity 3.2: Design and execution of unit and integration tests of the implemented features.</td>
</tr>
<tr>
<td>Phase 4 - Test</td>
<td>Activity 4.1: A study of the emotionality of the advertising jingles, emotional analysis was carried out on each of the audio tracks of the chosen advertising jingles, using the MUSEMAN tool.</td>
</tr>
<tr>
<td></td>
<td>Activity 4.2: Analysis of results, the analysis and discussion of the results is carried out, obtaining the main conclusions using the MUSEMAN tool.</td>
</tr>
</tbody>
</table>

IV. RESULTS

This section presents the software architecture of the MUSEMAN tool and the results of the emotion analysis on the selected advertising jingles using the proposed tool.

A. MUSEMAN Software Tool

This section describes the software architecture of the tool for the classification of emotions from analysis of the acoustic properties of arousal and valence, adapted and improved from [27]. In addition, the definitive interfaces of the MUSEMAN tool are presented. Fig. 2 outlines the functional architecture of the MUSEMAN tool, which was developed in the Java language and has three functional layers: View, Analysis and Storage.

In the view layer is the graphical interface of the tool, where the audio file to be analyzed is loaded, which can be in .mp3 or .wav format. Once the file has been loaded, the emotionality analysis begins from the analysis layer, in which the file is segmented into 5-second fragments with the help of the FFmpeg library, in such a way that temporary files are generated audio on the storage layer. As the audio fragments are generated, the acoustic properties of arousal and valence are obtained, making use of the openEAL library. With the acoustic properties of arousal and valence obtained, it is possible to classify each fragment within the circumflex model or Russell model, from obtaining the trigonometric angle formed by these two variables. In this work the model of emotions proposed in [14] was used, which has five emotions: happy, excited, angry, sad and relaxed, each of which have a coverage range of 72. As emotions are calculated, they are presented in the view layer and kept in the storage layer in a vector (time stamp and emotion), in such a way that the vector will have as many emotions as fragments are obtained from the loaded audio track. When the analysis process on the audio track has finished, it is possible to generate from the view layer a report with the results of the analysis in a .csv file, consulting the emotions and the time stamps in the emotions vector. Additionally, when the report is generated, two types of graphs are also obtained: one that shows the fluctuation of emotions and their distribution along the track analyzed. These graphs were generated with the help of the Java JFreeChart library.

Fig. 3 presents the graphical interface of the MUSEMAN tool, which was developed in the Java language (using the swing library components) and has three tabs: “Emotions Analysis”, “Emotions Trace” and “Emotions Distribution”. Fig. 2. Architecture of the MUSEMAN Software Tool. Fig. 3. Main Interface of the MUSEMAN Software Tool.
From Fig. 3, in the “Emotions Analysis” tab, the audio file is loaded using the “Load audio” button, then when pressing the “Process” button, the segmentation of the audio track starts (FFmpeg library), to obtain the variables arousal and valence (openEAR library), and calculate the emotion associated with each fragment. In the text area on the left, in Fig. 3, the value of the variables arousal and valence is displayed in real time, as well as the emotion of each 5-second segment throughout the audio track. When the analysis process is complete, the percentages for each emotion and the dominant emotion on the audio track are displayed in the text area on the right. Also in Fig. 3, it can be seen that, for the case of the loaded audio file, it is obtained that the "excited" emotion is the one with the highest percentage in the audio track with a value of 50%. In Fig. 3, the “Generate Report” button can be seen, with which a .csv file is obtained with the time stamp of each segment and the emotion corresponding to them. Once the report has been generated, in the tab "Trace Emotions" a graph is obtained that shows the fluctuation of emotions along the audio track, as can be seen in Fig. 4. This graph is made by using from the JFreeChart library.

In Fig. 4, the fluctuation of emotions in the course of the loaded audio track in Fig. 3 is shown, where it can be seen that the track fluctuates mostly between excited (2) and angry (3) emotions, with a shift towards happy emotion (1).

In Fig. 5 the “Emotions Distribution” tab of the MUSEMAN tool is shown, where a radial graph shows the distribution of emotions in the audio track, that is, the number of times an emotion is present in the audio. Thus, for example, it is observed that for the track loaded in Fig. 3, there are six instances corresponding to the excited emotion, five instances for the angry emotion and one instance associated with the happy emotion.

Finally, it is appropriate to specify that the tool requires the use of the FFmpeg and openEAR libraries in the background. It was therefore necessary to deploy the tool on the Linux operating system, in its Lubuntu distribution.

**B. Emotions Analysis Carried Out on Advertising Jingles**

From the previously constructed tool presented, the analysis of the emotions on the audio associated with the advertising jingles of the candidates for mayor of Cartagena de Indias for the period 2020-2023 was carried out. From the audios associated with the videos presented in Table I and using the MUSEMAN tool, the graph of the fluctuation of emotions of the jingles of the candidates was obtained. In Fig. 6, it can be seen that the horizontal axis (x) shows the duration in seconds of the track, while the vertical axis (y) shows the emotions identified at a certain moment of the track: 1 happy, 2 excited, 3 angry, 4 sad, and 5 relaxed.

In Fig. 6, it can be seen that the horizontal axis (x) shows the duration in seconds of the track, while the vertical axis (y) shows the emotions identified at a certain moment of the track: 1 happy, 2 excited, 3 angry, 4 sad, and 5 relaxed. In Fig. 6 it can be seen that the jingles associated with:

- Candidates Araujo, García and Wong remain or broadcast their entire duration in an excited state (2).
- Candidate Dau spends half the time in the excited state (2) and alternates the rest of the time between happy (1), sad (4) and relaxed (5) emotions.
- Candidate Londoño is associated with the angry emotion (3) most of the time with two fluctuations towards the excited (2) and sad (4) states.
- Candidate Hernández remains most of the time in the sad state (4), with a fluctuation towards the relaxed state (5).
The above results can be seen more clearly in Table III, which shows the way in which emotions are distributed as a percentage in each audio track.

Additionally, in Table III, it can be seen that the track of:

- **Candidate Dau’s** dominant emotion is the excited state (50%) with fluctuations towards happy, relaxed and sad states, taking into account that in a large part of the track there is an emphasis on some acts of corruption in the city, ending with an invitation to vote for the candidate.

TABLE III. RESULTS OF DOMINANT POLARITIES

<table>
<thead>
<tr>
<th>Track</th>
<th>Percentage of distribution of emotions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Dau</td>
<td>%Happy = 12.5, %Excited = 50, %Angry = 0, %Sad = 25, %Relaxed = 12.5</td>
</tr>
<tr>
<td>2 – García</td>
<td>%Happy = 0, %Excited = 100, %Angry = 0, %Sad = 0, %Relaxed = 0</td>
</tr>
<tr>
<td>3 – Wong</td>
<td>%Happy = 0, %Excited = 100, %Angry = 0, %Sad = 0, %Relaxed = 0</td>
</tr>
<tr>
<td>4 - Londoño</td>
<td>%Happy = 0, %Excited = 8.33, %Angry = 75, %Sad = 16.66, %Relaxed = 0</td>
</tr>
<tr>
<td>5 – Araujo</td>
<td>%Happy = 0, %Excited = 100, %Angry = 0, %Sad = 0, %Relaxed = 0</td>
</tr>
<tr>
<td>6 - Hernández</td>
<td>%Happy = 0, %Excited = 0, %Angry = 0, %Sad = 87.5, %Relaxed = 12.5</td>
</tr>
</tbody>
</table>

- For candidates García and Wong, the dominant emotion is associated with the excited or euphoric state (100%). This reflects that throughout the track the message is transmitted by the lyrics of a song with a high arousal level.

- For candidate Londoño, the dominant emotion is that of the angry state (75%) with fluctuations towards the excited and sad states. The above highlights that for most of the track the candidate denounces the acts of corruption of past administrations, ending with an invitation to vote for his proposals.

- Candidate Araujo has the excited state (100%) as the dominant emotion, explaining the fact that the candidate throughout the jingle is accompanied by people talking in a euphoric way about their proposals for change.

- Candidate Hernández’s dominant emotion is the sad state (87.5%) with a fluctuation towards the relaxed state, which is explained by the fact that for most of the track the candidate reflects on the situation of the city with a slow tone of voice and ending with the invitation to vote for his proposals.

V. DISCUSSION OF THE RESULTS

In this article we presented as a contribution the application of affective computing techniques in the emotional analysis of advertising jingles in the political context, taking advantage of the benefits of multimedia content and specifically audio and music to communicate emotions. In this sense, the acoustic properties of arousal and valence were used to determine the emotion associated with an audio fragment belonging to a jingle in Russell's two-dimensional model [11], [15]. Thus, the approach proposed in this work provides an objective contribution to the creators of advertising content for the design of the emotions to be communicated in an advertising jingle, enriching the traditional methods of content creation.

For the development of the proposal presented in this article, an automated tool was built for the analysis of emotions in advertising jingles called MUSEMAN, which allows the fragmentation of the audio of a jingle in segments of 5 seconds, to each of which the variable arousal and valence are determined, so that the tool allows to obtain statistically the percentage distribution of emotions in the jingle and graphically the variation of emotions over time. It is worth mentioning that in order to obtain the acoustic properties of each of the audio fragments; the proposed tool makes use of the openEar library in the background. Thus, with respect to other state-of-the-art proposals, including the openEar library itself, the MUSEMAN tool automates the process of analysis of advertising jingles, having as an added value the segmentation processes, as well as the statistical and graphic analysis of the emotions present in the analyzed jingle, which allows supporting content creators in the design of the emotions to be communicated in an advertising jingle.

One of the limitations of this study is that it focuses on the emotional analysis of advertising jingles in the political context from the analysis of acoustic variables, so that this study can be complemented in the future by analyzing the text...
corresponding to the message expressed in the audio, for example by using sentiment analysis techniques, in order to determine the level of polarity of the message. Thus, a possible challenge in the analysis of emotions in advertising jingles could be the use of fuzzy logic based systems that receive as input the polarity values of the text and the emotionality of the audio to determine as output an enriched emotionality level for the analyzed jingle.

VI. CONCLUSION

In this work, an analysis of emotions was carried out on the advertising jingles of the candidates for mayor of Cartagena de Indias for the period 2020-2023. The study was carried out from the analysis of the audios associated with each of the jingles, by determining the musical properties of arousal and valence at different moments of the audio track, in such a way that from these properties it was possible to establish an emotion in the plane of the circumflex, or Russell, model. This study intends to serve as a reference regarding the application of affective computing in the design of the messages and emotions transmitted in advertising jingles.

The approach proposed in this work represents a contribution to the state of the art regarding the application of affective computing in the analysis of commercial advertising jingles and in the political context, taking advantage of the benefits provided by the acoustic properties of arousal and valence, in terms of determining the emotions of an audio fragment according to Russell’s model. In this sense, the study developed in this article was supported by a tool called MUSEMAN, which allows the automation of the process of analysis of emotions in acoustic multimedia content, through the segmentation of the advertising jingle analyzed in a set of fragments to each of which the associated emotion is determined from the acoustic properties of arousal and valence, in order to obtain the trace of emotions that make up the jingle. Thus, the tools and libraries considered in the proposed tool can serve as a reference for the extrapolation of this research in the analysis of multimedia content in other application areas.

The analysis of emotions from the study of musical properties such as arousal and valence corresponds to a non-subjective technique, since it depends on acoustic characteristics such as time, intensity, volume, rhythm, etc. This makes this method useful both for studying the design of the messages transmitted in advertising jingles and for analyzing the perception or level of user satisfaction.

The MUSEMAN tool proved to be adequate in terms of the analysis of the emotions present in an audio track, since it allows to carry out the segmentation processes, obtaining the arousal and valence properties, calculating the emotions associated with each segment, generating reports and display of follow-up and distribution graphs. In this sense, the MUSEMAN tool takes advantage of the advantages provided by the FFmpeg and openEAR libraries, acting in the background on the Linux operating system.

The study carried out showed that the candidates used different communication strategies in their advertising messages. On the one hand, three candidates transmitted the emotion of euphoria in their messages through the use of adapted songs (García and Wong) and through the socialization of the proposals in the streets of Cartagena (Araujo). On the other hand, the three remaining candidates recounted stories with a reflection on the problems of corruption and the problem of inequality in the city, relying on emotions such as anger and sadness.

As a future work derived from the present research, we intend to complement and contrast the results obtained by applying sentiment and text analysis techniques to the messages included in the advertising jingles.
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Highlights

- Collection of several types of speech recordings of the vowels /a/, /e/, /i/, /o/ and /u/.
- The decomposition of each voice signal by DWT using the different types of wavelets.
- Extraction of the delta delta MFCC from all voice samples.
- Classification using decision tree classifier along with holdout scheme

Graphical Abstract:

Abstract—To diagnose Parkinson's disease (PD), it is necessary to monitor the progression of symptoms. Unfortunately, diagnosis is often confirmed years after the onset of the disease. Communication problems are often the first symptoms that appear earlier in people with Parkinson’s disease. In this study, we focus on the signal of speech to discriminate between people with and without PD, for this, we used a Spanish database that contains 50 records of which 28 are patients with Parkinson's disease and 22 are healthy people, these records contain five types of supported vowels (/a/, /e/, /i/, /o/ and /u/), The proposed treatment is based on the decomposition of each sample using Discrete Wavelet Transform (DWT) by testing several kinds of wavelets, then extracting the delta delta Mel Frequency Cepstral Coefficients (delta delta MFCC) from the decomposed signals, finally we apply the decision tree as a classifier, the purpose of this process is to determine which is the appropriate wavelet analyzer for each type of vowel to diagnose Parkinson’s disease.

Keywords—Parkinson’s disease; discrete wavelet transform; delta delta MFCC; decision tree classifier

I. INTRODUCTION

Parkinson's disease is a severe health problem. According to the American Parkinson's Disease Association (APDA) \cite{1}, more than 10 million people worldwide are affected by Parkinson's disease. Due to the loss of certain groups of brain cells that produce neurotransmitters, including dopamine, causes symptoms such as impaired speech, movement, and sleep, as well as panic and anxiety attacks.

Speech disorders include reduced speech intensity, fluctuating fundamental frequency, and irregular speech articulation which are signs that appear early in people with Parkinson's disease, allowing many studies to use the speech signal for the identification of Parkinson's disease \cite{2-5}.

However, the speech signal is one of the most complex signals to characterize, which makes it difficult to develop a system to understand different diseases such as Parkinson's disease \cite{6-8}, Alzheimer's disease \cite{9-11}, and COVID 19 \cite{12-15}, etc. This complexity of the speech signal comes from a combination of several factors, the redundancy of the acoustic signal, the high inter-and intra-speaker variability, the effects
of coarticulation in continuous speech, and the recording conditions. To overcome these difficulties, many methods and mathematical models have been developed, including neural networks [16, 17], Support Vector Machines (SVM) [18, 19], stochastic Markov models, and in particular Hidden Markov Models (HMM) [20, 21].

These methods and models work from information extracted from the speech signal considered relevant. This extraction is performed by an acoustic analysis which leads to gathering this information under the term of the vector of acoustic parameters whose dimension and nature are determinant to reach good performances of the knowledge system of Parkinson's disease which is of interest to us in this article. The different types of acoustic parameters commonly cited in the literature are the coefficients: LPC [22], LPCC [23], LFCC [24], PLP [23], MFCC [6, 23], etc. Generally, the MFCC coefficients are the most used acoustic parameters in speech feature extraction [25-27].

However, for these systems of recognition of Parkinson's disease, research work has studied the improvement of the performance of this system by combining the MFCC coefficients with other types of acoustic parameters such as LPCC [28], PLP [28], energy [29], wavelets [29-31] and Empirical Mode Decomposition (EMD) [32].

In this study, far from static coefficients, for correct detection of Parkinson's disease through voice our contribution consists in proposing a new method of selection of relevant acoustic parameters based on the use of dynamic delta delta MFCC coefficients combined with wavelets, these differential coefficients referred as dynamic parameters provide useful information on the temporal trajectory of the speech signal. This information extracted by discrete wavelet transform and delta delta MFCC will be used in the classification block using a decision tree classifier. To evaluate the performance of this model we applied it to a database of five vowels (/a/, /e/, /i/, /o/, /u/), each vowel includes 28 people with Parkinson's disease and 22 are healthy people.

The structure of the rest of the article is as follows: section II concerns a definition of the methods used, section III presents a description of the process used and the results obtained, and finally the conclusion in section IV.

II. METHOD

A. Feature Extraction

For feature extraction, we are interested in the joint use of DWT and the second derivative of the MFCC (delta delta MFCC). This step allows extracting features that will be used by the decision tree classifier.

1) Discrete wavelet transform: For the discrete wavelet transform, it is the discrete version of the Continuous Wavelet Transform (CWT) that used Mallat's algorithm, it is based on the principle of multi-resolution that allows the separation of details and approximations of signals by using a pair of filters H and G that constitute respectively a low-pass filter and a high-pass filter.

With the high-pass filters, we obtain the coefficients of the discrete wavelet decomposition (the details), and with the low-pass filters, we obtain the approximation coefficients. This operation is applied again to the approximation, generating another detail and a new approximation as shown in Figure 1. There are several types of wavelets, in our case; we used the wavelets presented in the table I:

<table>
<thead>
<tr>
<th>Wavelet families</th>
<th>Wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daubechies</td>
<td>db1, db2, and db3</td>
</tr>
<tr>
<td>Coiflets</td>
<td>coif1, coif2, and coif3</td>
</tr>
<tr>
<td>Symlets</td>
<td>sym1, sym2, and sym3</td>
</tr>
<tr>
<td>Discrete Meyer</td>
<td>dmey</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal</th>
<th>H</th>
<th>G</th>
</tr>
</thead>
</table>

Fig. 1. Representation of the Mallat Algorithm for the Implementation of the DWT Decomposition, H is a Low Pass Filter and G is a High Pass Filter.
Usually, MFCC coefficients are referred to as static parameters, since they contain only the information about a given frame. To improve the frame representation, it is often proposed to introduce new parameters into the parameter vector. The reference [33] proposed the use of dynamic parameters that present cepstral transition information in the speech signal. In particular, it proposed second-order differential coefficients, also called delta delta coefficients, derived from cepstral coefficients. Let \( d_t \) be the first-order differential coefficient (delta MFCC) of frame \( t \), then the corresponding second-order differential coefficient (delta delta MFCC) \( dd_t \) is calculated by the following formula:

\[
\text{dd}_t = \frac{\sum_{n=1}^{N} n (d_{t+n} - d_{t-n})}{2 \sum_{n=1}^{N} n^2}
\]

(1)

The coefficients delta delta MFCC, also called acceleration coefficients are obtained using the second derivative of static Mel Frequency Cepstral Coefficients (MFCC), the latter is a representation defined as the discrete cosine transform of the logarithm of the spectrum of the energy of the speech segment. The spectral energy is calculated by applying a bank of evenly spaced filters on a modified frequency scale, called the Mel scale. The Mel scale redistributes the frequencies in a non-linear scale that simulates human perception of sounds. Figure 2 illustrates the steps involved in obtaining the delta delta MFCC coefficients. Based on the results obtained in [26], we use only the first 12 delta delta MFCC coefficients.

B. Feature Classification

1) The decision tree classifier: A decision tree is one of the most popular techniques in machine learning. Indeed, decision tree learning is part of supervised learning, it is generally a classifier presented in the form of a tree structure [34].

A decision tree consists of a set of rules allowing a segment of a data set into homogeneous groups. Each rule associates the conjunction of tests with the descriptive variables. The first vertex is called the root of the tree, the following variables, which correspond to non-terminal nodes, are segmentation variables; each branch corresponds to a modality of the variable considered at this level of the tree. This process is repeated on each node of the tree, the nodes that are not pure are segmented until pure leaves are obtained.

Here we try to classify a population of individuals containing healthy people and people with Parkinson's disease pronounce these five vowels (/a/, /e/, /i/, /o/, /u/) into two classes with respect to a label \( \{1\) (healthy), \( 0\) (sick)\} from the recordings. The decision tree-learning algorithm is described below:

<table>
<thead>
<tr>
<th>Algorithm 1: Decision tree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong> a sample ( \Omega ) of ( m ) labeled records</td>
</tr>
<tr>
<td><strong>Initialization:</strong> empty tree; current node: root; current sample: ( \Omega )</td>
</tr>
<tr>
<td>- Repeat</td>
</tr>
<tr>
<td>- Decide whether the current node is terminal</td>
</tr>
<tr>
<td>- If the current node is terminal then</td>
</tr>
<tr>
<td>- Label the current node with a leaf</td>
</tr>
<tr>
<td>- Otherwise</td>
</tr>
<tr>
<td>- Select a test and create the subtree</td>
</tr>
<tr>
<td>- End if</td>
</tr>
<tr>
<td>- Current node: a node not yet studied</td>
</tr>
<tr>
<td>- Current sample: sample reaching the current node</td>
</tr>
<tr>
<td>- Until a decision tree is produced</td>
</tr>
<tr>
<td><strong>Output:</strong> decision tree</td>
</tr>
</tbody>
</table>

2) Holdout method: All classification results are obtained using the "holdout" method. This method is a commonly used practice for evaluating machine-learning models. It works by first dividing the data randomly into two parts; one of larger size is used for training and the other part is reserved for error rate estimation. Another version of this method, called "data shuffle", consists in repeating \( L \) times the random division of the data into two parts; one for training and the other for testing, and then calculating the average of the \( L \) estimates of the error rates evaluated on the test data parts. The advantage of this method is that all data are used for both training and testing. The holdout is a simple method to understand and generally results in a less biased model estimate than other methods.

To assess classifier performance, the following parameters are used:

\[
\text{Accuracy} = \frac{\text{TN} + \text{TP}}{\text{TN} + \text{TP} + \text{FP} + \text{FN}} \tag{2}
\]

\[
\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \tag{3}
\]

\[
\text{Specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}} \tag{4}
\]

Where TP: true positive; TN: true negative; FP: false positive; FN: false negative.

III. METHODOLOGY AND RESULT

We have implemented our algorithm in Matlab version R2019a. The tests were performed on a PC with the following configuration:
This study takes into account two subgroups of this group: the Healthy Control (HC) group with 22 speakers and the Parkinson's disease (PD) group with 28 speakers. All utterers included in this Italian corpus were registered in Bari (Puglia region), Italy. Each recording session took place in a controlled environment, taking into account factors such as room temperature, distance from the microphone, time of day, and having a conversation with the subject to warm up their vocal muscles. The sampling frequency was 16 kHz; more information is available in [35]. Table II includes the demographic information of the corpus.

### Table II. Age Demographic Data from the Italian Corpus, Arranged by Gender and Class

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>9</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>Age range</td>
<td>40-80</td>
<td>60-72</td>
<td>100</td>
</tr>
</tbody>
</table>

The objective of this part of Parkinson's disease detection is to design and experiment with a system based on extensive use of wavelet types combined with acceleration coefficients (delta delta MFCC) as features and the decision tree as a classifier, as illustrated in Figure 3.

For the feature selection and extraction domain, which is an important step in the recognition process of Parkinson's disease, we consider the use of the wavelet transform, which is a time and frequency analysis tool that allows obtaining variable temporal and frequency resolutions.

A comparative study between the extracted features based on delta delta MFCCs is performed to visualize the distinctive behavior of the subject with Parkinson's disease and the healthy subject for the five vowels. Figures 4-8 show the 12 delta delta MFCC coefficients as extracted features for a healthy person and a person with Parkinson's disease. The feature patterns are obtained from 50 speech samples for each vowel (/a/, /e/, /i/, /o/, /u/) from people with Parkinson's and healthy people. Almost all speech signals follow the same pattern. Figure 4 clearly distinguishes the variation in the speech pattern of a healthy person and a person with Parkinson's disease for the vowel /a/ based on the wavelet of discrete Meyer at scale 5. The latter is the one that gave us a better Accuracy. Figures 5, 6, 7, and 8 present the delta delta MFCC coefficients respectively for the vowels /e/, /i/, /o/, and /u/. We based our analysis on these wavelets with these scales respectively discrete Meyer at scale 5, Coiflets level 3 at scale 6, discrete Meyer at scale 7 and discrete Meyer at scale 6 because it is those that gave us a better accuracy.

Our model for the diagnosis of Parkinson's disease will be applied to a corpus containing 28 subjects with Parkinson's disease and 22 healthy subjects for each vowel (/a/, /e/, /i/, /o/, /u/). It is based firstly on the decomposition of the signal into two sub-bands of approximate frequency and details by the use of a wide range of wavelets (Debauchies, Coiflets, Symlets, and Discrete Meyer) on the first seven scales.

Susceptible to better characterize our system, extracting the first 12 coefficients delta delta MFCC that are parameters widely used to encode the dynamic information of cepstral parameters. This extraction is only performed on the low-frequency band (approximation) for each type of wavelet and from the first scale up to the seventh scale.

The main objective of the feature selection step is its direct contribution to the performance of the overall system this step allowed us to extract the features that will be then used by the decision tree classifier with the cross-validation method “holdout” that serves to decompose the base of each vowel (/a/, /e/, /i/, /o/, /u/) into 80% as a learning base and the whole base as a test base.
important results that are displayed in Tables III, IV, V, VI, and VII a notable variation is observed between the healthy speech signal and that of Parkinson's disease. Thus, the proposed feature-based on delta delta MFCC can be a good marker for the prediction of Parkinson's disease.

The following tables show the different results obtained for the five vowels according to accuracy, specificity, and sensitivity.

For the vowel /a/, the results obtained in Table III show that the wavelet by using discrete Meyer at scale 5 offers better modeling for the classification of healthy people and people with Parkinson's disease with high accuracy of 97.5%. While for the vowel /e/, Table IV is still with the same wavelet, and on the same scale of 5, the best accuracy of 92.5% is achieved.

In contrast to the experiment for the vowel /i/, in Table V we register a slight performance low of the accuracy of 87.5% by using the wavelet of Coiflets level 3 at scale 6 and discrete Meyer at scale 7.

For the vowel /o/, according to the results shown in Table VI, we find that the wavelet of discrete Meyer at scale 7 gives accuracy up to 92.5% for the discrimination between healthy patients and patients with Parkinson's disease. For the vowel /u/, Table VII shows an important result with an accuracy of 90% by using the wavelet of discrete Meyer at scale 6.
### TABLE III. ACCURACY, SPECIFICITY, AND SENSITIVITY FOR THE VOWEL /a/ USING THE DECISION TREE CLASSIFIER

<table>
<thead>
<tr>
<th>Scale wavelet</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6 7</td>
<td>1 2 3 4 5 6 7</td>
<td>1 2 3 4 5 6 7</td>
</tr>
<tr>
<td><strong>Db1</strong></td>
<td>67 5 67 5 62 5 77 5 85 80</td>
<td>67 9 32 1 53 6 82 1 71 4 63 6 50</td>
<td>4.5 72 7 45 5 63 6 63 6 75 82 1</td>
</tr>
<tr>
<td><strong>Db2</strong></td>
<td>65 7 67 5 70 90</td>
<td>31 8 31 8 68 2 25</td>
<td>72 7 72 7 45 5 68 9 45 5 39 3 77 3 67 9 60 7 75</td>
</tr>
<tr>
<td><strong>Db3</strong></td>
<td>67 5 65 70 90</td>
<td>72 7 40 9 63 6 45 5 81 8 68 2 59 1</td>
<td>32 1 32 1 53 6 78 6 35 7 71 4 64 3</td>
</tr>
<tr>
<td><strong>Cof1</strong></td>
<td>70 65 75 90</td>
<td>89 3 77 5 50 9 1 40 9 36 4 72 7 68 2 75</td>
<td>50 89 3 82 1 82 1 78 6 78 6 50</td>
</tr>
<tr>
<td><strong>Cof2</strong></td>
<td>65 65 77 5 95</td>
<td>87 5 90</td>
<td>68 2 68 2 63 6 13 6 59 1 72 7 36 4</td>
</tr>
<tr>
<td><strong>Cof3</strong></td>
<td>70 65 70 95</td>
<td>85 80</td>
<td>45 5 68 2 59 1 40 9 63 6 68 2 72 7</td>
</tr>
<tr>
<td><strong>Sym1</strong></td>
<td>67 5 67 5 65 77 5 90</td>
<td>77 5 72 5</td>
<td>45 5 45 5 63 6 4.5 36 4 36 4 68 3</td>
</tr>
<tr>
<td><strong>Sym2</strong></td>
<td>67 5 67 5 70 77 5 90</td>
<td>87 5 70</td>
<td>59 1 72 7 36 4 50 68 2 77 3 68</td>
</tr>
<tr>
<td><strong>Sym3</strong></td>
<td>67 5 65 70 80 90</td>
<td>40 9 72 7 59 1 13 6 63 6 68 2 77 3</td>
<td>67 9 39 3 60 7 85 7 85 5 50 28 6</td>
</tr>
<tr>
<td><strong>dmey</strong></td>
<td>65 65 67 5 82 5 97 5 82 5 95</td>
<td>27 3 54 5 36 4 54 5</td>
<td>54 5 68 2 59 1 71 4 50 75 82 1 96 4 71 4 89 3</td>
</tr>
</tbody>
</table>

### TABLE IV. ACCURACY, SPECIFICITY, AND SENSITIVITY FOR THE VOWEL /b/ USING THE DECISION TREE CLASSIFIER

<table>
<thead>
<tr>
<th>Scale wavelet</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6 7</td>
<td>1 2 3 4 5 6 7</td>
<td>1 2 3 4 5 6 7</td>
</tr>
<tr>
<td><strong>Db1</strong></td>
<td>65 62 5 62 5 62 5 87 80</td>
<td>65 77 5 18 2 72 7 59 1 77 3 68 2 77 3 68 2</td>
<td>75 35 7 35 7 42 9 67 9 64 3</td>
</tr>
<tr>
<td><strong>Db2</strong></td>
<td>62 5 60 60 60 85 80</td>
<td>67 5 45 5 72 7 50</td>
<td>54 5 81 8 81 8 77 7 77 2 63 6 9 75</td>
</tr>
<tr>
<td><strong>Db3</strong></td>
<td>62 5 57 5 65 62 5 82 5 80 70</td>
<td>65 9 1 4.5 50</td>
<td>18 2 72 7 77 3 77 3</td>
</tr>
<tr>
<td><strong>Cof1</strong></td>
<td>65 60 57 5 65 62 5 85 80 70</td>
<td>13 6 50</td>
<td>13 6 81 8 77 3 77 3</td>
</tr>
<tr>
<td><strong>Cof2</strong></td>
<td>62 5 60 60 62 5 77 5 77 7 70</td>
<td>40 9 72 7 40 9</td>
<td>28 6 72 7 63 6 45 5</td>
</tr>
<tr>
<td><strong>Cof3</strong></td>
<td>65 62 5 62 5 62 5 82 5 82 5</td>
<td>77 5 77 5 54 5 72 7</td>
<td>31 8 68 2 81 8 77 3</td>
</tr>
<tr>
<td><strong>Sym1</strong></td>
<td>65 60 60 60 67 5 87 5 80 70</td>
<td>77 5 9 1</td>
<td>40 9 27 3 72 7 45 5</td>
</tr>
<tr>
<td><strong>Sym2</strong></td>
<td>62 5 57 5 67 5 62 5 82 5 80 67 5 54 5 72 7 50</td>
<td>40 9 72 7 59 1 68 2 77 3 63 6 68 2</td>
<td>67 9 35 7 46 4 32 1 42 9 46 4 64 3</td>
</tr>
<tr>
<td><strong>Sym3</strong></td>
<td>65 57 5 65 62 5 80 80 70</td>
<td>40 9 72 7 59 1 68 2 77 3</td>
<td>67 9 35 7 46 4 32 1 42 9 46 4 64 3</td>
</tr>
<tr>
<td><strong>dmey</strong></td>
<td>70 70 62 5 60 92 5 82 5 80</td>
<td>45 5 45 5 68 2</td>
<td>54 5 72 7 36 4 68 2</td>
</tr>
</tbody>
</table>
### TABLE V. ACCURACY, SPECIFICITY, AND SENSITIVITY FOR THE VOWEL /i/ USING THE DECISION TREE CLASSIFIER

<table>
<thead>
<tr>
<th>Scale wavelet</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Db1</td>
<td>77.5</td>
<td>75</td>
<td>65</td>
</tr>
<tr>
<td>Db2</td>
<td>77.5</td>
<td>75</td>
<td>65</td>
</tr>
<tr>
<td>Db3</td>
<td>77.5</td>
<td>75</td>
<td>62.1</td>
</tr>
<tr>
<td>Coif1</td>
<td>75</td>
<td>67.5</td>
<td>70</td>
</tr>
<tr>
<td>Coif2</td>
<td>80</td>
<td>75</td>
<td>67.5</td>
</tr>
<tr>
<td>Coif3</td>
<td>77.5</td>
<td>75</td>
<td>67.5</td>
</tr>
<tr>
<td>Sym1</td>
<td>77.5</td>
<td>75</td>
<td>65</td>
</tr>
<tr>
<td>Sym2</td>
<td>77.5</td>
<td>75</td>
<td>65</td>
</tr>
<tr>
<td>Sym3</td>
<td>77.5</td>
<td>75</td>
<td>62.5</td>
</tr>
<tr>
<td>dney</td>
<td>81.3</td>
<td>75</td>
<td>67.5</td>
</tr>
</tbody>
</table>

### TABLE VI. ACCURACY, SPECIFICITY, AND SENSITIVITY FOR THE VOWEL /o/ USING THE DECISION TREE CLASSIFIER

<table>
<thead>
<tr>
<th>Scale wavelet</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Db1</td>
<td>82.5</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>Db2</td>
<td>80</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>Db3</td>
<td>80</td>
<td>72.5</td>
<td>70</td>
</tr>
<tr>
<td>Coif1</td>
<td>77.5</td>
<td>72.5</td>
<td>70</td>
</tr>
<tr>
<td>Coif2</td>
<td>72.5</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Coif3</td>
<td>75</td>
<td>90</td>
<td>72.5</td>
</tr>
<tr>
<td>Sym1</td>
<td>84</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>Sym2</td>
<td>80</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>Sym3</td>
<td>77.5</td>
<td>80</td>
<td>70</td>
</tr>
<tr>
<td>dney</td>
<td>72.5</td>
<td>72.5</td>
<td>70</td>
</tr>
</tbody>
</table>
The parameters are obtained, etc. The performances are difficult to compare because they vary according to several elements such as the type of data, the choice of the learning models, the way the parameters are obtained, etc. In this section, we will compare our results with those of some works.

In Table VIII we have listed, but not exhaustively, the different works on Parkinson's disease recognition systems. The performances are difficult to compare because they vary according to several elements such as the type of data, the choice of the learning models, the way the parameters are obtained, etc. In this section, we will compare our results with those of some works.

<table>
<thead>
<tr>
<th>Study</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zayrit et al [29]</td>
<td>DWT-genetic algorithm and SVM</td>
<td>91.18 (k-fold cross-validation)</td>
</tr>
<tr>
<td>Benba et al [26]</td>
<td>MFCC-MLP kernel of SVM</td>
<td>82.50 (LOSO)</td>
</tr>
</tbody>
</table>
| Sakar et al [36]    | KNN+SVM                       | 55.00 (LOSO on training database)  
|                     |                               | 68.45 (LOSO on the testing database) |
| Belhoussine drissi et al [30] | DWT-MFCC-SVM | 86.84 |
| Eksidere et al [37] | Random subspace classifier    | 74.17 (10-fold CV) |
| Li et al [38]       | SVM+FS                        | 82.5           |
| Ali et al. [40]     | LDA–NN–GA                     | 95.00          |
| Proposed method     | DWT-delta delta MFCC–decision tree classifier | vowel /a/ 97.5 |

Zayrit et al [29] evaluated the /a/ vowel in the Turkish corpus by a vector of 21 prosodic features including LPC, ZCR, energy, Shannon entropy, and MFCC. The recognition accuracy of PD using the SVM classifier was around 91.18%. The researchers in [26] also conducted experiments using a Turkish corpus where the accuracy was 82.50%. This accuracy rate was shown for cepstral features applied with the SVM classifier. Sakar et al [36] reported a PD recognition accuracy of 68.45% using prosodic features in an SVM-based classification. They used the vowel /a/ from the Turkish corpus. Belhoussine drissi et al [30] reported a recognition accuracy of 86.84% for PD using cepstral features in an SVM-based classification. They used a database of 38 recordings, 18 of which were from healthy individuals and 20 from patients with Parkinson's disease from the Turkid corpus. References [37], [38], [39], and [40] extracted the spectral, and prosodic features used respectively Random subspace classifier, Support Vector Machines (SVM) as classifiers, Multimodal approach and LDA–NN–GA classifiers, they achieved recognition accuracy of PD respectively 74.17%, 82.5%, 70%, and 95%. In this article, the results show that the joint use of the wavelets and the delta delta MFCC coefficients as features brings a significantly important improvement to the performance of the Parkinson's disease diagnostic system with an accuracy of up to 97.5%.

### IV. Conclusion

The work presented in this article is part of a project to recognize Parkinson's disease from the voice, in an educational context. The objective is to detect the state of each person if he/she is healthy or suffering from Parkinson's disease. To achieve this goal, we first proposed a comprehensive and
efficient system for automatic recognition of people's states from a Spanish corpus of the five sustained vowels (/a/, /e/, /i/, /o/, and /u/) produced by 28 subjects with Parkinson's disease and 22 healthy subjects. Our process starts with the transformation of the speech signals by several types of DWT based on the approximation of the first seven scales which will be injected into the delta delta MFCC block to extract the 12 coefficients at each time. These coefficients are applied in the classification using the decision tree classifier.

The results show that the proposed feature is superior, providing a maximum accuracy of 97.5% for the database that contains the vowel /a/. There is a significant improvement over recent studies. The complete study showed that the proposed combination of wavelets with delta delta MFCC could be used to effectively detect PD.
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Abstract—These days, the Internet is subjected to a variety of attacks that can harm network devices or allow attackers to steal the most sensitive data from these devices. IoT environment provides new perspective and requirements for Intrusion detection due to its heterogeneity. This paper proposes a newly developed Intrusion Detection System (IDS) that relies on machine learning and deep learning techniques to identify new attacks that existed systems fail to detect in such an IoT environment. The paper experiments consider the benchmark dataset ToN-IoT that includes IoT services telemetry, Windows, Linux operating system, and network traffic. Feature selection is an important process that plays a key role in building an efficient IDS. A new feature selection module has been introduced to the IDS; it is based on the ReliefF algorithm which outputs the most essential features. These extracted features are fed into some selected machine learning and deep learning models. The proposed ReliefF-based IDSs are compared to the existed IDSs based correlation function. The proposed ReliefF-based IDSs model outperforms the previous IDSs based correlation function models. The Medium Neural Network model, Weighted KNN model, and Fine Gaussian SVM model have an accuracy of 98.39 %, 98.22 %, and 97.97 %, respectively.
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I. INTRODUCTION

The Internet of Things (IoT) environment describes a network of physical objects that includes software, sensors, and other technologies to connect and transfer data with systems and devices on the Internet. IoT represents the interconnection of heterogeneous entities, where the term “entity” refers to a human being, a sensor, or possibly anything that can request or provide a service [1]. The Internet of Things (IoT) has become one of the most important technologies of the 21st century, so we need to protect data traveling between devices. IoT security is an ongoing research topic that’s gaining increasing attention in governmental, industrial, and academic research. IoT security requirements are Confidentiality, Integrity, Availability, Authentication, and Authorization. There are multiple IDS systems that are used to protect networks from attacks, but some systems can’t identify the newest attacks. We provide in this paper an intrusion detection system to detect attacks, the system is developed using deep learning and machine learning techniques with an efficient feature selection using the ReliefF algorithm. The proposed model is based on the Windows 10 subset of the ToN-IoT dataset. A comparison is carried out with the existed work which selects features from Windows 10 dataset using the correlation function.

In this paper, we focus on Windows 10 dataset as the windows 10 operating system is widely used in personal computers. This dataset contains new attacks for IoT networks which can’t be detected by traditional IDSs so this paper presents a new IDS system for IoT networks by using machine learning and deep learning algorithms. Many datasets have redundant or noisy data which may cause poor learning performance and consume time for training so the feature selection techniques are used to remove irrelevant and noisy attributes from the dataset. In this paper, we apply the ReliefF feature selection method on the windows 10 dataset.

The paper structure is as follows: Section II reviews the IDS backgrounds, Datasets, feature selection techniques, and Machine learning and deep learning algorithms. Section III discusses Related Works on IDS. The proposed model is explained in Section IV. Following that the Evaluation Metrics and Experimental Results are described in Section V. Finally, Section VI describes the conclusions of the future work.

II. BACKGROUND

Intrusion detection systems (IDSs) are tools or software that can secure or defend your networks from intrusions. The purpose of IDS is to recognize various types of attacks and usage of the computer that cannot be known via firewalls. This is often very important to achieve a high level of protection versus action which compromises the availability, integrity, or confidentiality of a computer system [2]. IDS monitors network traffic for suspicious activities and issues alerts when such activities are detected. Some intrusion detection systems can do actions if anomalous traffic is detected such as blocking traffic sent from a suspicious IP address. IDS sometimes is classified based on its location; Host Intrusion Detection Systems (HIDS) and Network Intrusion Detection Systems (NIDS) [3]. HIDS monitors and analyzes host activities, application logs, system calls, and modifications that occur on system files to identify intrusions such as login to unprivileged data [4]. Network-based IDS monitors the network traffic by using techniques such as packet sniffing to collect network traffic and detect attacks such as DOS attacks or port scans [4]. There are two types of Network-based IDS Statistical anomaly IDS and Pattern matching IDS [3]. On the other hand, IDS is practically classified as signature-based IDS and anomaly-based IDS. Anomaly-based IDS is significantly used for detecting zero-day attacks. Efficient IDS development depends on selecting suitable machine learning or deep learning models as well as the feature selection technique in order to enhance the performance and reduce the computations.
Feature selection is an important step that plays a significant role in the development of an effective IDS. Feature selection is categorized into three methods like filter methods, wrapper methods, and embedded methods. The filter methods select the most discriminating features by data character. Features are ranked according to specific criteria and then the highest-ranked features are selected. There are many types of filter methods that have been used, such as Relieff, F-statistic, mRMR, correlation, and information gain. Wrapper methods use the intended learning algorithm to evaluate the features. Examples of wrapper methods are Sequential forward selection and Sequential backward selection. Embedded methods perform feature selection in the model construction process examples of embedded methods are Elastic Net and Ridge Regression [5]. The most widely used feature selection methods are The ReliefF (Relief-F) [6], Correlation-Based Feature Selection [7, 8], and Information Gain Ratio-based feature selection [9, 10].

Various network datasets were prepared for the evaluation of IDS, such as KDDCUP99, NSLKDD [11], UNSW-NB15 [12], ToN-IoT, and ISCX [13].

There are several techniques of classification like decision trees, naive Bayes (NB), neural networks (NN), support vector machines (SVM), Random Forest (RF), rule-based system, and nearest neighbor (KNN) [14,15]. Every algorithm utilizes learning methods to create a classification model. However, proper classification techniques should handle the training data and should be able to accurately identify a class of records that have not ever been seen before [4].

Deep Learning a branch of Machine Learning, has also begun to be widely used to implement IDS. There are many types of deep learning algorithms that can be used for intrusion detection systems such as recurrent neural network, deep belief network, Long Short Term Memory, restricted Boltzmann machine, deep auto-encoder, self-taught learning, convolutional neural network, deep migration learning, and replicator neural network [16, 17].

III. RELATED WORK

There are lots of researches that use some methodologies and algorithms to overcome the most advanced attacks in the network. These researches trend to intrusion detection systems (IDSs) by using machine learning and deep learning algorithms with different feature selection methods to select the most important features from the datasets. The related works are explained in this section as follows:

Senthilnayaki Balakrishnan et al [18], the authors developed a new feature selection method based on Information Gain Ratio. They had named it an Optimal Feature Selection algorithm that could select an optimal number of features from the dataset. They used the KDD Cup dataset. They used Support Vector Machine and Rule-Based Classification algorithms to classify data as normal or as attacks data. The proposed feature selection and classification algorithms had achieved the best results. S. Ramakrishnan et al. [19], the authors developed an IDS to detect attacks or normal data from the KDD Cup 99 dataset. They first selected the most important attributes by using the entropy-based feature selection method. The Fuzzy Control Language was used to classify data as normal or attack data. The results showed that the proposed system reduced the computational time and achieved high accuracy.

Peilun Wu et al. [20], in this paper, the authors developed an IDS system called Densely-ResNet. They selected the important attributes using the correlation function. The UNSW-NB15 was used to evaluate the performance of Densely-ResNet. The results showed that the Densely-ResNet had achieved high accuracy and reduced false alarm rate.

Shahid Latif et al. [21], the authors proposed an IDS that utilized a deep random neural network to protect IIoT systems. However, the system had been tested with the UNSW NB15 dataset. This dataset was used to observe its applicability or feasibility to IIoT. The results showed a better detection accuracy with a low false alarm rate.

Merna Gamal et al [14], the authors proposed a hybrid intrusion detection system using machine learning and deep learning techniques to benefit from the advantage of deep learning and machine learning. They used 10% of the KDDcup1999 dataset, and applied CNN to extract features from the KDDcup1999 dataset, then used machine learning techniques (SVM, KNN) to classify the data. The experiment results showed that the proposed model had achieved the best accuracy.

Prabhat Kumar et al [22], the authors developed an ensemble learning and fog-cloud architecture-driven cyberattack detection framework for IoMT networks. They used a ToN-IoT dataset that was collected from a large-scale and heterogeneous IoT network. Results showed that the proposed system could achieve high accuracy of 96.35%, a high detection rate of 99.98%, and a reduction in false alarm rate by 5.59%.

IV. PROPOSED MODEL

This section provides our proposed model. We select features from windows 10 datasets using the Relieff algorithm. We apply the Relieff algorithm to remove irrelevant variables from Windows 10 dataset. Windows 10 dataset contains 125 attributes and two attributes one called “Label” whose values are (0 or 1), 0 for normal data and 1 for attack data, and “type” attribute contains normal data and seven attack categories (DDOS, DOS, Injection, MITM, Password, Scanning, and XSS). Before selecting features from the windows 10 dataset, we do preprocess on a dataset. The “type” feature refers to attack categories, these categories are converted from text data to numeric data from 2 to 8 respectively, and normal data are converted to 1. Fig. 1 shows the number of rows for each type of data in the dataset. Then we divide the dataset into training and testing data using holdout validation, 80 % of the dataset is training data and 20 % of the dataset is used as testing data.
The ReliefF algorithm is used to select features from the windows 10 dataset. After selecting features, we apply deep learning and machine learning techniques to classify the data as normal or attacks data. The Matlab tool and Machine Learning Toolbox (Classification Learner) are used to simulate algorithms such as KNN, SVM, and NN. We apply different types of KNN algorithm (such as Weighted KNN and Medium KNN), SVM (like Linear SVM and Fine Gaussian SVM), and Neural Network (like Medium NN and Bilayered NN). Also, we apply the LSTM algorithm to the dataset. Fig. 2 shows the flowchart of our proposed model.

V. SIMULATION AND EXPERIMENTAL RESULTS

Experiments are carried out to examine the performance of the proposed model.

A. Ton-IoT Datasets Description

Ton-IoT datasets were collected from Telemetry datasets of IoT services, Operating systems datasets of Windows and Linux, as well as datasets of Network traffic. The Windows datasets were generated using the virtual machines running Windows 7 and Windows 10 and incorporated the collections of data from multiple sources, including memory, process, processor, and hard drive of the systems. Windows 10 dataset contained 125 attributes and two attributes one called “Label” which values are (0 or 1), 0 for normal data and 1 for attack data, and the “type” attribute contained normal data and seven attack categories.

We apply our proposed model to Windows 10 dataset. We select features from it using the ReleifF algorithm then we apply deep learning and machine learning techniques to classify the data as normal or attack data. We divide the dataset using holdout validation as the following; 80 % of the dataset is used for training (28780 data sample records), 20 % of the dataset is used for testing (7195 data sample records).

B. Simulation Environment Properties

The proposed system is implemented using Matlab 2021a, Classification learner App is set to apply imported and preprocessed instances of the dataset the processor unit (CPU) is Intel(R) Core(TM) i5-6200U CPU @ 2.30GHz 2.40 GHz, main memory(RAM) is 16.0 GB and the operating system is Windows 10 Pro.

C. Evaluation Metrics

There are performance metrics are calculated to examine the model performance. These metrics are accuracy, recall, precision rate and, F1-Measure ought to be calculated for evaluation. These all performance metrics can be calculated by using a confusion matrix.

- Confusion matrix is a table or array that represents the performance of a classification model on testing data for which the true values are identified. Fig. 3 shows the confusion matrix.

![Confusion Matrix](image)

\[ accuracy = \frac{TP+TN}{total\,Sample} \quad (1) \]

- Recall is how often does it predict correctly. Also known as Sensitivity or True Positive Rate (TPR).

\[ Recall = \frac{TP}{TP+FN} \quad (2) \]
- Precision indicates how often it is accurate when it is predicted to be accurate.

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

- F1-measure is the average of recall and precision weight. The mathematical representation of all measures can be deduced from the confusion matrix.

\[
F - \text{Measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

Area Under ROC Curve (AUC) is the performance metric for binary classification issues. AUC represents the work of the model for distinguishing between the negative classes and positive classes. An area of 1.0 acts as a model in which all predictions are made perfectly. An area of 0.5 acts as a model that is as good as random. The ROC can be classified into specificity and sensitivity.

D. Feature Selection

The paper in [23] selects features from Windows 7 and Windows 10 datasets using a correlation function that selects the most correlated features in datasets, and the authors suggest applying machine learning and deep learning algorithms to selected features. In our proposed model we suggest modifying the feature selection step, we apply the ReliefF algorithm to remove irrelevant variables from Windows 10 dataset. We compare our proposed model with the work implemented in the paper [23].

We use the ReliefF algorithm because it is a widely used filter-based feature selection method that finds the best feature subset by calculating the features’ weights. The ReliefF algorithm’s advantages are that more robust and can deal with incomplete and noisy data. It consumes less computational resources and is not limited to two-class problems, but it can work with multiple classes [6, 24]. The ReliefF algorithm first selects R samples randomly from the training set, and then it finds Near Hits in the same class, finds Near Miss in other classes, and updates each feature weight by rules. After repeating the above action m times, all feature weights will be obtained. The higher the feature weight is, the more useful the feature is for classification. The reverse is also true. The following steps are the pseudocode of the ReliefF algorithm:

**Pseudocode for ReliefF Algorithm:**

Input: a vector of attribute values and the class value for each training instance

**Output:** the vector W of estimations of the attributes qualifies.

Step 1: put up all of the weights \( W[A] := 0.0 \);

Step 2: for \( i = 1 \) to \( m \) do begin

Step 3: randomly select an instance \( R_i \);

Step 4: find \( k \) nearest hits \( H_i \);

Step 5: for each class \( C \neq R_i \) do

Step 6: from class \( C \) find \( k \) nearest misses \( M(C) \);

Step 7: for \( A := 1 \) to \( a \) do

Step 8: \( W[A] := W[A] - \sum_{j=1}^{K} \frac{d(A, Ri)}{m.K} \)

Step 9: \( \sum_{j=1}^{K} \frac{d(A, Ri)}{m.K} \sum_{j=1}^{K} \frac{d(A, Ri, M(C))}{m.K} \)

Step 10: end

E. Result and Discussion

ReliefF algorithm estimates the weight of each feature and sorts features according to their weights. Fig. 4 shows the most important weights of 20 selected features, the highest feature weight is equal to 0.257.

![Fig. 4. Weights of Selected Features.](image)

Tables I and II show features selected in the windows 10 dataset using the correlation function in [23] and features selected using the ReliefF algorithm in our proposed model, respectively. The selected features will be then used for training and testing machine learning and deep learning algorithms to evaluate their efficiency in classifying the dataset as normal or attacks data.

After selecting features, we apply deep learning and machine learning techniques to classify the data as normal or as attacks data. The algorithms applied are KNN, SVM, Neural Network, and LSTM. We apply different types of KNN algorithms (such as Weighted KNN and Medium KNN), SVM (like Linear SVM and Fine Gaussian SVM), and Neural Network (like Narrow NN and Bilayered NN). Table III shows the performance metrics of classification algorithms applied to the features selected in [23] in the windows 10 dataset. Table IV shows performance metrics of classification algorithms applied to the features selected using the ReliefF algorithm in windows 10 datasets.

**TABLE I. FEATURES SELECTED FROM WINDOWS 10 DATASETS USING CORRELATION FUNCTION**

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Selected Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlation function [23]</td>
<td></td>
</tr>
<tr>
<td>1. Network</td>
<td>Intel.R 82574L GNC Current Bandwidth</td>
</tr>
<tr>
<td>2. Network</td>
<td>Intel.R 82574L GNC.Packets Sent Unicast.sec</td>
</tr>
<tr>
<td>3. Network</td>
<td>Intel.R 82574L GNC.Packets Sent.sec</td>
</tr>
<tr>
<td>4. LogicalDisk</td>
<td>Total Disk Read Bytes,sec</td>
</tr>
<tr>
<td>6. Memory</td>
<td>Modified. Page List Bytes</td>
</tr>
<tr>
<td>7. Memory</td>
<td>Pool.Paged Bytes</td>
</tr>
<tr>
<td>8. Memory</td>
<td>Page Reads.sec</td>
</tr>
<tr>
<td>9. Process</td>
<td>IO Data Operations sec</td>
</tr>
<tr>
<td>10. Processor</td>
<td>pct Processor Time</td>
</tr>
</tbody>
</table>
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TABLE II. FEATURES SELECTED FROM WINDOWS 10 DATASETS USING THE RELIEFF ALGORITHM

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Selected Features</th>
</tr>
</thead>
</table>

TABLE III. PERFORMANCE METRICS OF CLASSIFICATION ALGORITHMS IN FEATURES SELECTED USING CORRELATION FUNCTION IN [23]

<table>
<thead>
<tr>
<th>Classification algorithm</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F_measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium KNN Model</td>
<td>93.47</td>
<td>0.664</td>
<td>0.957</td>
<td>0.785</td>
<td>0.99</td>
</tr>
<tr>
<td>Weighted KNN Model</td>
<td>94.02</td>
<td>0.686</td>
<td>0.956</td>
<td>0.799</td>
<td>0.99</td>
</tr>
<tr>
<td>Linear SVM Model</td>
<td>75.48</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
<td>0.97</td>
</tr>
<tr>
<td>Fine Gaussian SVM Model</td>
<td>91.22</td>
<td>0.594</td>
<td>0.926</td>
<td>0.724</td>
<td>0.99</td>
</tr>
<tr>
<td>Bilayered NN Model</td>
<td>92.23</td>
<td>0.622</td>
<td>0.956</td>
<td>0.753</td>
<td>0.99</td>
</tr>
<tr>
<td>Medium NN Model</td>
<td>94.12</td>
<td>0.689</td>
<td>0.962</td>
<td>0.803</td>
<td>0.99</td>
</tr>
</tbody>
</table>

TABLE IV. PERFORMANCE METRICS OF CLASSIFICATION ALGORITHMS IN FEATURES SELECTED USING THE RELIEF ALGORITHM IN THE PROPOSED MODEL

<table>
<thead>
<tr>
<th>Classification algorithm</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F_measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium KNN Model</td>
<td>98.15</td>
<td>0.994</td>
<td>0.979</td>
<td>0.987</td>
<td>0.99</td>
</tr>
<tr>
<td>Weighted KNN Model</td>
<td>98.22</td>
<td>0.991</td>
<td>0.983</td>
<td>0.987</td>
<td>0.99</td>
</tr>
<tr>
<td>Linear SVM Model</td>
<td>96.54</td>
<td>0.985</td>
<td>0.964</td>
<td>0.975</td>
<td>0.99</td>
</tr>
<tr>
<td>Fine Gaussian SVM Model</td>
<td>97.97</td>
<td>0.992</td>
<td>0.978</td>
<td>0.985</td>
<td>0.99</td>
</tr>
<tr>
<td>Bilayered NN Model</td>
<td>98.17</td>
<td>0.996</td>
<td>0.977</td>
<td>0.987</td>
<td>1.00</td>
</tr>
<tr>
<td>Medium NN Model</td>
<td><strong>98.39</strong></td>
<td>0.996</td>
<td>0.980</td>
<td>0.988</td>
<td>1.00</td>
</tr>
</tbody>
</table>

TABLE V. PERFORMANCE METRICS OF LSTM IN FEATURES SELECTED USING THE RELIEF ALGORITHM AND CORRELATION FUNCTION

<table>
<thead>
<tr>
<th>LSTM model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F_measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReliefF algorithm</td>
<td>70 %</td>
<td>0.72</td>
<td>0.94</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Correlation function</td>
<td>68.9 %</td>
<td>0.71</td>
<td>0.95</td>
<td>0.81</td>
<td></td>
</tr>
</tbody>
</table>

Long Short Term Memory algorithm (LSTM) is also applied to features of windows 10 which are selected from using the correlation function in the paper [23] and the ReliefF algorithm in our proposed model. Table V shows the comparison of performance metrics of the LSTM model applied to the features selected using the correlation function in the paper [23] and the ReliefF algorithm in our proposed model in windows 10 datasets.

The results showed that the accuracy of the LSTM model is 68.9% of features selected from using the correlation function, and the accuracy of the LSTM model is 70% of features selected from using the ReliefF algorithm and the Precision is 0.72 in our proposed model unlike in the paper [23] is 0.71. This indicates that our proposed model has achieved the best results.

The results of Table III and Table IV showed that our proposed model has achieved the best results, as in our proposed model the Medium NN Model has best results than in results in the paper [23]. The accuracy of the Medium NN Model in our proposed model is 98.39 and the Precision is 0.996 unlike in the paper [23] the Medium NN Model has achieved 94.12% and Precision is 0.689. Also Weighted KNN Model and Bilayered NN Model accuracy is 98.22%, and 98.1%, respectively. Unlike in [23], the Weighted KNN Model and Bilayered NN Model accuracy is 94.02%, and 92.23%, respectively.

The accuracy of the Linear SVM algorithm in our proposed model is 96.54%, but in paper [23] the accuracy is 75.48%. The reason this algorithm has achieved lower results than other machine learning algorithms is that this algorithm works more efficiently with two classes, but if it works with a dataset that has multiple classes may achieve low accuracy, and it isn’t suitable for large datasets.

LSTM also has archived low accuracy as it doesn’t work efficiently with a large number of samples. As the number of samples increases, the accuracy of LSTM tends to decrease. Figure 5 shows a graphical representation of the accuracy of algorithms applied to features selected from the windows 10 dataset. This comparison shows that our proposed model has achieved the best results than the results of [23].

Fig. 6 and 7 show the graphical representation of performance metrics of our proposed model and of [23], respectively.

Fig. 6 and 7 show that our proposed model has achieved high values of performance metrics against another work [23].

All results of our proposed model are better than the results of [23]. It indicates that the ReliefF algorithm selects the most important features and it can work with multiple classes.
Fig. 5. Accuracy Comparison between Paper [23] and our Proposed Model.

Fig. 6. Performance Metrics of our Proposed Model.

Fig. 7. Performance Metrics of Paper [23].

VI. CONCLUSION

This paper has introduced an efficient IDS for the IoT environment. The paper uses the benchmark dataset ToN_IoT which includes IoT telemetry data. ReliefF algorithm is proposed to efficiently select the most vital features to get more enhanced performance and computations reduction. A comparison is carried out with the correlation function by applying machine learning and deep learning algorithms to the selected features from the windows 10 dataset. The proposed model has been applied to the windows 10 subset. The experimental results reveal that our proposed model has achieved better results than theirs. Our proposed model has high accuracy such as using Medium Neural Network, Weighted KNN, and Fine Gaussian SVM has 98.39 %, 98.22 %, and 97.97 % respectively. In the future, we will use Transfer Learning to enhance the accuracy of the Long Short Term Memory (LSTM) model.
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Abstract—The elevated version of the Agricultural Traceability System dealing with food production holds utmost significance in not only assuring food secure, smart contracts and agri-insurance to farmers but also guaranteeing insurance to them during natural disaster. The proposed and improved system for food cultivation traceability deals with agri-crops and farmers that hires the Blockchain technology guarantee at par safety, agreement, distributed ledger, immediate payment, decentralization and thereby achieving the goal of minimizing the cost incurred in the food processing system and building trust. Smart contracts play a pivot role in the field of agricultural insurance. Agricultural insurance based upon Blockchain comprises of major weather incidents and associated payouts enlisted on a smart contract, connected to the mobile wallets with timely weather updates notified by the field sensors and interrelated with data from proximity weather stations would enable prompt payout during any natural calamity such as flood or drought. A panel of advisers in the decentralized system which is professionally governed and managed by certain retired officers makes the traceability system more trustworthy. These professionals can offer wise suggestions to the planters aiding them to acquire productive outcome.
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I. INTRODUCTION

Food safety tends to be an over concern matter which is seeking attention worldwide. Both the agricultural sector and food quality are of utmost necessity without doubt and it is crucial that the end-user receives a quality product. But without any centralized framework, this is infeasible to achieve. Usually, the food supply chain is quiet long as it involves various sub departments such as farming, producing, transporting and much more. There are many restrictions and formalities which becomes hindrances in addressing the challenges faced and fulfilling the needs of the end customer. Not only the end-users, farmers and transporters are of major concern but there exist other challenges too that can’t be neglected. Factors or entities such as the stake holders, agricultural insurance, factory staff, wholesales shops as well as the retail shopkeepers are of significant importance in the process of food supply chain and involves many complications which must be closely observed as pointed out by [1].

The initial stage of food supply chain is Farming. If Unscientific farming methods and inefficient agricultural process are being practiced, it will hamper both the production and the quality. Also, the fertilized agricultural area will be affected and neglected by the farmers for carrying out further farming. Another underlying factor is the seed’s quality that will be sowed in the field. In case of small-scale fields, the loss incurred due to poor quality of seed can still be handled. But fields that are in huge acres and cats to voluminous production cannot take any chance with the quality of the seed. Adopting unscientific means in treating and handling animal-farms can lead to severe diseases in animals and can transmit to humans like the avian flu. Also, if the feed and food are contaminated with chemicals, it can be risky and unsafe for the animals and any other products according to [2].

According to experts, the cost of production and transportation has an impact on the market value of the finished product [3]. Once the products are collected from the producers, the overall expenses and transportation overhead is computed and evaluated by the stakeholders which may not be so trustworthy. Such computations are bound to be altered and misleading because of varying fuel cost, bribe and corruption involved thus causing inflation. Due to such deeds, economy of the entire nation is at stake. After the stakeholders, the wholesale and retail keepers come into the picture where it is very likely that the market value of the product can increase further. Inflation affects the trading of food retailers leading to shutdown of stores, rise of independent retail power, polarization of store sizes and the targeting of market struggles as put forth by [4]. Apart from the cost, the food safety too gets hampered with such inflation. In other words, inflation is directly proportional to the loss incurred, higher the loss, higher will be the corruption and higher will be the inflation. Both the quality and quantity get affected right from the stockholders to retail shopkeepers as emphasized by [5].

The reason behind all the above prominent issues is the lack of a well-designed traceability framework comprising of all the departments. According to the concept, all individuals who are a part of the food supply chain, from the seed seller to the end user, must be catered to and accommodated. [6]. Missing upon any one entity or not abiding by the said criteria, development of any system will contract black holes thus becoming a failure and inefficient structure in the market. Hence, it is essential that every single department is taken into
consideration along with effective planning. The proposed system includes all the important departments that are essential in the formation of a complete food supply chain. That is starting from the Seed Seller -> Farmer -> Insurance Company -> Government Panel -> Producers -> Distributors -> Retailers and eventually the end-user.

Fig. 1. Production Flow in Food Crops Supply Chain.

Fig. 1 shows the proposed system’s production flow in food crops supply chain. The main goal of this article is to improve the agricultural traceability system for food production using Blockchain technology. The Blockchain technique is adopted to frame the above system as per [7] a Blockchain resembles a digital transaction ledger that is controlled using a network of various computing machines without involving the interference of any third party. Management of blocks in a Blockchain which represents individual transaction data files is accomplished using certain software platforms that enable data transmission, processing, storing and its representation in human understandable form. This technique works as per certain standard set of rules according to the consensus mechanisms (run by algorithms). In this form of a distributed consensus, a single authority is not designated as trustworthy but the responsibility is distributed across the entire network. There are various consensus mechanisms prevailing. Hash functions, or hashes, produces a digital fingerprint from the input data or referring an entire document. Similar to the human fingerprint that matches a single person, a digital fingerprint uniquely identifies a single data unit. Any minute alteration in the transaction data leads to totally dissimilar fingerprint. This makes the ledger highly secure against any tampering.

Every process that takes place along the food chain is there and then recorded to the Blockchain. This recorded information is indisputable and is willingly accepted by all the participants. Also, the recorded information is thoroughly verified by the stake holders of the agri-supply chain thus building an agreement amidst among the partakers. Every Block that is validated is then appended to the transaction chain to form a permanent record of the Blockchain. There are certain low-cost agricultural insurance schemes that offer social security to numerous farmers whose livelihood are severely impacted due to the natural calamities. Though such insurance schemes are beneficial, they are rarely availed by the poor farmers or rural people. The potential benefits of the proposed system include profit to all the stakeholders involved in the agri-supply chain. When a transaction is created by a stakeholder, that gets stored in pending transactions and it gets added to the Blockchain once the miner validates the block.

In an agricultural supply chain, traceability of products involves collection, exchange and handling of critical information by determining the source and all the information communication taking place in food supply chain. This information is dynamic in nature as the crops are produced and directed through various middle man; hence following and tracing it becomes infeasible. Spoiled food and its consequences to community health enforce the essential policy tool of traceability for precise monitoring of food standard and protection. The prevailing tool employed in agri-supply chain for traceability confronts data fragmentation and centralized controls that degrade data modification as well as its management. For overcoming the above situation, improvised agricultural traceability system has been recommended that benefits food production and farmers using the effective means of Blockchain technology. Moreover, the control panel’s timely and consistent advise pertaining to the crop’s status proves to be utmost helpful to the farmers.

The present research aims towards revealing the working of Blockchain in efficiently tracing the agricultural products, make the transparency between all the participants higher and increase food safety in the food processing system for achieving at par efficiency and information sharing. Parameters such as weather, crops, irrigation and fertilizers for agricultural inputs form the dataset. The suggested method creates a Blockchain-based food production system that reduces transmission costs, improves efficiency, and increases security throughout the food supply chain. Security, distributed ledger, consensus, speedy settlement, and decentralization are just a few of the characteristics that have been improved. The SHA-256 (Secure Hash Algorithm) hashing technique is used to determine the hash for agricultural inputs. Agricultural insurance based on Blockchain, which includes major weather incidents and associated payouts enlisted on a smart contract, and which is connected to mobile wallets for timely weather updates notified by field sensors and interrelated with data from nearby weather stations, would be possible. When combined with data from nearby meteorological sensors, it would be possible to pay out quickly in the event of a natural disaster such as a flood or drought.

Compared to the other existing systems, the proposed work has the following advancements:

- The novelty of the proposed system has a module called Agri-Insurance, which is responsible for providing Insurance to farmers for buying seeds and timely payout is given to the farmers during natural calamities.
- The proposed system deals about the agricultural crops and farmers which uses Blockchain technology, that guarantees security, agreement, shared record, fast payment and decentralized network, that achieves the goal of minimizing cost incurred in the food processing system and building trust.
• All transactions are recorded in distributed shared ledger which associates to IPFS that ensures the transparent and traceable in supply chain.

• Blockchain based proof of delivery with automated payments is made to all parties using cryptocurrency by the smart contracts when crops and products are delivered.

• Government Panel gives wise suggestion to Farmers enabling them to increase the crop yield and to take fruitful decisions.

The entire work is classified into the following: Section 2 highlights the literature survey on Blockchain technique implemented in agricultural domain, Section 3 discusses the recommended technique by elaborating the performance of Blockchain in agricultural processing and uplifting the overall trust and security in the agri-food supply chain. Results and discussions are put forth in Section 4 and the conclusion is stated in Section 5 along with the future works.

II. RELATED WORK

It is very well-known that the present agriculture system experiences many setbacks and the technique of Blockchain is the beacon of hope. Though implementing and making best use of this technique still remains ignorant to many. Whereas on the other hand the so called ‘Blockchain onlookers’ are vigilant against the restrictions and inadequacies of the Blockchain and accordingly apply it in real sense. Hence the need of the hour is to determine the relevant situations in businesses where the implementation of BCT can be revealed in its true sense.

Numerous organizations are seeking towards implying the transparency and fault tolerance of Blockchain technique for handling situations that involves multiple unreliable entities for the distribution of certain resources. In addition, the ceaseless advancement and performance of the Blockchain in various crypto-currencies has won trust of everyone. The agriculture and food supply chain depicts the highly significant domains as indicated by [2].

It has been more than ten years since the whitepaper “Bitcoin was launched. Introduced by a pseudonymous author, this Peer-to-Peer Electronic Cash System” became the very first crypto-currency that enabled trusted financial transactions without the involvement of any banks or financial institutions. The present research lays foundation for the advancement of Bitcoin according to [3]. This technology in collaboration with Blockchain cracked the issue related to double-spending wherein the digital tokens had drawbacks because of duplicate or erroneous computer files.

BCT employs a set of techniques holding a sound year of experience in information technology as well as in commercial domain. Some of them are: private and public key, hash functions, databases particularly the shared databases, agreement algorithms and decentralized systems as put forth by [4]. The prime aim in implementing these techniques is to gain database consistency and integrity with respect to a distributed decentralized database with either controlled or uncontrolled database nodes (such as Bitcoin).

Distributive storage is the best part of this technique. In other words, the information residing in the database resides not just on a single server but rather on innumerable computers spanned across any geographic location. Users that are a part of this network are permitted to access the current registry. Moreover, participants can independently carry out any transactions without the interference of any intermediaries such as the banks. According to the Blockchain system, all digital documents are combined into blocks that are encrypted before computer miners organize them in chronological order by mining - solving relevant mathematical techniques [5].

Blockchain has gained significant popularity in the agricultural system as it immensely benefits the market agents as put forth by [6] Manufacturers are not in favor of employing state-of-the-art or highly cost techniques since the end user just receives the final product and has to do nothing with the overall food supply chain or the cost incurred in every process. Also, this value does not become monetized. The aforementioned system assures to handle this issue effectively. The Blockchain technique attempts to minimize the intermediaries involved from producer to end user through the translucent fixation of all the data in the supply chain. Moreover, the technique helps in determining the buyers who are ready to pay additional amount for those products which are superior in quality and requires expensive techniques in their production as observed by [7].

Food processors confront lack of adequate information for validating the actual source of products (like in case of hormone-friendly chickens). The processor's products gain trust only if there is precise information related to its processing as well as its source. And, in order to do so, precise data of the complete cultivation procedure has to be obtained from every producers/farmers, according to [8]. In fact the manufacturers must be inspired by the Recyclers to brief about all the processing information willingly, albeit they do not share it. Herein lies the importance of the “Blockchain” which helps the manufacturers to share such information in a secure manner that has to be further precisely validated.

Agricultural supply chain must be equipped with proficient logistics management with consistent supervision of development of agricultural products for achieving the safety of the product. Issues pertaining to food security and also the spoiled food calls out the necessary of improvised traceability system for the entire food supply chain as ascertained by [8], [9]. Also, with the trading of agricultural products to different geographical locations, there must be keen tracking and conformance as per the country specific guidelines [10] [11]. In an agricultural supply chain, product’s traceability comprises of information collection and its communication and management by determining its source accurately.

Mao et al. [12] has recommended the approach of consortium Blockchain for improvisation of food trading system. Towards this, a Practical Byzantine Fault Tolerance (PBFT) algorithm has been suggested for the optimization of buyers trading portfolio within the food supply chain. The proposed system is verified by Mao et al. by employing the consortium Blockchain.
The traceability system applied in the food and agricultural supply chain enables tracking and tracing of the products through their origin, mentions [13]. Previously, the conventional traceability system just needed the database technology for allowing the user to store entire information in it and the MySQL database was one such popular means. Though the database technique helps in tracking information but it suffers from human error while performing the data collection.

The research has put forth a popular Blockchain technique referred to as the Ethereum Blockchain, for implementing the traceability system. Using the web3 API, data from Ethereum Blockchain can be revealed. Unlike the critical data, data in the ledger can be viewed by anyone in the Ethereum network. Bigger the network size, higher will be the expense and time involved in generating the blocks. Another disadvantage of using a Blockchain database is the requirement of a specific set of commands for each Blockchain in order to query the information, as mentioned by [14]. That is, searching information in a conventional Blockchain database can be difficult.

For building the prevailing food traceability systems (or models), following were taken into consideration: (i) information and communication techniques along with RFID (Radio Frequency Identification) and NFC (Near Field Communication); (ii) DNA bar-coding as highlighted by [15]. These tools were responsible towards food tracing and tracking along with its identification and monitoring so as to preserve its quality and safety across the entire supply chain.

The food industry Blockchain needs a data platform with intense investment in generous IT elevation and infrastructure, covering the essentials like API's for encrypting and recovering data, creating and maintaining ledger, storage, communications and much more. The block must be automatically generated by the ledgers via cultivation procedures. Governing and paying for such an IT framework is the point of concern as portrayed by [16].

There has been evaluation of various cases pertaining to the supply chain research literature, aiming towards comprehending the Blockchain impact on major supply chain parameters namely: transparency, cost, risk reduction, quality, trust, sustainability and flexibility. Blockchain significantly contributes in elevating transparency and accountability thus raising trust and cooperation amidst the supply chain members as surveyed by [17] for reviewing the implementation traits at an individual level, the UTAUT model can be employed across USA and India.

Allocating Blockchain distinct digital hashes for the products help to trace through the supply chain and also to determine their growth status, batch numbers and expiry dates. In addition, it helps in avoiding food wastage, enabling consumers to understand the environmental foot printing for the foods and guiding towards the distribution process of excess foods. This accurate food and transactions records helps in preventing any sort of fraud as well as determining the source for food borne illness. Moreover, the digital traits of these techniques can enable on-farm data sharing as reported by [18].

By incorporating the GPS directs every locality with respect to the distribution flow that enables traceability of products when encountered with an accident. The system is beneficial in the cold chain distribution, wherein if the temperature and humidity surpasses the given limit controlled on the smart contract, an alert is notified to the concerned personnel for regulating the delivery condition. Wu et al. offers the stakeholders with authenticated visibility of physical delivery process that draws recognition of goods transportation from the supplier to the customer as put forth by [19].

Generally, the stakeholders linked this system which exhibits high rating process to the customers. This could be smoothly achieved by the Blockchain technique by offering transparent, efficacy, confidentiality and also privacy amidst all the contestants. There lies immense scope and advancement for the organizations employing the Blockchain technique and the associated service applications. Irrespective of the overall Blockchain experience, the developers must inculcate at par measures against security risks right from designing to development according to [20].

Its quiet apparent that the agri-food system comprises of multiple stakeholders that desires seeks for superior and secured goods with maximum possible information, discussed by [21] There are chances that the issue of information asymmetry surfaces. According to the discussion, asymmetric information surfaces when the parties are partially intimated during the economic transaction thus preventing the distributions of resources that leads to failure in the marketplace.

The proposed traceability system ascertains to be more farmer friendly and gains popularity in contrast to the prevailing traceability systems. Farmers represent the backbone of the food supply chain and hence their presence is supreme most. The system targets towards offering unconditional and timely support to the farmers in a friendly manner so that maximum of them can benefit from it. Farming has been a keen interest and necessity of numerous people worldwide but the risks involved and lack of knowledge regarding the technique’s add process involved, restrain them from doing so as elucidated by [22]. And hence the introduction of a rich experienced panel can uplift the vision and actions of farmers as well as of the entire market. In addition, the farmers can get immensely inspired to independently build their own business. The system would also guarantee better food quality and economical support from insurance agencies in case of any natural calamity, states [23]. The information can be encrypted using Advanced Encryption Algorithm [24].

III. PROPOSED SYSTEM

A. Overview

There is proposal of an agriculture traceability system built for various stakeholders that are an integral part of a food supply chain. Towards this, a suitable trust-worthy framework has been built which emphasizes the food security and generating the revenue for every department which are involved. The system caters to and includes the primary entity of seed sellers to the final entity i.e., the end-user of the food supply chain. The centralized feature of the proposed system
ascertains the systematic flow of the chain and makes sure that the processes involved are completely scientific oriented. Upon the willingness of the farmer to take up agriculture and get connected to the system, an agreement is made with the insurance company. Various agriculture insurance companies precisely specify their insurance criteria and qualification to the concerned farmers based upon which the farmer can make the decision of selecting one specific company for the policy. This agreement forms the first stage in the system. By examining the consistent information uploaded by the farmer, the insurance company can keep a check on the farmer’s land or crops. This information can be accessed by all the departments in the chain for checking the growth status. Next, comes the process of good breed seed selection. This being an essential and critical step since the further results highly depends on this. As the plant grows, the Blockchain technique is employed for managing the further stages. The smart contracts in the Blockchain are responsible for triggering alerts and events upon receiving any function calls as a transaction. This helps the relevant entities to consistently supervise, track and receive appropriate alerts in case of any disaster. Resultant, any natural calamity can be timely and effectively restored within the food supply chain. Fig. 2 clearly depicts the Blockchain based Agricultural Traceability System. The seeds sold to the farmers are allocated standardized identifiers using which digital connectivity and tracking of any transaction between the participating entities can be achieved. Algorithm 1 elaborates the complete registration process of a new farmer. The IPFS helps in recording the consistent and timely growth of the crop. All the captured images related to the crop’s growth are time stamped and the smart contract is utilized for storing the IPFS hash of the file. The hash values are determined through the SHA-256. Cereals grown by the farmer are stored in the elevator only after verifying the right humidity, temperature, moisture, heat etc. The processor then buys the cereal for giving the final finish to the product. Thereafter, the finished product is purchased by the distributor for shipping it further to the buyers.

B. Methodology

1) Process of registration: As aforesaid, the achievement of this system hinges around to how many farmers or agri-oriented people have been successfully associated with the proposed system. The suggested traceability system must inculcate and manage full fledge database involving all the participants. Hence, formal and precise registration with authentic information is necessary. As soon as a member request for joining, the database will be updated by the same. The credentials such as username and password are verified and based on its authenticity, a Blockchain is generated which is then allocated to the relevant member. It is assured that the farmer’s information is kept confidential and just the relevant information about a specific farmer is made available to others. Only for the identification of the member’s identity, personal information is made use of and its ascertained that there is no misuse or privacy breach of this information. For logging into the system, the farmer must use the valid credentials such as the userid and password and upon exiting, its ensured that the page or account is logged out. This is made compulsory so that there is no misuse of the account. Algorithm 1 depicts the registration process of a new member.

2) Agreement: The proposed system enables the farmers and insurance companies to carry out the business practices in coordination and a smooth manner. It cut downs the farmer’s effort and time in identifying the apt insurance schemes and neither the insurance companies require to spend their energy and time in selling their policies. Based on the detail briefing given by the farmer of his plan, the insurance company put forth their norms and condition once the farmer’s plan is verified. The farmer is free to make the policy selection according to his contentment. The centralized system acts as an evidence for the entire process taking place between the farmer and insurance company. Every single step gets recorded in the database as an evidence. This can be later useful, in case any conflicts or arguments emerges between the parties. The system is upartial against any member and it ensures that no conflicts takes place between them. That is, whether it be farmers, insurance company, processors or any department, all will be treated equally and can benefit from the system in a transparent manner. This helps in building a united, trustworthy and sturdy food supply chain. The system ascertains that, as and when the farmer intimates regarding a natural calamity, a notification or alert is triggered and transmitted to the relevant company. There is a consistent follow up by the system until the farmer receives the insured amount as per the terms and conditions. Hence, with this fail proof system, there is trusted and transparent relationship is established between all the participants. There may be cases or situations which may not comply with the given norms or conditions, in such scenarios the system automatically agrees or support the company policies rather than the client’s plea. Hence, the system presents the whole agreement in a precise and transparent manner so that both the parties remain vigilant about the same.

3) Seed selection: Once the registration is completed and the contract is signed, the farmer needs to buy large bulk of good breed seed from the seed seller. This tends to be the most important decision since the entire crop production depends on the quality and fertility of the seed. The farmer gets to choose from the enlisted and registered seed companies present in the system. Algorithm 2 elaborates the process of seed selling by the relevant seed company. On signing up the initial contract, the smart contract verifies the farmer’s registration and subsequently the payment for the seeds bought is done via Agri Insurance. That is the required money for purchasing the seeds is provided by the Agri Insurance to the farmers. If all goes well and successful, then the contract state becomes as Seed Request Submitted, the farmer state becomes Wait for Seeds and seed company state becomes Agree to Sell. This change of ‘state’ is notified and updated to all the participants in the supply chain. If not updated, then the state of contract reverts back to initial state thus terminating the transaction.
Algorithm 1 New Farmer Registration

Inputs: Request for New Registration

Nodes of the current Blockchain network (N)

Outputs: Newly entered farmer f

Step 1: (Kpub, Kpr) = generatekeys()
Step 2: uID $\rightarrow$ create userID(); BlockchainAddress() + (Kpub, Kpr)
Step 3: Addr $\rightarrow$ create BlockchainAddress() + (Kpub, Kpr)
Step 4: (Uid, kpr) $\rightarrow$ safestore(uID, Kpr)
Step 5: Walt $\rightarrow$ creates BlockchainWallet() + (Kpub, Kpr)
Step 6: for every node, n $\in$ N loop
Step 7: distributeWallet(n, Walt)
Step 8: end for
Step 9: u $\leftarrow$ verifiedNewfarmer()

Algorithm 2: Selling Seed to Farmers

Step 1: Let G1, G2,...,Gn be the registered farmers,

Let t1,t2 be the token of farmer and Seed Distributor respectively

Consider Quantity, SType, SBrand,SPrice

Step 5: Contract State is created
Step 6: Farmer State $\rightarrow$ SeedsReq
Step 7: Seed Distributor State $\rightarrow$ Ready
Step 8: Restricting access to only registered farmers i.e. $g \in G$
Step 9: If farmers=$G$ and SPrice=paid then
Step 10: Contract state $\rightarrow$ SReqSubmitted
Step 11: Farmer State $\rightarrow$ WaitforSeeds
Step 12: SDistributor State $\rightarrow$ AgrreToSell
Step 13: Notification msg to state sale of seeds
Step 14: end
Step 15: Else
Step 16: Revert contract state and display an error msg
Step 17: End

4) Blockchain technology: Post seed trading process, the farmer enters the Blockchain or IPFS (Interplanetary File System) system. IPFS refers to a protocol within the Blockchain and depicts a P2P networks that facilitates file storage and transfer for a shared file structure. It grants users to accept host content and is based upon a decentralized system of user-operators, holding a segment of overall data. The IRSA algorithm is employed for encrypting the information sent by the farmer before it is stored. The information comprises of images pertaining to growth measurement, weather and soil reports which gets digitally recorded in the database.

In the Blockchain and IPFS system, every information whether it be data, reports or images, that are signed digital and attributes in a specific manner. The fields have installed cameras for capturing the images automatically which are then transmitted to the Blockchain where they get recorded. These cameras are specially crafted and provided to the farmers such that they cannot be tampered. Hence the images captured by them remain unaltered and authentic which can be trusted by all the entities in the Blockchain. Moreover, any illegitimate user is strictly prohibited from accessing this information.
In fact, the authorized user can also access just the permitted information. Data residing in the Blockchain is utilized for performing certain computations such as generating values for the observation including the hash value. These computed values are of utmost significance and directs if the farmer is following the correct method or not. Basically, there are two prime reasons for computing the hash value. First, for determining the growth rate, and second to track if the farmer is proceeding in the suggested and agreed manner. In case of any forgery or misconduct, penalties are imposed on the farmer which is being programmed automatically in the Blockchain. Hash value is computed using the SHA-256.

The food supply traceability system that incorporates smart contracts greatly aids in transmitting unimpeded information to all organisations in the supply chain without the involvement or control of any central authority. Each single transaction, right from seed selling, to the amount of crop produced and sold is recorded precisely which can be validated thoroughly. Like for instance, set quantity of cereal sold amidst the stakeholders with respect to the specified norms is not subject to change. Moreover, mixing of cereals with different quality is not allowed for selling. Since it is difficult to monitor the status of the field and crop growth, the IPFS helps in uploading the crop and land images periodically which can be verified and accepted by all.

For assuring elevated Quality Compliance, all the corresponding transactions amidst all the entities is traced. The sensors are highly equipped with the feature of sending consistent alerts pertaining to the crop and land status. The Blockchain technique prohibits modification of any info or alerts and permits the accessibility of information to all the authentic entities in a secure and decentralized way without the involvement of any central figure. Apparently, there can be cases of fraud by reporting misleading information by the stakeholders. Such data is automatically verified by the Blockchain whether it appears to be fraudulent or not. For guarding and preventing against such frauds, Blockchain can be programmed to nullify the supply chain process thereby imposing penalties on such stakeholders. By performing this precise and undoubted traceability is presented to the supply chain stakeholders.

5) Support to the farmer: While carrying out farming, the farmers need wise and effective suggestions from the system. Towards this, it is essential that the farmers upload timely and precise information and images pertaining to the crops. Certain essential factors that must be reported includes: growth of the crop, temperature, average rain measurement and soil components along with its percentage. As and when the values are fed by the farmer, the database must be updated. Using Algorithm 2, the transactions are mined and hash values are created. The database has a collection of information related to the crop. In addition, it has the fertilization requirement for the relevant crops at every level and in varying weather conditions. As the farmer updates regarding his crop, there are suggestions provided regarding the further stages. This enables the farmer to nourish its crop with the right amount of manure thus making the entire farming economical, Fig. 3.

6) Trade in the end: After the farmer produces quality crop and there is completion of all the processes, the crop or the end product is ready for selling. Based upon the market value there can be negotiation in the price with the distributor and vice-versa. Each transaction taking place is recorded correspondingly in the system for performing subsequent processes. Upon completing the entire process, the farmer is eligible for selling their products to the distributors. The system even records the overall interaction and trading of the farmer with the distributor. Above all, the system empowers and attempts to fulfil the farmer’s effort without being partial or biased in its protocol.

Farmer Satisfaction Index = \( p(pr, pg) \times (100 - \sum(pd)/n) \)

Here \( p(pr, pg) \) depicts the relation of \( pr \) (pay-outs requisite), \( pg \) (pay-outs given) and also \( pd \) resembles its pay-out variations (that is the variation among the required pay-out with respect to crop loss and pay-out with respect to the design agreements), \( n \) shows the total years. Present key factor equivalently caters to under and over-payments that is inconsiderable for the development of key insurance.

Lately, the retailers have flourished their own business with in depth understanding of stock holders and the product they comply with. Only the registered retailers are granted accessibility with respect to these essential attributes provided namely: Manufacturing date of the goods, purchase date, and the number of products Sold. Verification is done against the fulfillment of accepted sales agreement and product payment. If verified and true then the transaction is executed by the contract and the state becomes.

The state of the retailer turns to ProdDelSuccessful. For ensuring the successful delivery of the product, the contract notifies the successful delivery to the retailer. In case of any failure, the contract state turns into SaleRequestDenied. Eventually, the customer-retailer purchase or transaction is traced. The end user or the customer depicts the final entity of the entire network. At the beginning, the art of customer is ReadyToBuy. The smart contract allows those Customers who have the essential product information such as the Customer token, Retailer token, Purchased date, Sales Id and Product Id.
Once the payment is done successfully, the contract state becomes ProdSoldToCust, and the customer state depicts SuccessfulPurchase. In case any sales failure occurs, the contract intimates everyone in the network.

IV. RESULT AND DISCUSSION

The proposed system is tested in Blockchain network. The entire system is written in Java. The test system depicts briefly in Table I. Two major indices of system performance are: information uploading time and information response time. Fig. 4 to 6 exhibits the system test results of the mentioned indices.

Fig. 4 clearly reveals that the information upload time gets impacted according to the interval of upload request interval. This upload request interval varies between 100 - 900 times per second and based upon that the upload information time witnesses a rise from nearly 7s to 47s. A genuine rise of 600 to 700 is observed with the upload period rising around 25s to 42s. This reason may be attributed to the limitation of consensus agreement in Blockchain, whereas the single block which possess the restriction of transactions.

Fig. 5 and 6 exhibits that outcome of response period impacted at regular interval of transaction request. Fig. 4 presents the information response period exceeding from 2ms to 5ms with respect to the rise in capacity of on-chain transaction data ranges 1G - 9G. According to Fig. 5, the information response period increases a bit from 2.2ms - 3.2ms, with respect to the transaction request rising from 1,000 to 9,000 per second with the on-chain transaction data fixed to 1G. This is due to the mode of data query and P2P networking.

TABLE I  SOFTWARE ENVIRONMENT

<table>
<thead>
<tr>
<th>Operating System</th>
<th>Windows 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development Platform</td>
<td>Eclipse Luna</td>
</tr>
<tr>
<td>Blockchain Entity</td>
<td>Ethereum</td>
</tr>
<tr>
<td>Running Platform</td>
<td>Java 8.0</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULT

Online dataset are being utilized for the collection of data and JAVA environment is used for the development purpose. Also entire dataset along with the results generated is managed and stored with the help of MySQL. Attributes such as crop, temperature, wind speed, irrigation, fertilizers and rainfall are main attributes. Other attributes used are seeds area etc.

Fig. 7b depicts collection of dataset information taken from Internet dataset. The Dataset are assembled been pre-processed to get the desired output. The dataset uploaded is of weather information.

Fig. 7c Pre-processing of dataset, which removes the unwanted data to get the desired output that are been uploaded from the Internet dataset.

Fig. 7d depicts for clustering new Crop dataset, 1. Group classify the data depends on same type of soil, crops and the rainfall 2. Group classify data depends on type of soil, crop, soil, and the temperature 3. Then Label the crop as Crop Name, soil as Soil Type, Water as ‘Required water’, Rainfall as Average Rainfall, Temperature as Required Temp.

Fig. 7e Recommends crop based on selected soil type, rainfall and temperature to get the desired output.
Fig. 7f The Blockchain IPFS system is applied in every information which are digitally signed Data residing in the Blockchain and is utilized in performing certain computations such as generating values for the observation including the hash value.

Fig. 7. Decrypt the IPFS Folder to Get the Desired Result.
TABLE II. COMPARISON OF PROPOSED SYSTEM WITH EXISTING SYSTEMS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agri-Insurance</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Government Panel</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Product Traceability</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Timely Payouts</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Responsibility</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Integrity</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Recommendation</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

The predominant attributes of the proposed agricultural traceability system for food production shown in Table II is expounded below:

1) **Agri-Insurance:** Insurance module is implemented in the agricultural traceability system for food production to provide insurance to the farmers to buy seeds as well as during natural calamities. Upon the willingness of the farmer to take up agriculture and get connected to the system, an agreement is made with Agri-Insurance. Natural calamities like flood, drought, earth quake, unpredictable weather or disaster, loss due to harvest, cyclone, the farmer can claim for the insurance. The system checks, when the farmer intimates regarding a natural calamity, a notification or alert is triggered and transmitted to the Agri-Insurance company. Agri-Insurance checks the timely weather incidents like rainfall, temperature, humidity, wind speed etc and associated payout enlisted on smart contract and enable prompt payment to the farmers.

2) **Government Panel:** The farmers can get wise suggestion from the advisory board members or government panel. Which crop should be cultivated in a particular season to increase the crop yield and maximize the profit, type of fertilizers must be used, soil type, irrigation method. The farmers will be updated to adapt new methods and planting techniques. This panel members helps farmers understand their crops better and about soil and quality of seed, organic farming, crop rotation, the potentiality to examine soil nutrients to enhance better outcome.

3) **Product traceability:** Product Traceability helps the stake holders and farmers to track and trace the product in the supply chain management. When the end user scanning QR code, complete information about the product can be traced.

4) **Timely payouts:** The farmers can get financial assistance during disasters occurs to food crops. The insurance amount is processed and settled on time.

5) **Responsibility:** The proposed agri-supply system’s stakeholders are integrated and de-centralized. All the transactions are transparent and secured so that the intruders are denied to hack the data from the supply chain system. Farmers registered in the Blockchain network, also accepted agreement can buy seeds, cultivate, sell and trade at the end to customers. The proposed system guarantee profit to all departments involved in the supply chain network minimizing the cost required in processing the food and build trust among the stakeholders.

6) **Integrity:** The transaction data which is stored in Blockchain and the broadcasted to all the stakeholders are immutable and persistent and it cannot be changed, tampered or deleted. The transactions taking place are transparent that have facility to track and trace the food crops from the beginning of the supply chain till the consumer purchase the finished product.

7) **Recommendation:** The farmers are recommended to acquire better crop yield such as the appropriate irrigation method, utilization of organic manure and fertilizers, method for crop rotation, high yield variety seeds, temperature, water, rainfall, soil type, humidity, weather, wind.

The proposed agri-supply chain using Blockchain, helps the farmers to buy seeds from authorized seed seller. The farmers can use agri-insurance to buy seeds and also during natural calamities. The finished goods can be send to the distributors and retailers and finally to the end consumers. The government panel members are the advisors who give suggestions to the farmers to get better yield.

VI. CONCLUSION AND FUTURE WORK

The Blockchain method has seen explosive growth in recent years. The Blockchain approach has seen a clear and considerable increase in the agriculture sphere. This technique makes strong promises about food safety since it stresses the traceability of an agricultural product’s origins as well as the validation of agricultural inputs. There is a safeguard in place to prevent the source of contamination from being traced. The Blockchain based agri-supply chain system is designed to get profit for all entities involved in the network. Though the Blockchain professes to be unbiased, it assures that low-income farmers benefit from small payments through Agri-Insurance. In future, when the end-user scan the QR code, the farming operations, information about the product, traceability information and security information can be traced. Also, the price of Bitcoin can be forecasted using intelligence techniques.
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Abstract—Blockchain already has gained popularity due to its highly secured network and same time enormous computational power consumption has become an undifferentiated debate among the users. A Blockchain network is reliable, secure, transparent, and immutable where the transactions cannot be reversed between sender and receiver. Blockchain technology is not only used for mining cryptocurrency, it has other applications in different sectors like agriculture, education, insurance, etc., but the noticeable concern is still energy consumption. On the other hand, there is a significant impact on the environment due to the use of excessive energy for mining cryptocurrency which releases more carbon dioxide (CO₂) in nature. The Proof-of-Work (PoW) algorithm is used for mining ‘Bitcoin’ which is consumed enormous computational power. However, an alternative solution like Proof-of-Stake (PoS) consensus protocol has been proposed to use instead of the Proof-of-Work algorithm for mining cryptocurrencies which is capable to reduce the significant amount of energy consumption. Not only that, but the use of renewable energy can also be an alternate option to use the Proof-of-Work algorithm for mining cryptocurrencies which is environment friendly. This paper aims to highlight blockchain technology, the energy consumption and impact on the environment, energy reducing method by using PoS consensus protocol instead of using the PoW algorithm, and discussion with some recommendations.
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I. INTRODUCTION

Blockchain already has gained popularity due to its highly secured network. Bitcoin is the first cryptocurrency that was introduced by the pseudonymous name Satoshi Nakamoto [1]. Blockchain technology was used to develop this cryptocurrency. Bitcoin is also called digital currency which is used for transacting the currencies between peer-to-peer (P2P) into the blockchain secured network without the intervention of a third part intermediator [2-3].

A Blockchain network is reliable, secure, transparent, and immutable where the transactions cannot be reversed between sender and receiver [4]. Another strong security feature cryptographic hashing algorithm is used to maintain the data integrity by applying the encryption and decryption method this algorithm is also used for joining the blocks in chronological order and forming a chain [5-6]. Decentralization of data and storing the same in all existing nodes in the network is an important feature to provide data backup [7]. The distributed ledger is used for keeping all the information in different geographical locations where every user is capable to view the data [8]. Proof-of-Work (PoW) algorithm is a very strong, secured, and powerful mechanism that is used for mining a new block into the blockchain network and keeping the transaction records in this block permanently [9-10]. In the last couple of years, a few numbers of a consortium like r3 Corda, Hyperledger Fabric, Ethereum, etc. have been formed in the banking sectors where some of them are already doing the transactions for cross-border payment among themselves on a pilot basis [11-13]. The not only banking sector, other sectors like healthcare, education, insurance, agriculture, etc. are highly considered for keeping their information in this blockchain network with the consideration of security and transparency [14].

Though blockchain technology has several advantages, some significant challenges need to be addressed by the implementation. Power consumption is one of the major concerns for people across the globe [15]. Proof-of-Work is the powerful algorithm of blockchain technology to mine a new block into the blockchain network which consumes the maximum amount of power [16]. Due to the enormous consumption of power, there is a huge impact on the environment due to the emission of carbon dioxide. Maximum power generates from fossil fuels around the world which help to produce carbon dioxide and pollute the environment simultaneously [17-18]. This paper will briefly discuss the background and architecture of blockchain in section II, cryptocurrency mining procedure by using the PoW mechanism in section III, methods of reducing the impact of producing cryptocurrency mining power and other impacts as well in section IV, and finally, the paper will be concluded by section 5.

II. BLOCKCHAIN BACKGROUND AND ARCHITECTURE

First, the blockchain concept was introduced in 1990. In 1992 the trusted data tempering protocol was ensured in the format of a chain that guarantees the privacy of data in the form of the integrity of the records [19]. Fig. 1 shows the history of blockchain technology.

---
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The pseudonymous name Satoshi Nakamoto first introduced a new cryptocurrency called Bitcoin in 2009 for the peer-to-peer transaction into the blockchain network [1]. Gradually blockchain technology was becoming popular and more cryptocurrencies like Litecoin, Namecoin, and PPCoin were founded from 2011 to 2012 [21]. Some other remarkable cryptocurrencies Ripple, Dogecoin, and Stellar were introduced in the year 2012-2014 [22-23]. Another emerging cryptocurrency called Ethereum was came-up in the market by using a famous Ethereum blockchain network which was launched in 2015 [13]. Nowadays, there is a significant number of cryptocurrencies already have been introduced with their network infrastructures which are shown in Fig. 2. The maximum use of this blockchain technology and cryptocurrencies in the financial sectors. With consideration of the security, transparency, and reliability of this network, some other sectors like health care, insurance, education, energy, and agriculture have already started to implement blockchain-based applications in their companies in different countries around the world.

A. Blockchain Architecture

The architecture of blockchain is completely different from a traditional centralized database management system where the information is stored digitally in all the connected nodes in a decentralized manner rather than a centralized version [25]. All the blocks in the blockchain network are connected through a chain that a cryptographic algorithm uses to maintain security [26]. However, the block maintains three different parts data section, a hash of the present block, and the hash of the previous block. The useability of the blockchain network depends on the nature of the business aspect. The cryptocurrency blockchain keeps the transactional records in the nodes. Every time hash value will be changed if any new data will add or amended to the data in the blocks of the network [27]. The hash value is generated by using the hash function and it converts the data in a fixed format like 32 bits, 64 bits, 128 bits, 256 bits whatever may be the size of the input data [28]. It depends on the nature of the hash function. The previous block hash connects to the next block to form a blockchain network. The initial block is called the genesis block where the hash value is 0 [29]. For example, in Fig. 3, a simple blockchain has been presented where the genesis block contains the 0 (zero) hash value for the initial, 7A4RF9GY8 is the present block hash for block 1, 8GJI7RGY represents the block 2 hash, and so on where all the blocks have connected each other cryptographically. Due to this complex format, manipulation of records is almost impossible. To compromise any bit of information in the network, all the consequence hash values need to be changed in the entire network, and at least 51% of nodes to be agreed to make any amendment [30]. The distributed ledger is used to make transaction into the blockchain network which is an immutable ledger and help to resist the temperment of the data in the block [31].

B. Data Signing and Verification Process

The data signing and verification process is shown in Fig. 4. The plain text format data pass into the hash function and convert the data as the fixed hash format. The hash values are encrypted by using the private key of the sender and converted as a digital signature [32]. This digital signature is attached to the data and creates digitally signed data which send to the receiver.

On the other hand, after receiving the digitally signed data by the receiver, the receiver verifies the originality of the data. First, the receiver decrypts the encrypted data by using the signatory’s public key which helps to find the hash value [33]. Second, the receiver then passes the plain text data sent by the sender will pass through the hash function and get the hash value. The receiver will then check the integrity and originality of the data by matching both hash values [34].
III. ENERGY CONSUMPTION AND IMPACT OF BLOCKCHAIN

Though blockchain is a highly secured platform, energy consumption becomes very high especially when the mining process has occurred which is a big concern in the industry [41-42]. The validation for proof of work algorithm is a complex as well as trial and error process for matching with hash value [43]. For example, an average of ten minutes is required to mine a new block for the bitcoin miners. In terms of data security and integrity, it is highly recommended for using this technology where energy consumption is a big concern for different entities [44].

In an article has been published by Raynor de Best in February 2022, the total number of cryptocurrencies more than 10,000 shown in Fig. 2 which have been drastically increased from 2013 [45]. However, all these digital currencies are not active in the market. Different algorithms are used for mining these cryptocurrencies. Among the plenty of digital currencies, bitcoin is the most popular and useable cryptocurrency across the globe which consume an exorbitant amount of energy for mining bitcoin. There is an article written by Eugene Kim in September 2021 in business insider mentioned that approximately 0.5% electricity of total global electricity used for mining the bitcoin which is approximately more than 7 (seven) times the energy consumption by google per year [46].

The energy consumption for mining the bitcoin from 2017 to 2021 is presented in Table I, the electricity consumption rate has been significantly increased every year, and this consumption in the year 2021 is nearly 6 times that of 2017. From Table I, the number of bitcoins mining gradually decreased from 2017 to 2022. On the other hand, the usage of electricity for mining bitcoin gradually increased over the same period, and finally, bitcoin mining costs were increased.

On the other hand, the Ethereum blockchain uses much less electricity than the bitcoin blockchain for mining Ether tokens which is shown in Table II [47]. As per Table II, the total electricity of 145.39 TWh has been used to mine approximately 59.5 million ethers whereas 480.82 TWh electricity has been used to mine 2.83 million bitcoins which is approximately more than 7 (seven) times the energy consumption by google per year [46].

An article was published in “The New York Times” in September 2021, approximately 91-terawatt hours of electricity is consumed annually to mine bitcoin which is more than the used by Finland where the population is about 5.5 million [52]. The bitcoin mining electricity consumption was higher than the electricity consumption by Ireland in 2017 [53]. Bitcoin uses more electricity annually than Argentina [54]. On the other hand, the Cambridge University researchers said the bitcoin uses approximately 121.6 terawatt-hours (TWh) which is more than the electricity usage by Argentina (121TWh), 108.8 TWh used by Netherland, and the United Arab Emirates uses 113.20 TWh annually [55] that represent in Fig. 6. China is the highest electricity consumer for mining bitcoin in the world which is 71.70% and the remaining balance is approximately 28.3% uses by the rest of the world whereas USA and Russia are second and third which is shown in Fig. 7 [56].

Fig. 4. Digital Data Certification Process in the Blockchain.

C. Transaction Process into the Blockchain Network

There are a few steps that must follow for adding a transaction into the blockchain network which are shown in Fig. 5. Before transacting into the network, the authentication and authorization process needs to be done by using cryptographic keys and proof of work simultaneously [35]. As shown in Fig. 5, the transaction process describes the popular bitcoin network which runs in a public network where anyone can participate. Initially, the transaction initiator sends the transaction request into the public bitcoin network for authentication and adding the data into the network. The transaction requests all the nodes into the network for verification for the same [36]. Once the transaction is validated by the nodes, the block is then added to the blockchain network, and all the participants' nodes are rewarded by bitcoin for participating for proof of work [37]. After that, the transaction will be completed by updating the blockchain network. Private and public keys are used to validate the transactions where the private key is used for digitally signing the data and the public key is used for decrypting the data at the receiver end [38-39]. On the other hand, authorization is required to add the data into the block through a consensus mechanism which means the majority nodes need to be agreed to complete the transaction [40].
China alone will use more power for mining cryptocurrency than Italy uses electricity annually [57].

**TABLE I. ELECTRICITY CONSUMPTION FOR MINING BITCOIN FROM JAN 2017 TO OCT 2021**

<table>
<thead>
<tr>
<th>Year</th>
<th>Electricity uses by Bitcoin mining (TWh) [47]</th>
<th>Electricity uses growth (%)</th>
<th>No of Bitcoin mining (1000)</th>
<th>Per Bitcoin electricity consumption (KWh)</th>
<th>Electricity use cost/KWh in USA (USD) [49]</th>
<th>Per Bitcoin mining cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>36.68</td>
<td>700</td>
<td>52,400</td>
<td>0.1048</td>
<td>5,492</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>45.81</td>
<td>24.89</td>
<td>680</td>
<td>67,367</td>
<td>0.1053</td>
<td>7,094</td>
</tr>
<tr>
<td>2019</td>
<td>73.12</td>
<td>59.62</td>
<td>680</td>
<td>107,529</td>
<td>0.1054</td>
<td>11,334</td>
</tr>
<tr>
<td>2020</td>
<td>77.78</td>
<td>6.37</td>
<td>460</td>
<td>114,382</td>
<td>0.1059</td>
<td>12,113</td>
</tr>
<tr>
<td>2021</td>
<td>177.43</td>
<td>128.12</td>
<td>330</td>
<td>537,667</td>
<td>0.1118</td>
<td>60,111</td>
</tr>
<tr>
<td>Total</td>
<td>410.82</td>
<td></td>
<td>2,830</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE II. ELECTRICITY CONSUMPTION FOR MINING ETHER FROM MAY 2017 TO DEC 2021**

<table>
<thead>
<tr>
<th>Year</th>
<th>Electricity uses by Ethereum (TWh) [50]</th>
<th>Electricity uses growth (%)</th>
<th>Approx. no of Ether mining (1000) [51]</th>
<th>Per Ether electricity consumption (KWh)</th>
<th>Avg. retail electricity cost/KWh in USA (USD) [49]</th>
<th>Per Ether mining cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>9.56</td>
<td>9,000</td>
<td>1062</td>
<td>0.1048</td>
<td>111.30</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>9.63</td>
<td>0.73</td>
<td>8,000</td>
<td>1204</td>
<td>0.1053</td>
<td>126.78</td>
</tr>
<tr>
<td>2019</td>
<td>8.14</td>
<td>15.47</td>
<td>10,000</td>
<td>814</td>
<td>0.1054</td>
<td>85.80</td>
</tr>
<tr>
<td>2020</td>
<td>14.64</td>
<td>79.85</td>
<td>15,000</td>
<td>976</td>
<td>0.1059</td>
<td>103.36</td>
</tr>
<tr>
<td>2021</td>
<td>103.42</td>
<td>606.42</td>
<td>17,500</td>
<td>5910</td>
<td>0.1118</td>
<td>660.34</td>
</tr>
<tr>
<td>Total</td>
<td>145.39</td>
<td></td>
<td>59,500</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III. MINING COST COMPARISON BETWEEN BITCOIN AND ETHER**

<table>
<thead>
<tr>
<th>Year</th>
<th>Per unit of Bitcoin mining cost (USD)</th>
<th>Per unit of Ether mining cost (USD)</th>
<th>Ave. Bitcoin mining cost (USD)</th>
<th>Ave. Ether mining cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>5,492</td>
<td>111.30</td>
<td>111.30</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>7,094</td>
<td>126.78</td>
<td>126.78</td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>11,334</td>
<td>85.80</td>
<td>126.78</td>
<td>217.52</td>
</tr>
<tr>
<td>2020</td>
<td>12,113</td>
<td>103.36</td>
<td>126.78</td>
<td>217.52</td>
</tr>
<tr>
<td>2021</td>
<td>60,111</td>
<td>660.34</td>
<td>126.78</td>
<td>217.52</td>
</tr>
</tbody>
</table>

**Bitcoin uses more energy than Argentina**

If Bitcoin was a country, it would be in the top 30 energy users worldwide.

Fig. 6. Bitcoin Mining Power Consumption Globally.

Fig. 7. Country-Wise Monthly Average Bitcoin Mining Computing Power.

However, the electricity consumption has been abruptly increased for mining bitcoin which is 177.43 TWh in 2021 as per Table I. Bitcoin mining needs 17MJ (megajoules) of power to generate an equivalent $1 amount of bitcoin whereas gold mining takes 5MJ to produce an equivalent $1 amount of gold [58]. On the other hand, there is a huge impact on the environment due to excessive use of electricity for mining bitcoin which releases more carbon dioxide (CO₂) into nature. Since the long increase of CO₂ in the environment is one of the big concerns in the world, cryptocurrency mining is increasing day by day which might be a severe disaster for the environment [59-60]. It is not only helping to increase CO₂ in nature, and it helps for rising temperature in the environment [61]. Table IV represents the fossil CO₂ emission from 2017 to 2022 and it shows that the CO₂ emission was 0.16% in the year 2017 and it sharply increased to 0.80% in 2021 which is alarming for the environment in the future.

On the other hand, CO₂ emission by Ether is approximately half of the bitcoin mining, which is shown in Table V, where the CO₂ emission is 0.46% in 2021. The combined impact of emission CO₂ has become noticeable for the environment due to generate bitcoin and ether where 0.99 Giga Tone (Gt) extra
CO₂ has been added in the nature shown in Table V. Bitcoin and Ether are not only the cryptocurrencies in the world, there are more than 10 thousand cryptocurrencies have been created by different companies though all of them are not active commercially, it will be extremely alarming for the nature in future if all the cryptocurrencies will go for commercial production.

### TABLE IV. CARBON DIOXIDE EMISSION FOR MINING OF BITCOIN

<table>
<thead>
<tr>
<th>Year</th>
<th>Fossil CO₂ emission in nature (Gt)</th>
<th>Global electricity consumption (TWh)</th>
<th>Electricity consumption by bitcoin mining (TWh)</th>
<th>Fossil CO₂ emission by bitcoin mining (Gt)</th>
<th>Fossil CO₂ emission by bitcoin mining (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>36.40</td>
<td>23,150</td>
<td>36.68</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td>2018</td>
<td>34.80</td>
<td>22,153</td>
<td>45.81</td>
<td>0.07</td>
<td>0.21</td>
</tr>
<tr>
<td>2019</td>
<td>36.70</td>
<td>23,432</td>
<td>73.12</td>
<td>0.11</td>
<td>0.31</td>
</tr>
<tr>
<td>2020</td>
<td>36.60</td>
<td>23,176</td>
<td>77.78</td>
<td>0.12</td>
<td>0.34</td>
</tr>
<tr>
<td>2021</td>
<td>35.90</td>
<td>22,270</td>
<td>177.43</td>
<td>0.29</td>
<td>0.80</td>
</tr>
<tr>
<td>Total</td>
<td>180.40</td>
<td>114,181</td>
<td>410.82</td>
<td>0.65</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE V. CARBON DIOXIDE EMISSION FOR MINING OF ETHER

<table>
<thead>
<tr>
<th>Year</th>
<th>Fossil CO₂ emission in nature (Gt)</th>
<th>Global electricity consumption (TWh)</th>
<th>Electricity consumption by Ether mining (TWh)</th>
<th>Fossil CO₂ emission by Ether mining (Gt)</th>
<th>Fossil CO₂ emission by Ether mining (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>36.40</td>
<td>23,150</td>
<td>9.56</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>2018</td>
<td>34.80</td>
<td>22,153</td>
<td>9.63</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>2019</td>
<td>36.70</td>
<td>23,432</td>
<td>8.14</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>2020</td>
<td>36.60</td>
<td>23,176</td>
<td>14.64</td>
<td>0.12</td>
<td>0.24</td>
</tr>
<tr>
<td>2021</td>
<td>35.90</td>
<td>22,270</td>
<td>103.42</td>
<td>0.17</td>
<td>0.46</td>
</tr>
<tr>
<td>Total</td>
<td>180.40</td>
<td>114,181</td>
<td>145.39</td>
<td>0.34</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Fig. 8 represents the future prediction of electricity need for mining the bitcoin and Ether only which is drawn based on the bitcoin and Ether mining data from 2017 to 2021 where the electricity consumption will be increased by approximately more than 300 TWh in the year 2023 which can be higher than the annual consumption of many countries in the world.

However, the proof-of-work algorithm is used to solve a complex mathematical problem for mining the bitcoin is the main concern for consumption of high energy [63-64]. It is an open public platform, and any participant can join the network and can be awarded by solving the mathematical puzzle. The PoW consensus algorithm is used to validate the transaction as well as generate the new blocks into the blockchain network [65-66]. The participants in the blockchain network send the transaction and all the transactions are gathered using the distributed ledger in the blocks through the validation process [67]. Though millions of participants compete to solve the puzzle, only a single participant will be declared a winner who can solve the cryptographic puzzle first, and this message will convey to all the users in the network [68]. So, the bitcoin mining power consumption is not so high concerning the winner [69]. But the participants those are not succeeded to solve the puzzle, their computers also use their power for the same which ultimately enormous amount of energy. The bitcoin mining process is shown in Fig. 9 where all the participants try to solve the complex mathematical puzzle to find out the nonce that can be matched with the target value [70]. To solve the mathematical puzzle, a large amount of computational power is required which depends on the issues are i) Hash function, ii) Integer factorization, and iii) Guided Tour Puzzle protocol.

- **Hash Function**: SHA-256 cryptographic hashing function is used for mining bitcoin where chunk amount data is used as input and bring it down the value in fixed format 256 bits [71]. Whatever the input, the output value will be the same which fixes 256 bits or 64 bits hexadecimal value [72]. There is no simple way to get the hash value which depends on the bits of input data to needs to be used as the trial basis and it comes consumes huge computational power.

- **Integer Factorial**: It is used to secure the public key encryption process [73]. It is the way to represent the present whole number of the multiplication of two other numbers [74].

- **Guided Tour Puzzle protocol**: It works to protect the Denial of Service (DoS) attach to the blockchain network [75]. It also insists to focus on the nodes to compute the memory-bound puzzle which helps the users to use the abandoned computational power [76].

Presently, the blockchain network for bitcoin is growing faster, the users are facing more difficulties to solve the cryptographic puzzle and the algorithm needs more power to solve the same which tends to use more power for mining bitcoin.

Earlier, only a CPU was used for mining the bitcoin which is very slow and consumed more power to generate the bitcoin. To minimize the mining cost, special hardware called GPU is used for the same purpose. GPU is around 100 times faster than traditional CPU. Application Specific Integrated Circuit (ASIC) is another option that is also further than GPU, CPU, and FPGA which is shown in Fig. 10.

Fig. 8. Prediction of Electricity Consumption for Mining Bitcoin.
minimized by 179.75 Giga tones and 180.06 Giga tones for mining bitcoin and Ether respectively from the year 2017 to 2021 by using the PoS algorithm instead of the PoW algorithm. So, the PoS consensus algorithm is much more efficient and cost-effective for mining bitcoin and ether, and at the same time, it is environmentally friendly as well [80].

### TABLE VI. IMPACT OF PoS ON ELECTRICITY AND CO₂ TO MINE BITCOIN

<table>
<thead>
<tr>
<th>Year</th>
<th>Electricity consumption for mining Bitcoin (TWh) using PoW</th>
<th>Electricity Requirement for mining Bitcoin (TWh) using PoS</th>
<th>Electricity saves (99.5%) by using PoS (TWh)</th>
<th>CO₂ emission in nature (Gt) using PoW</th>
<th>CO₂ emission for mining Bitcoin (Gt) using PoS</th>
<th>CO₂ emission saving (%) by using PoS</th>
<th>CO₂ emission saving (Gt) by using PoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>36.68</td>
<td>0.18</td>
<td>36.50</td>
<td>36.40</td>
<td>0.06</td>
<td>36.34</td>
<td>99.84</td>
</tr>
<tr>
<td>2018</td>
<td>45.81</td>
<td>0.23</td>
<td>45.58</td>
<td>34.80</td>
<td>0.07</td>
<td>34.73</td>
<td>99.80</td>
</tr>
<tr>
<td>2019</td>
<td>73.12</td>
<td>0.37</td>
<td>72.75</td>
<td>36.70</td>
<td>0.11</td>
<td>36.59</td>
<td>99.70</td>
</tr>
<tr>
<td>2020</td>
<td>77.78</td>
<td>0.39</td>
<td>77.39</td>
<td>36.60</td>
<td>0.12</td>
<td>36.48</td>
<td>99.67</td>
</tr>
<tr>
<td>2021</td>
<td>177.43</td>
<td>0.89</td>
<td>176.54</td>
<td>35.90</td>
<td>0.29</td>
<td>35.61</td>
<td>99.19</td>
</tr>
<tr>
<td>Total</td>
<td>410.82</td>
<td>2.05</td>
<td>408.77</td>
<td>180.4</td>
<td>0.65</td>
<td>179.75</td>
<td>99.64</td>
</tr>
</tbody>
</table>

### TABLE VII. IMPACT OF PoS ON ELECTRICITY AND CO₂ TO MINE ETHER

<table>
<thead>
<tr>
<th>Year</th>
<th>Electricity consumption for mining Ether (TWh) using PoW</th>
<th>Electricity Requirement for mining Ether (TWh) using PoS</th>
<th>Electricity saves (99.5%) by using PoS (TWh)</th>
<th>CO₂ emission in nature (Gt) using PoW</th>
<th>CO₂ emission for mining Ether (Gt) using PoS</th>
<th>CO₂ emission saving (%) by using PoS</th>
<th>CO₂ emission saving (Gt) by using PoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>9.56</td>
<td>0.05</td>
<td>9.51</td>
<td>36.40</td>
<td>0.02</td>
<td>36.37</td>
<td>99.95</td>
</tr>
<tr>
<td>2018</td>
<td>9.63</td>
<td>0.05</td>
<td>9.58</td>
<td>34.80</td>
<td>0.02</td>
<td>34.73</td>
<td>99.94</td>
</tr>
<tr>
<td>2019</td>
<td>8.14</td>
<td>0.04</td>
<td>8.10</td>
<td>36.70</td>
<td>0.01</td>
<td>36.62</td>
<td>99.97</td>
</tr>
<tr>
<td>2020</td>
<td>14.64</td>
<td>0.07</td>
<td>14.57</td>
<td>36.60</td>
<td>0.12</td>
<td>36.50</td>
<td>99.67</td>
</tr>
<tr>
<td>2021</td>
<td>103.42</td>
<td>0.52</td>
<td>102.90</td>
<td>35.90</td>
<td>0.17</td>
<td>35.73</td>
<td>99.53</td>
</tr>
<tr>
<td>Total</td>
<td>145.39</td>
<td>0.73</td>
<td>144.66</td>
<td>180.4</td>
<td>0.34</td>
<td>180.06</td>
<td>99.81</td>
</tr>
</tbody>
</table>

IV. ENERGY REDUCING METHODS IN BLOCKCHAIN

Several layers consume the power for mining cryptocurrency, but the enormous power is used by the Proof-of-Work hashing algorithm. Here we have discussed the three methods A. Proof-of-Stake (PoS), B. Delegated Proof-of-Stake (DPoS), and C. Use of renewable energy. Method A and B will contribute to saving more energy for mining the cryptocurrency especially bitcoin which is used as an example. On the other hand, if the cryptocurrency network owners do not want to change the PoW algorithm, method iii) can be the alternative solution that is not capable to save energy for mining bitcoin, but it is environment friendly.

A. Proof-of-Stake (PoS)

PoS is a consensus algorithm that is the improved version of the PoW algorithm that may reduce the 99.5% power consumption for mining the cryptocurrency [79]. This algorithm does not depend on competition to generate a suitable hash among the users. The protocol determines the selector based on the ownership of the coin supply which replace the computational power and the transaction validation process will be done by this stakeholder. In Fig. 11, there is no miner is needed to validate the transaction. The participant’s 33% stakeholder will be the validator of the transaction due to holding the maximum amount of stake in the network. The validators will not be rewarded for block validation and get the transaction fees only. Due to the single validator concept, the energy consumption is very low and there is no wastage of power. On the other hand, a successful miner for mining the bitcoin will be the gainer, the use of power by other miners should be considered a wastage of power. This wastage of power generates an excessive amount of carbon dioxide in the earth. If the PoS consensus algorithm was used instead of PoW for mining the bitcoin, a significant amount of power could be saved, and the CO₂ emission cloud is insignificant. As per Tables VI and VII, the carbon dioxide emission could be

![Fig. 9. Bitcoin Mining Process [77].](image1)

![Fig. 10. Power Consumption by CPU, GPU, FPGA, ASIC [78].](image2)

![Fig. 11. Proof-of-Stake Consensus [80].](image3)
B. Delegated Proof-of-Stake (DPoS)

There is another protocol called Delegated Proof-of Work (DPoS) is the evolution of the PoS algorithm where the users are required to keep in stake their coins for getting the validation power for the transaction. The users of the blockchain network need to provide the votes and elect the delegate for validating the next available block. A maximum of 20 to 100 delegates can be chosen to validate the new block and the delegates for one block cannot be the delegate for the next block where the delegates will be eligible to receive the transaction fees from that validated block [81]. In terms of power consumption, DPoS is almost the same as the PoS algorithm which can be a good choice to use this protocol instead of the PoW algorithm for mining bitcoin or other cryptocurrencies. A comparison among PoW, PoS, and DPoS has been provided in Table VIII.

<table>
<thead>
<tr>
<th></th>
<th>PoW</th>
<th>PoS</th>
<th>DPoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>i. Number of participants becomes very high for mining cryptocurrencies.</td>
<td>i. Number of the participant is one and depends on the stake of the coin.</td>
<td>i. Number of participants is limited to between 10 to 100.</td>
<td></td>
</tr>
<tr>
<td>ii. Energy consumption volume is very high.</td>
<td>ii. No extra power is required except the single computer power.</td>
<td>ii. Less energy consumption than PoW.</td>
<td></td>
</tr>
<tr>
<td>iii. Transaction speed is slower than PoS and DPoS.</td>
<td>iii. Transaction speed is very higher than PoW.</td>
<td>iii. Transaction speed is very higher than PoW and PoS.</td>
<td></td>
</tr>
<tr>
<td>iv. Transaction validation method is very comparative for receiving the reward</td>
<td>iv. Competition for validation of transaction is not required due to a single selected validator.</td>
<td>iv. Competition for validation of transaction is not required due to selected validators.</td>
<td></td>
</tr>
</tbody>
</table>

C. Use of Renewable Energy

On the other hand, renewable energy may be the alternative option for mining cryptocurrency by using the same PoW algorithm. Though it will not save the electricity consumption rate, it will help to reduce the environmental pollution where the carbon dioxide emission will be zero. The largest bitcoin mining location in Dalian, China where the hash rate is 360,000 TH is used for mining 750 bitcoin every month and the average monthly cost is $1,170,000, and the second-highest mining location in Moscow, Russia where the hash rate is used 38PH for mining 600 bitcoins in every month and the monthly cost is $120,000 [82].

Renewable energy sources are preferable rather than non-renewable energy sources for mining cryptocurrency whereas IBM and Intel also prefer to use green energy for blockchain-based cryptocurrency transactions. Renewable power can be generated from different sources like solar, wind, water, etc. in different communities and the same can be distributed through blockchain applications by establishing a microgrid system. Power can be transmitted between peer-to-peer consumers into the blockchain network.

However, one of the main challenges to implementing blockchain technology is power consumption. So, the use of the PoS consensus algorithm can be a better option instead of using the PoW algorithm to reduce the power consumption whereas the use of renewable energy for the PoW algorithm may be the alternative option.

V. DISCUSSION AND RECOMMENDATION

The background and architecture of the blockchain technology, the energy consumption, and the impact of blockchain, energy reducing methods by applying blockchain applications have been discussed in detail in this review paper. To overcome the enormous energy consumption issues for mining cryptocurrencies and reduce the carbon dioxide emission in the environment, the following important recommendations can be addressed in the future.

- To minimize the consumption of computing power, the Proof-of-Stake (PoS) consensus algorithm is highly recommended to use instead of use Proof-of-Work (PoW) algorithm for mining cryptocurrencies.
- Electricity consumption can be minimized by approximately more than 99% by using the PoS consensus algorithm which will lead to saving the computation power cost of the end-users.
- A significant amount of CO₂ emission in the environment can be minimized by using the PoS algorithm instead of using PoW algorithm.
- Renewable energy sources are preferable rather than non-renewable energy sources for mining cryptocurrencies by using the PoS algorithm, though it will not help to reduce the computational power, it will help to minimize the CO₂ emission in nature.

VI. CONCLUSION

Blockchain already has become one of the leading-edge technologies that provide the highest level of data security through using a cryptographic hashing algorithm where data tempering is almost impossible. Nowadays, the maximum application of this technology uses for mining cryptocurrency where bitcoin is the leader in the market. But the consumption of computing power is the major challenge to adopting this technology for mining cryptocurrency and other sectors. Due to the consumption of enormous energy, carbon dioxide emission becomes very high which ultimately pollutes the environment. An alternative solution like Proof-of-Stake consensus protocols has been proposed to use instead of the Proof-of-Work algorithm for mining cryptocurrencies. Not only that, but the use of renewable energy can also be an alternate option to use the Proof-of-Work algorithm for mining cryptocurrencies which is environment friendly. Blockchain technology might be more useful in different sectors if the high energy consumption is addressed properly which will be able to build a secure blockchain network and save the transactional cost as well.

REFERENCES


E. Kim, “Bitcoin mining consumes 0.5% of all electricity used globally and 7 times Google’s total usage,” [Available]: https://www.businessinsider.com/bitcoin-mining-electricity-use-more-than-google-2021-9, 2021.


Bridge Pillar Defect Detection using Close Range Thermography Imagery

Abd Wahid Rasib1*, Muhammad Latifi Mohd Yaacob2, Nurul Hawani Idris3
Programme Geoinformation, Faculty of Built Environment and Survey
University Teknologi Malaysia
Johor, Malaysia

Khairulazhar Zainuddin4
Centre of Studies for Surveying Science and Geomatics
Universiti Teknologi MARA
Perlis, Malaysia

Rozilawati Dollah5
School of Computing, Faculty of Engineering
Universiti Teknologi Malaysia
Johor, Malaysia

Norbazlan Mohd Yusof6, Norisam Abd Rahaman7
Centre of Excellence, PLUS Berhad
Selangor, Malaysia

Shahrin Ahmad8, Norhadi A. Hamid9, Abdul Manaf Mhapo10
Geolatitude Technology Sdn Bhd
Johor, Malaysia

Abstract—Currently, radiometric thermography image has been explored adequately as alternative advance Non-Destructive Testing (NDT) especially for early detection analysis in various applications. Systematic image calibration, higher spatial resolution and high degree order image processing, thermography imagery potential to be used in concrete structure defect detection. Therefore, this study is carried out to examine the defect on bridge pillar surface concrete using drone-based thermography sensor (7–13 µm). Close range remote sensing NDT based on drone platform and imagery segmentation analysis have been applied to interpret the crack line on two pillars at North-South Expressway Central Link (ELITE) Highway. As a result, thermography imagery segmentation and support by multispectral radiometric imagery (RGB) successfully to delineate the micro crack line on the bridge pillar concrete using K-means clustering method. Overall, this study successfully shows the higher order optional platform using drone and thermography sensor that potentially to be applied in forensic concrete structure defect detection for tall structure building.

Keywords—Defect; detection; bridge pillar; drone; thermography; close range remote sensing

I. INTRODUCTION

Thermography that uses a mid-infrared band is the part of remote sensing that manages the acquisition, processing and interpretation of information procured essentially in the thermal infrared (TIR) area of the electromagnetic (EM) range. In thermography remote sensing, the radiations emitted from the target surface will be measured which differ from optical remote sensing where the reflected radiation from target surface is the one that will be measured and these measures will determine a body’s radiant temperature that were determined by two variables, kinetic temperature and emissivity [1]. Current technology has allowed the concept of thermography remote sensing being adapted by the use of drone or Unmanned Aerial Vehicle (UAV) as many compact thermal sensors were available. Nowadays, the thermal sensors are extensively utilized in different surface temperature and thermal emission measurements. The old-style issue on kinetic temperature and emissivity assurance through the force and its circulation over the wavelength region of close-range remote sensing can be explained not similar concept as the airborne or spaceborne thermal sensors. Concerning low altitude or drone-based sensors, the atmospheric impacts are insignificant, lab-level adjustment are progressively available, and theoretically the measurement of temperature are more accurate [2]. Close-range remote sensing imagery technology detection are believed to be a much more practical and more relevance approach to the work of detecting a surface that are not accessible by the remote sensing sensor.

Concrete structure surface defect come in quite few types with cracking and scaling being one of the most common defects. In order to detect defect of a certain structure or infrastructure, the methods that are considered as the most suitable are usually a Non-Destructive Testing (NDT) method because this method allows to avoid interfering with the asset’s current state. The majority of NDT for structural elements, such as ultrasonic, magnetic field, and eddy current methods, are best suited for detecting flaws at depths of 5 to 100 cm and have two major drawbacks: they require physical contact with the tested object and scan images slowly [3]. Other method that would be very useful to the concrete structure defect detection is a LiDAR measurement method. LiDAR is a method for determining ranges by targeting an object with a laser and measuring the time for the reflected light that return to the receiver. As a result, LiDAR provides point cloud data, which is basically 3D geometric information that may be used to measure surface anomalies, by populating a surface with hundreds of laser points [4]. As it was mention
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earlier, this study will incorporate a thermography imaging method which is also consider as part of NDT method. Thermography, commonly known as thermal scanning or infrared imaging, is a rapid and remote technology that is increasingly being utilized in conjunction with NDT methods [5,3]. Usually, defects produce an excessive heat during operation due to the excess current flow at the fault point results in power dissipation [6].

Nowadays the concept of infrared thermography (IRT) imagery was being utilized in many ways. Firefighters use them to see through smoke, find people and localize hotspots of fires. Law enforcement uses the technology to manage surveillance activities, locate and apprehend suspects, investigate crime scenes and conduct search and rescue operations. Power line maintenance technicians locate overheating joints and parts eliminate potential failures. Where thermal insulation becomes faulty, building construction technicians can see heat leaks to improve the efficiencies of cooling or heating. Physiological activities, such as fever, in human beings and other warm-blooded animals can also be monitored with thermographic imaging. IRT imagery have great thermal resolution capabilities, but they have a basic spatial resolution constraint [6]. This indicating that thermography imaging concept has proven its usefulness and other ways that this concept can be used is for the detection of defect on a concrete surface such as bridge pillar.

Surface temperature data can be collected using IRT method on which its data can detect the internal faults in concrete [7]. The work defect detection on a concrete surface can be carried out done by differentiating the temperature on its surface as thermography create an illusion of differences temperature for human to detect the difference in thermography imagery or in this case a defect on a concrete surface. The concept of thermography imagery in detecting the defect structure is when the thermographic camera detects the radiation emitted by an object as it was heated by sun or any sourced of heat. The thermography NDT image is mainly judged by analyzing the abnormal conditions of the temperature change law at the crack manifested that when the ambient temperature is lower than the object temperature, the cracks are shown as hot spots or regions in the thermal camera. While cracks would manifest themselves as cold spots when the region of interest is colder than the surrounding environment [8].

This project utilized a drone-based platform in which the thermal image acquired vertically to reconstruct a complete pillar structure. A thermal sensor mounted to the drone to capture the thermography image of the pillar surface. The acquired imagery then underwent in a vertical flight plan as in order to completely cover all the area of the pillar. Therefore, when this concept was applied on the maintenance work of the bridge pillar, a thermal sensor will be attached on a drone and thermography image of the pillar surface will be collected. From those images, the temperature of the pillar surface will be identified and the differences in temperature will produced an assessment that indicate there is something thermal hot spot with the concrete surface of the pillar hence, a defect is detected. This defect might result as the presence of cracked on the surface of the concrete which needed to be inspected and immediate action can be performed to avoid any unwanted event.

II. Study Area

The research areas that explored are located at part of North-South Expressway Central Link (ELITE) Highways’ bridge pillar, which is also known as Asian Highway 2 (AH2), situated near to Management and Science University (MSU) Shah Alam, Selangor, Malaysia (03°04’41.3”N,101°33’06”E) as shown in Fig. 1. This study focused on the crack detection of two pillars or piers of the highway bridge. The data acquisition that has been collected then processed and analyzed using the specific software to detect crack on bridge surface.

![Image](a)

![Image](b)

Fig. 1. The Study Area Located at Part of ELITE Highways Bridge near to MSU Shah Alam, Selangor. (a). Location Map (Source: Google Earth), (b). Concrete Pillar.

III. AIM AND OBJECTIVE

The aim of this research is to study the performance of thermal imaging technique for detecting the defect of vertical concrete surface. In pursuit of the aim of this research, this study specifically addresses two objectives as follows:

- To demonstrate the vertical concrete surface defect detection technique using drone-based close-range thermography imagery.
- To detect the defect on bridge surface using segmentation method by utilizing thermal group of UAV remote sensing.
IV. METHODOLOGY

A. Close Range Thermography Imagery

Close range photogrammetry also known as terrestrial photogrammetry is a procedure in which photos are collected with relatively high convergent camera orientations around an entity, often facing towards the entity's center [9]. The concept of it refers to the imagery collected in a range less than 300 meters away from a study object. In this project, the close-range drone approach was utilized where the thermography imagery was acquired using a sensor carried by DJI Inspire 1. The drone is a commercial off-the-shelf (COTS) photography platform that is ready to maneuver right out the box. The drone is featured with an onboard color camera equipped with a lens and a stabilized gimbal, also a retractable landing gear that can be pulled up out of the view, giving the camera 360 degrees of view towards the world below without obstruction.

The reason to acquire and process the thermography imagery photogrammetrically was to produce thermal orthomosaic with ground resolution distance (GSD) below 10mm. Meanwhile, thermography lacks the image’s features. The recorded details are based on temperature, limiting the success of image matching among overlapped photographs for orientation in photogrammetric software. For that reason, the normal color image was also acquired to assist the photogrammetric image orientation process.

The DJI FC350 camera and the FLIR Zenmuse XT (Table I) were used to capture the color and thermographic images, respectively. The former is an onboard camera for the DJI Inspire 1 drone system. It features a 12.4-megapixel effective pixel and a 20-millimeter lens. Additionally, the camera is detachable from the drone, allowing for the attachment of the former camera for thermographic imaging. The FLIR Zenmuse XT is designed to be mounted on the DJI Inspire 1, capturing images between 7.5 and 13.5 meters and storing them in 640 x 512 pixels image.

In a typical photogrammetric mapping project, the flight mission configures autonomous data collection in the open space area prior to the flight mission. The benefits of an autonomous flight mission include the drone maneuvering autonomously as a result of the GPS satellite signal assisting with flight direction and hovering. Additionally, the image can be captured automatically based on the coordinates of the configured camera station. The coordinates are then geotagged to the corresponding captured photo station to facilitate the point cloud construction process in photogrammetric software, as the exterior orientation parameter is available.

However, in this project, the drone was piloted manually because the data acquisition took place beneath the bridge, where a tick concrete structure interfered with the GPS signal. Manually controlling the drone without locking the GPS signal was difficult in areas where the drone was uncontrollable due to turbulence. Additionally, the image was captured manually, as it was not necessary to preconfigure the flight planning. The image captured from a photogrammetric image block is made up of individual strips. The overlap of images was set to 80%. The camera-to-object distance was set to 1.5m in order to obtain thermography images with a 10mm GSD.

B. Establishment of Control Point

Photogrammetric processing enables the estimation of an object’s scale and orientation based on the image’s exterior orientation parameter. However, because the work is being conducted in a tick structure environment, accurate geotagging of GPS signals on the image is compromised. As a result, the image’s geotagged parameter did not accurately reflect the image’s actual location on the ground.

Alternatively, the use of GCP can be used to resolve the determination of the constructed object’s coordinates and scale. Additionally, GCPs are used to determine the exterior orientation parameter of an image by resecting the coordinate to the image point via a mathematical equation. With a precise exterior orientation for the image, light rays are projected to precisely and accurately model space from images. As a result, the 3D model of the object constructed has an accurate scale and orientation similar to that of the ground.

On the other hand, the thermal image’s nature is to capture the object’s heat/temperature. Thus, the thermal image does not contain a common GCP marker used in photogrammetry. The use of a thermal patch may be appropriate. However, the patch’s coordinates cannot be precisely determined. For this project, the standard photogrammetric control point marker was designed based on the focal lens, sensor resolution, and camera-to-object distance of the respective camera. Ten markers were printed on A4-size paper and adhered to the surface of each pillar.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJI FC350</td>
<td>Total Pixels: 12.76M</td>
</tr>
<tr>
<td></td>
<td>Effective Pixels: 12.4M</td>
</tr>
<tr>
<td></td>
<td>Image Max Size: 4000x3000</td>
</tr>
<tr>
<td></td>
<td>ISO Range: 100-3200 (video) 100-1600 (photo)</td>
</tr>
<tr>
<td></td>
<td>Electronic Shutter Speed: 8s — 1/8000s</td>
</tr>
<tr>
<td></td>
<td>FOV: 94°</td>
</tr>
<tr>
<td></td>
<td>Lens: 20mm</td>
</tr>
<tr>
<td>FLIR Zenmuse XT</td>
<td>Spectral Band: 7.5 – 13.5 µm</td>
</tr>
<tr>
<td></td>
<td>Thermal Resolution: 640 x 512 pixels</td>
</tr>
<tr>
<td></td>
<td>Full frame rate: 30 Hz</td>
</tr>
<tr>
<td></td>
<td>Field of view: 9mm lens (69°×56°)</td>
</tr>
<tr>
<td>DJI Inspire 1</td>
<td>Flight autonomous: 20 minutes</td>
</tr>
<tr>
<td></td>
<td>Payload: 1.7 kg</td>
</tr>
</tbody>
</table>
In this study, the location of markers on two pillars was set to the upper area as the focus point for thermography analysis and shown in Table II. Each marker’s position was determined using the tacheometry technique using an arbitrary coordinate system consisting of a single baseline. The geometric control point coordinates of each pillar are shown in Table III and Table IV, respectively. The information from the GCPs was then used to create the thermography orthomosaic, as explained in the following section.

### TABLE II. LOCATION OF CONTROL TARGETS

<table>
<thead>
<tr>
<th>Pillar No</th>
<th>Location of target</th>
<th>Network of target</th>
</tr>
</thead>
<tbody>
<tr>
<td>34A</td>
<td><img src="image" alt="Location of target" /></td>
<td><img src="image" alt="Network of target" /></td>
</tr>
<tr>
<td>34B</td>
<td><img src="image" alt="Location of target" /></td>
<td><img src="image" alt="Network of target" /></td>
</tr>
</tbody>
</table>

### TABLE III. GEOMETRIC CONTROL COORDINATE FOR PILLAR 34A

<table>
<thead>
<tr>
<th>Station</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>20.000</td>
<td>20.000</td>
<td>10.000</td>
</tr>
<tr>
<td>S2</td>
<td>10.429</td>
<td>20.000</td>
<td>10.336</td>
</tr>
<tr>
<td>301</td>
<td>13.020</td>
<td>32.802</td>
<td>18.052</td>
</tr>
<tr>
<td>302</td>
<td>15.327</td>
<td>32.790</td>
<td>18.057</td>
</tr>
<tr>
<td>303</td>
<td>16.894</td>
<td>32.782</td>
<td>17.858</td>
</tr>
<tr>
<td>304</td>
<td>19.610</td>
<td>32.757</td>
<td>17.119</td>
</tr>
<tr>
<td>305</td>
<td>21.482</td>
<td>32.777</td>
<td>17.187</td>
</tr>
<tr>
<td>306</td>
<td>23.620</td>
<td>32.783</td>
<td>17.533</td>
</tr>
<tr>
<td>307</td>
<td>25.308</td>
<td>32.800</td>
<td>17.601</td>
</tr>
<tr>
<td>308</td>
<td>17.286</td>
<td>32.759</td>
<td>16.399</td>
</tr>
<tr>
<td>309</td>
<td>18.203</td>
<td>32.763</td>
<td>15.956</td>
</tr>
<tr>
<td>310</td>
<td>20.566</td>
<td>32.767</td>
<td>15.966</td>
</tr>
</tbody>
</table>

### C. Orthophoto Construction

After constructing the tie point cloud, a dense point cloud was generated. The distinction between a tie and a dense point cloud is that the former is used to determine the exterior orientation parameter by resecting the tie point. Meanwhile, the latter is used to transform each pixel in the image into three-dimensional space. From the dense point cloud, a variety of photogrammetric products such as a 3D model and orthomosaic can be generated. The thermographic orthomosaic in this work was created using the Pix4D mapper (academic version).

The process began with aligning the color images in Pix4D in order to create a tie point cloud and estimate the exterior orientation parameter for each image. The GCPs are then used to reorient the image via bundle adjustment and to scale the pillar’s 3D point cloud for metric measurement. Following that, a dense 3D point cloud was generated and the coordinates of pillar features such as edges and contrast spots were extracted in order to align the thermography imagery. Due to high resolution of color image, the common features on overlapped images were seamlessly matched for tie point construction.

The thermal dataset was then sequentially inserted onto color photographs that had previously been aligned. The edges and contrast spots were marked as control points for the thermal point cloud. The coordinates for the control point were extracted from the object coordinates previously determined using the color image. This procedure enables the transformation of the constructed pillar’s coordinates to the features visible on the thermographic image. When the thermal imagery was successfully aligned, the thermal image’s dense point cloud was also generated. Following that, the thermal orthomosaic was created using the orthoplane function included with Pix4D Mapper. Fig. 2 to Fig. 5 has shown the process using Pix4D Mapper.
FLIR Tools+'s image stitching for thermal images is fairly simple, beginning with importing the images into the FLIR Tools+ workspace. FLIR Tool+ stitched together several smaller images into a larger one using panorama mode by analyzing each image to detect pixel patterns that match pixel patterns in other images. Fig. 6 shows the results of image stitching from a thermal image using the FLIR Tool+ software.

D. Image Enhancement and Segmentation

According to [10], there are many researchers has used the image processing technique to detect a crack or defect in a certain structure, for example [11] has proposed preprocessing, image segmentation and feature extraction, [12] have presented a detection method based on the use of acoustic emission and digital image correlation and [13] used Gabor filtering to presented a method for automatically detecting cracks in digital photographs. In this project the method used was the image enhancement and image segmentation.
For Image enhancement is the process of adjusting digital images so that the results are more suitable for display or further image analysis. Furthermore, Image enhancement is used to improve the perception of visual quality in an image as well as to provide better input for other computerised image processing processes [14]. This process allowed the user to remove noise, sharpen, or brighten an image thus, making it easier to identify key features on the image and for this case, is to detect the defect area. Using FLIR Tool+ software, the image enhancement process can simply be achieved by adjusting the image contrast between temperature. Fig. 7 below shows the result of image enhancement.

Image segmentation is the process of dividing an image into several segments in order to transform the image’s interpretation into something more meaningful and easier to work with or being analyzed [15]. As for this project, the segmentation was used to identify a weak region on the pillar. For image segmentation, the k-means clustering method was implemented in both ENVI and Matlab software. When working with small datasets, K-means clustering performs well because it can separate items in photographs and produce superior results. The ENVI software image segmentation process was carried out using the software’s existing k-means clustering function, whereas the Matlab software required the implementation of a simple code, as shown below.

K-means clustering:

Matlab Programming Code:

To read an image into workspace:

```matlab
I = imread('34a.jpg');
title('Original Image')
```

To segment the image into three regions using k-means clustering:

```matlab
[L,Centers] = imsegkmeans(I,3);
B = labeloverlay(I,L);
title('Segmented Image')
```
V. RESULT AND ANALYSIS

To begin with, the enhanced image in Fig. 8 below shows that the quality of the thermal image has been improved as it has become brighter. These findings will make the image segmentation process more visible. The K-means clustering method of image segmentation divides the image into several predefined clusters and groups the different clusters with the same color to create the segmentation region. The segmented image in Fig. 8 shows that the results are quite similar, but the ENVI result appears to produce a much more detailed result. The segmentation process produced three distinct clusters, with the hottest area assuming to be the most affected area of defect.

Subsurface deficiencies in concrete heat up at faster rate than sound surface which means the hotter region on the concrete surface appear to be the weak region that could possibly be a crack. The algorithm cluster thermal image by extracting the hottest pixel is brightest blob for great contrast between defect and non-defect area. The output from the segmentation process on the enhance thermal image it can be seen that the hotter region falls in to the crack area but in the segmented image there are also other hotter region on the pillar that fall out of the crack area and this is indicating that area might also have defect or just another weaker spot.

VI. DISCUSSION AND CONCLUSION

This study was successful in identifying a new method for detecting high concrete structure defects that was integrated with advances in aerial data acquisition and imagery processing. As is well known, the drone platform is very useful for acquiring low altitude aerial information using a camera or sensor payload. While the image processing system can produce good segmentation for various types of surfaces. It is a difficult task to create the 3D thermal image enhancement orthoplane where there is difficulty in stitching the homogenous structure surface such as to produce 3D bridge pillar. Another critical step is to use image processing system to determine the micro level of structure cracks from thermography image. As a result of this breakthrough, another advanced NDT process method for structure inspection is now available.

Furthermore, the capability of thermography imagery in dealing with the problem of defect detection on a concrete surface can be seen. This new method is quite useful and effective in that thermal imagery can be interpreted into other forms of imagery through the process of segmentation, providing a better initial view to solve the problem. Thermography imagery will always be an interesting NDT method for monitoring the health or condition of structures, not just concrete structures, but also other types of structures in a cost-effective manner. Sirca Jr and Adeli (2018) [16] state that this is due to the unique environmental constraints and the massive amount of data that must be processed, applying the thermography method of defect detection to large scale three-dimensional concrete structures such as power plant cooling towers and hydroelectric dams will remain be a challenge. This statement has surely been a reason to keep on studying and explore the potential of the thermography imagery in solving the structure defect problem.

In conclusion, the aim of this study in which to study the performance of thermal imaging technique for detecting the defect of bridge surface has been achieved as the final result of the study has shown a positive outcome. Furthermore. The objective which is to demonstrate concrete surface defect detection technique using UAV thermography imagery and to detect the defect on bridge pillar surface using segmentation method by utilizing thermal group of UAV remote sensing has also been achieved. This study has profoundly used the method of close-range UAV in collecting thermal which then the data were processed into a better form of imagery in order to conduct the segmentation process that produce a clear vision to the defect on the concrete surface.
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Abstract—Many universities worldwide were forced to physically close campuses due to lockdown and resumed the in-person classes compliant with a stringent set of standards of procedures (SOPs) as Covid cases drop. This has profoundly disrupted the hands-on lab face-to-face learning process that is harder to be moved online. Virtual simulation lab could be the answer and its use in many courses has been extensively studied. However, it is relatively little studied when it comes to land surveying courses. The purpose of the study is to explore the learning effectiveness of virtual surveying field lab for blended open distance learning (ODL) students at Wawasan Open University (WOU) in the time of Covid-19. This study used a mixed-method that combines qualitative and quantitative approaches to get a fuller picture and deeper meaning of learning behavior while using descriptive and inferential statistical methods in SPSS platform. Respondents were selected using the purposive sampling method. Survey questionnaires were designed and distributed to students before and after lab simulation class. Instructors were interviewed after the lab simulation class. Students’ learning results for the surveying course were compared with the past-year examination results at pre-Covid-19 times before the virtual simulator was introduced. Both qualitative and quantitative data set were collected and analyzed. The findings revealed that the virtual simulator has enhanced students’ learning interest and efficiency for surveying course in a ODL setting. Both students and instructors have responded positively towards the virtual simulator learning experiences. Students’ achievement in the final examination amid Covid-19 was better than pre-Covid-19 performance. It is recommended that the virtual simulator shouldn’t be a replacement to physical instrument but as a complement.
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I. INTRODUCTION

The abrupt outbreak of Covid-19 pandemic has forced many universities worldwide to temporarily close physical campuses due to lockdown and shifted the in-person classes to online mode. However, the practical lab class that requires hands-on and is more difficult to be moved online has to be halted and to be adjourned to a much later time. Even if the hands-on lab is forcibly moved online, the hands-on lab most likely has to go hands-off, leaving out the hands-on experience whereby students passively watching the demonstration videos from the instructors, that either live or pre-recorded. Like the other countries, Malaysia resorted to the extreme measures to curb the spread of the Covid-19, began to implement the unprecedented lockdown starting in March 2020 until May 2020 with the gradually eased lockdown restrictions. Universities in Malaysia, public and private, have not been spared from the impacts of the Covid-19, were ordered by the Higher Education Ministry to stay shut physically and to go fully online until end of 2020, with a few exceptions that let students who need to carry out practical laboratory work using specialized equipment to enter the campus, subjected to the stringent set of standard operating procedures (SOPs) [1]. In January 2021, following a second wave of Covid-19, much of the country again was into its second major lockdown. The whole nation was plunged back into a full lockdown in June 2021 as third wave hit. In virtue of the national vaccine rollout success, universities finally opened their campus doors to fully vaccinated students to return starting Oct 2021, but still with strict SOPs in place [2]. Admittedly, with many un-certainties and the ups and downs of repetitive lockdowns, the Covid-19 pandemic has indeed profoundly disrupted the whole educational system and in particular, the hands-on lab face-to-face learning process.

Nonetheless, the land surveying hands-on outdoor lab has faced its own unique challenges even before the Covid-19 pandemic [3-10]. The physical surveying instruments that are generally sensitive and delicate have to be handled with great care, but wear out despite years of good maintenance, and get expensive when replacing with more up-to-date or higher quality one. Insufficient quantity of the physical surveying instruments leads to the unequal access to the instruments when students are asked to practice in bigger groups. The practical session is further bounded by the location within the vicinity of the campus with the same terrain characteristics due to accessibility and safety issues; the unpleasant external environmental conditions like haze or rainy weather especially in this tropical climate zone; and the allotted time for the hands-on lab to cover fairly each surveying topics in the course syllabus. The demonstration on the operation of the surveying instruments from the instructors may not be seen clearly by the students in the field, particularly some detailed operation steps with tiny finger motion like setting up the instruments. After the demonstration, students are usually dispatched in groups to
carry out the fieldwork, often with little supervision, in the end, are asked to report their fieldwork results to the instructors and have no way to trace back their multi-steps process. All these factors have thrown wrenches to the learning process in getting students to familiarize with the use of modern surveying instruments and preparing them adequately for surveying work in the real world.

With these challenges in mind, virtual land surveying simulator seems like the perfect solution. But then in-depth study on the learning effectiveness of virtual surveying simulator should be conducted before incorporating it into the land surveying course curriculum. Although the use of virtual simulator has been extensively studied in many fields, but there have been relatively much lesser studies of its development and implementation when it comes to architecture-engineering-construction education, especially for land surveying courses, in an open distance education setting, to say the least [11-14]. Recognizing the value that comes after it, this study kicked off way before Covid-19. While working on the solution, this study proved to be very timely during the nationwide shutdown of on-campus teaching due to the Covid-19 surge. Therefore, the main objective of the study is to explore the learning effectiveness of virtual surveying field lab simulation for blended open distance learning (ODL) students at Wawasan Open University (WOU) in the time of Covid-19.

II. LITERATURE REVIEW

Ever since the emerging of this new virtual reality technology, computer generated simulation has been exponentially increased its use in many education and training courses involving hands-on laboratories in wide spectrum of fields, in particular, dominating mainly in science, engineering and medical, leading the trend by renowned universities and institutions like Massachusetts Institute of Technology (MIT), Carnegie Mellon University, to name a few; and its application has been extensively studied in the literature review over the past decade, showing great deal of interest in this topic worldwide [15-19]. In architecture-engineering-construction (AEC) education, the underpinning VR technology has been adopted to support design, visualization, structural analysis, hazards recognition, safety training, decision-making, operational training of heavy equipment such as cranes; without facing the dire do-or-die consequences as in real construction project.

Several successful attempts to explore in-depth the virtual laboratory for construction surveying are deemed valuable and commendable. Using QuickTime VR technology, Ellis et al. (2006) implemented an interactive multi-media learning resources for leveling survey only and evaluated its application among undergraduate students in the School of the Built Environment at Leeds Metropolitan University [20]. Mills and Barber (2008) employed virtual interactive learning tool running on AJAX for traversing survey only at Newcastle University's School of Civil Engineering and Geosciences [4]. In addition to levelling and traversing, a virtual simulator for survey training, SimuSurvey and an improved version using XNA gaming platform, SimuSurvey X, were developed at the Department of Civil Engineering in National Taiwan University that cover other surveying topics as well [3, 6, 21]. In the College of Technology at Purdue University, a virtual learning environment was created and a pilot study with undergraduate students was conducted for one chaining module only in surveying fundamental course before extending to differential level surveying module. [7, 22] Gao and Wu (2017) designed an experimental virtual surveying system using VR modeling language for students in Henan University of Urban Construction. [8] León and Morales (2018) created interactive survey instructor (ISI) that was being used by the surveying engineering school from University of Costa Rica for teaching two modules only, differential leveling and traversing [23]. In response to the Covid-19 pan-deminc, Tingerthal and Kaoni (2021) prepared a virtual laboratory centered on a series of interactive videos for students at Northern Arizona University, without the gamifying survey experience that allows students to operate virtual instruments [10]. Whereas Bolkas et al. (2021) presented surveying reality (SurReal) software solution that simulated the virtual reality environment and surveying level instrument in an immersive and interactive virtual laboratory based on levelling task only at Pennsylvania State University Wilkes-Barre campus [9].

Triumphant, all the findings of these studies related to the virtual laboratory for construction surveying in recent decade bring forth positive results and reach a conclusion on the betterment of teaching and learning process with the use of virtual simulation laboratory for surveying when querying about participants’ perception [3, 4, 7, 9, 10, 20, 22, 23]. The findings are equally exciting when measuring the performances of the students. Kuo et al. (2007) found that approximately two-third of the students were able to answer correctly the follow-up quizzes after simulator lab class [3]. Hazar and Nicoletta (2011) presented the students’ average e-grade using with the simulator was 65% [7]. Hazar et al. (2014) saw an increase of declarative knowledge by 28% in a given written test and procedural knowledge by 30% in a field surveying exercise among students who used the simulator [22]. Gao and Wu (2017) acclaimed the success of the university in winning a total of 60 person-time awards of undergraduate surveying skill competitions at national and provincial level, owing to the great teaching effect of the simulator [8]. Tingerthal and Kaoni (2021) reported students who completed 19 or more out of the 23 practice quizzes that interleave in the virtual lab has achieved higher scores (average=93.3%) on the summative quiz at the end of the module than students who completed less (average=63.7%) [10].

However, it is relatively little studied on the development and implementation of the virtual simulator in the field of architecture-engineering-construction, particularly, the land surveying course, in comparison to the vast study of simulator in other fields. Most of the universities involved in the studies are conventional brick-and-mortar universities with surveying courses primarily taught in-person, while developing the virtual surveying simulator as a webpage that is hosted on the internet server [20, 4, 8, 10, 20] or downloadable on personal computers with low-end graphic cards [3, 7] or as a lightweight web application [23] or as a software installed on a stationary workstations in the campus that work faster than a personal computer [9]. It is therefore fewer studies when it comes to pedagogical implementation in an open distance education engineering in National Taiwan
setting in the pre Covid-19 era and also during the outbreak of Covid-19. This study is to answer the research question at the onset of the study whether the virtual surveying simulator has any effect on the learning interest and efficiency for open distance learning students amid Covid-19, that will help to fill the research gaps.

III. RESEARCH METHODOLOGY

A. Research Setting

Basic surveying course is the basic major course within the undergraduate construction management program at Wawasan Open University (WOU). It is an introductory course to the fundamentals of construction surveying that comprises the basic principles and branches of surveying, the use of survey instruments such as auto level, theodolite, EDM, total station, etc. the various common methods of surveying procedures such as levelling, traversing, bearing etc.; and the applications of surveying in building construction. Students from main campus in Penang and four geographically apart study centers at different locations in Perak, Johor, Kuala Lumpur and Sarawak, are required to take this basic surveying course in the first year of their studies and to complete it in one semester. In year 2020, there were 208 active current undergraduate construction management program students and about 30 of them taking basic surveying course in each year cohort. These students were invited to participate in the virtual surveying field lab simulation class, along with 21 graduating students and 53 graduated students as well, so to compare between those with and without prior knowledge of surveying background.

B. Ecosystem Approach

Being an ODL university, WOU robust virtual learning spaces are naturally flexible and accessible to cater to students’ online and remote learning experience as shown in Fig. 1, even despite the interruption brought about by Covid-19. Learning management system (LMS) at WOU uses MOODLE that delivers one stop service for students [24]. Through the LMS gateway, the surveying course page provides for students all the surveying materials at one place including surveying course materials, lab manual, lab procedures, demo videos and animations, quizzes, course assignments, past year exam papers, online forum, announcements, additional web resources, library learning resources etc. On the other hand, for instructors, it provides LMS analytic reports of users’ access and views, customization, instructor supports, helpdesk etc. The online submission system (OAS) is where the students can submit, resubmit, apply submission extension, and view the grades and feedback of their written assignments whilst the instructors can assess the assignments, give comments, moderate and export the marks, approve students’ request, set deadlines and mark allocation etc. However, there have been physical surveying field labs with practical training initially conducted on-campus that had to go online due to the nationwide shutdown of on-campus teaching. As such, the virtual surveying lab simulators that are available to students and instructors to install onto personal computers / laptops or to access it through local network remotely made it possible for online surveying lab classes to continue effectively.

C. Virtual Land Surveying Simulator

Amid the Covid-19 pandemic, virtual land surveying simulator was introduced for the first time to students before the physical surveying field lab class was conducted on WOU main campus and four regional learning centers, with the stringent SOPs in place such as masking, temperature screening, social distancing, MySejahtera scanning etc. After the first introduction, students would then access it remotely by downloading and installing the virtual simulator onto their own personal devices or to access it through local network, for their own practices. The virtual surveying simulator used in this study is SimuSurveyX, an improved version of a computer-based survey surveying simulator, SimuSurvey that was first developed by researchers from Department of Civil Engineering in National Taiwan University using OpenGL graphic library and the C# object-oriented programming (OOP) language [21]. A feasibility study on the original version of the virtual surveying simulator was conducted [3]. Following that the user interface of SimuSurvey was then redesigned by using user-centered design (UCD) approach [5]. The original version was further improvised by using XNA gaming platform. SimuSurveyX provides a virtual environment and simulates various surveying instrument and accessories for users’ manipulation controlling like auto level, theodolite, total station, tripod, reflector prism, level staff and ranging rod. It covers five basic surveying training activities namely leveling, horizontal angle & vertical angle surveying, traversing and free mode surveying [6].

D. Sampling Method and Instrument

Prior to the virtual surveying field lab simulation classes with students, instructors attended the training workshop on the operation of the virtual surveying instrument through the scheduled meeting online. Pre and post survey questionnaires were de-signed and distributed to the students before and after the virtual surveying field lab classes. There were three sections in the pre-survey whereas there were two sections in the post-survey. The instructors who are also the subject experts were interviewed after the virtual lab classes as well. The total respondents who have responded voluntarily to the post-survey in this study are 28 students and 7 instructors of WOU. Both students and instructors were identified and selected as the respondents using the purposive sampling method. During the virtual lab classes, instructors gave demonstration and guided the students for five virtual
surveying activities namely distance measurement, angle & direction measurement, levelling, traversing and calculation related to surveying, in order to achieve the learning objectives whereby students should be able to set up the virtual surveying instruments, to perform measurements using different virtual surveying instruments and to carry out calculation related to surveying.

E. Data Collection and Analysis Procedures

At the end of the virtual lab classes, students were asked to answer the quizzes related to the surveying activities and their answers were graded. As the basic surveying course is offered at WOU every academic year, students’ learning results for basic surveying course are tested again in the final examination at the end of the semester and these results were compared with the past year examination results at pre-Covid-19 times before the virtual surveying simulator was introduced. Mixed method combining qualitative and quantitative approaches is used in this study whereby the quantitative data set was collected and analyzed using descriptive and inferential statistical methods in Statistical Package for Social Sciences (SPSS v. 28) software platform while the qualitative data set was examined further to get a fuller picture and to perceive deeper meaning of students’ learning behavior, with the primary objective to explore the learning effectiveness of virtual land surveying field lab simulation for blend open distance learning (ODL) students at WOU in the time of COVID-19 pandemic.

IV. RESULTS

A. Demographic Characteristics

The virtual surveying field lab simulation class was planned for construction management program students in year 2020, there were 208 active current undergraduate, 21 graduating students and 53 graduated students invited to participate the study. A total of 28 students responded. Two anonymous pre and post survey questionnaires were designed in the form of binary yes or no questions, multiple choices, a 4-point Likert-type scale, as follows, 1=strongly disagree to 4=strongly agree, and open-ended questions whereby their other comments were also welcome. In the pre-survey questionnaires, there were three sections. The first section was to attain the background of students that include age, year of studies, prior knowledge in surveying courses, work and surveying experiences etc. Overall, we had a good balanced distribution among participants with diversified demographic and background characteristics (Table I).

B. Pre-Survey

The second section of the pre-survey questionnaires was to gauge students’ attitude towards conventional surveying course without virtual surveying simulator that comprises of three parts: students' degree of interest in surveying course itself, their degree of interest in operation of physical surveying instrument and their challenges in handling the physical instrument. Students were asked to indicate their level of agreement with statements in this section. Using boxplot, Fig. 2 to 5 illustrates the students’ responses to the statements. Fig. 2 shows that students generally were keen in surveying course itself, for example, statement 1: I am very interested in the surveying course (median=3); statement 9: the surveying course prepares me for the sub-sequent higher-level courses in my overall study (median=3); and statement 13: I think the surveying course is useful for my profession (median=3).

Fig. 3 shows that students mostly were keen in learning how to operate physical surveying instrument, for example, statement 1: I am very interested in the operation of physical surveying instrument (median=3); however, majority of the students disagree statement 14: operating physical surveying instrument is easy (median=2); and they are willing to spend more time to practice on how to operate physical surveying instrument after leaving lab class in statement 18 (median=3).

Fig. 4 shows that students faced many challenges in handling the physical surveying instrument, for example, statement 1: the physical surveying instrument is not enough for students to take turn to practice (median=3); statement 17: I want more interaction between instructors and students (median=3); statement 18: I need more guidance from instructor when I operate surveying instrument; and statement 20: I cannot understand without audio visual teaching aids used by instructor (median=3).

TABLE I. DEMOGRAPHIC CHARACTERISTICS OF PARTICIPANTS

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>20 – 34 years</td>
<td>50</td>
</tr>
<tr>
<td>35 – 44 years</td>
<td>39</td>
</tr>
<tr>
<td>45 – 54 years</td>
<td>11</td>
</tr>
<tr>
<td>Years of studies</td>
<td></td>
</tr>
<tr>
<td>Year 1 – 2</td>
<td>36</td>
</tr>
<tr>
<td>Year 3 – 4</td>
<td>43</td>
</tr>
<tr>
<td>Year 5 or more</td>
<td>14</td>
</tr>
<tr>
<td>Graduated</td>
<td>7</td>
</tr>
<tr>
<td>Taken basic surveying course at WOU</td>
<td></td>
</tr>
<tr>
<td>Taking now</td>
<td>57</td>
</tr>
<tr>
<td>Taken already</td>
<td>22</td>
</tr>
<tr>
<td>Not taken</td>
<td>21</td>
</tr>
<tr>
<td>Taken land surveying course during diploma / technical / vocational studies</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>39</td>
</tr>
<tr>
<td>No</td>
<td>61</td>
</tr>
<tr>
<td>Construction work experience</td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>11</td>
</tr>
<tr>
<td>1 – 5 years</td>
<td>36</td>
</tr>
<tr>
<td>6 – 10 years</td>
<td>14</td>
</tr>
<tr>
<td>More than 10 years</td>
<td>39</td>
</tr>
<tr>
<td>Surveying experience at workplace</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43</td>
</tr>
<tr>
<td>No</td>
<td>57</td>
</tr>
</tbody>
</table>

Fig. 2. Students’ Responses to Statements Regarding their Degree of Interest in Surveying Course.
The third section of the pre-survey questionnaires was to gauge students’ attitude towards unconventional surveying course with virtual surveying simulator that comprises of two parts: students’ degree of interest in learning how to operate virtual surveying instrument and their readiness to run virtual simulator on their personal devices such as their device types, window version, graphic card, internet connection, etc. Fig. 5 shows in general students were keen in learning how to operate virtual surveying instrument, for example, statement 1: I am very interested in the operation of virtual surveying instrument (median=3) and they are willing to spend more time to practice on how to operate virtual surveying instrument after leaving lab class in statement 16 (median =3). All the students possessed personal devices either laptop or desktop with Windows 7 and above. 61% of their devices have graphic card. 75% of the students had stable internet connection access and 86% of them were comfortable to download and install virtual simulator on their own.

C. Post Survey

Whereas in the post survey questionnaires, there were two sections in the post-survey. The first section was to find out if any changes of students’ attitude towards unconventional surveying course with virtual surveying simulator after participating the virtual surveying field lab simulation classes. This section comprises of students’ rating on self-efficacy, effectiveness of learning, instructors, virtual surveying activities, virtual surveying software, lab manual and exercise provided during the virtual lab simulation classes. Fig. 6 shows students’ ratings and the students in general have responded positively towards the virtual surveying simulator learning experiences.

The second section of the post survey questionnaires was to determine students’ preference between surveying course with and without virtual surveying simulator. Fig. 7 shows that majority of the students agreed the surveying course with virtual simulator is better, corresponding to the challenges with the physical instrument, for example, statement 1: virtual surveying instrument is better because every student can handle the surveying instrument at their desktop (median=3); statement 17: virtual simulator is better because there is more interaction between instructors and students (median=3); statement 18: virtual simulator is better because instructor could provide more guidance when I operate surveying instrument; and statement 20: virtual simulator is better because instructor could use it as audio visual teaching aids (median=3).
D. Comparison between Pre and Post Survey

Students’ level of agreement on 10 parallel survey statements each related to learning interest and learning efficiency in surveying respectively from both pre and post survey are compared. A parametric test i.e., student t test for dependent or paired t test was used to find out any statistically significant mean change in learning interest and learning efficiency of surveying following the virtual simulator lab class as sample size, n <30. The distribution is normal after verifying with the Kolmogorov-Smirnov test as p-value > 0.05. The mean±SD of learning interest in surveying before surveying simulator lab class was 30.86±2.965, and mean±SD after simulator lab class was 32.21±3.985. There was significant mean change in learning interest of surveying after simulator class as p-value < 0.05 (p =0.022) (Fig. 7). The mean±SD of learning efficiency in surveying before surveying simulator lab class was 26.86±3.608, and mean±SD after simulator lab class was 30.68±3.486. There was also significant mean change in learning efficiency of surveying after simulator class as p-value < 0.05 (p =<0.001) (Fig. 8).

E. Direct Method

Besides reporting on the indirect method that captures students’ perceptions of their learning experiences through survey questionnaire, a direct method involving an evaluation of students’ quizzes in answering four different surveying topics upon completion of the virtual lab class (Fig. 9) and also the comparison of the year end final examination results of surveying course with the past year results before the introduction of virtual simulator (Fig. 10) were also employed in this study.

Fig. 9 illustrates that more than half of the students, i.e., 61% of them, passed their quizzes (average=44%), the lowest score for students who failed was 13% and the highest score was full mark, 100%. Majority of the students agreed that they had no difficulties in understanding the questions provided in the quizzes (median=3) and better understanding of the questions after carrying out the virtual surveying activities (median=3), but think they would be able to solve the questions if they have more time (median=3).

Fig. 10 depicts that the mean±SD score for group in year 2020 is higher at 67.70±21.360 as compared to year 2019 (mean±SD = 41.81±21.360) and 2018 (mean±SD = 57.93±21.251). One-way ANOVA analysis confirms that there is a statistically significant difference between the mean score for each group as the significance value is 0.000 (p = 0.000), which is p-value < 0.05. The Tukey’s HSD test i.e., the preferred test for conducting post hoc tests on a one-way ANOVA. The multiple (pair-wise) comparisons of scores between the groups shows that there is a statistically significant difference in the scores between year 2020 and 2019 (p = 0.000) and be-tween year 2019 and 2018 (p = 0.029). However, there is no significant difference of the scores for year 2020 and 2018 (p = 0.198). In short, this proves that the virtual simulator lab class introduced to the group in year 2020 helped the students scored better in their final examination as compared to the groups not introduced with the simulator lab class in year 2019 and 2018.

F. Instructors’ Rating

While the virtual simulator was received positively by the students, instructors were also asked to give their rating on students’ learning experiences that comprises of learning interest, learning effectiveness, interaction between instructors and students, virtual surveying activities, virtual surveying software, lab manual and exercise pro-vided, based on their observation during the virtual lab class. (Fig. 11) The instructors in general have responded positively towards the virtual surveying simulator learning experiences.
helped students to surveying simulator has. Students were not able to learn acting students’ perceptions of their learning that provide equipped with physical libraries, WOU in this study adopted an interests to discover and students still perceived the virtual s course mate in a team to carry out the virtual surveying teamwork skills as they couldn’t cooperate with the other virtual instrument operation procedure and interface are abstract. The virtual surveying simulator allowed students process, virtual surveying simulator h instructed. They also commented that during the learning students could clearly understand the learning objective and interaction betwee simulator class students paid full attention to them, the learning behavior. The instructors observed that during the interview and observation gave some insights on the students’ surveying simulator lab class.

In order to explain the results obtained, the instructors’ interview and observation gave some insights on the students’ learning behavior. The instructors observed that during the simulator class students paid full attention to them, the interaction between them and students were good, eventually students could clearly understand the learning objective and were able to operate the virtual surveying instrument as instructed. They also commented that during the learning process, virtual surveying simulator helped students to understand some of the surveying theories and concepts that are abstract. The virtual surveying simulator allowed students to screen record the surveying activities history to the cloud / drive to share with the instructors in order to playback the recorded surveying activities to review students’ learning problem and to provide constructive feedback.

It is found that the virtual surveying software is simple and easy to use, however, it is noted that there are some limitations with the software, for example some components of the virtual surveying instrument such as screws, knobs, buttons are not designed for students to manipulate, and some details of the virtual instrument operation procedure and interface are missing for students to learn. Students were not able to learn teamwork skills as they couldn’t cooperate with the other course mate in a team to carry out the virtual surveying activities together. Despite those minor flaws, the instructors and students still perceived the virtual surveying simulator has effectively enhanced the learning interest and efficiency in both surveying course and in physical surveying activities.

In an open distance learning (ODL) setting, when linking the demographic characteristics of the participants, it was found that ODL students whom were largely made up of working adults, mature in age, more computer savvy with technology readiness, have certain measures of exposures to surveying experiences at their workplace or have some prior knowledge in surveying by taking land surveying related courses during pre-university study, they were more interested and had positive attitude in surveying, physical surveying instrument and virtual surveying simulators, as p-value < 0.05 (p =<0.001) using paired T-test. Their interests to discover more aspects of surveying were further enhanced with the virtual surveying simulator. Their surveying skills and understanding were reinforced through repeated practices and exercises using surveying simulator after classes.

Differing from the previous studies conducted by the conventional universities [3, 4, 7, 8, 9, 10, 20, 22, 8, 23], as an ODL university that offers blended or fully open distance learning delivery without regular face-to-face (F2F) contact in the physical classroom, WOU in this study adopted an ecosystem approach whereby the virtual land surveying lab simulator is part of that learning support system on 24x7 basis that comprises of online learning management system (LMS) and online assignment submission system (OAS) that provide students access to self-directed learning materials, online counselling and tutoring, electronic library resources, forum discussions etc. from anywhere remotely and at any time with personalized and self-paced learning experience. In assuring the quality of online teaching and learning, the quality assurance (QA) components are being integrated within the LMS of WOU [25]. Even during the Covid-19 lockdown, nationwide, the regional learning centers and offices in the urban cities that are equipped with physical libraries, laboratories, computer terminals and administrative support were closed temporarily, the interruption in learning and teaching process was able to be kept to a minimal level.

In this study, it is also recognized that virtual surveying simulator comes in handy especially amid pandemic outbreak, so that students could still carry out the surveying activities virtually, as the university couldn’t get enough physical surveying instruments for students to keep their social distancing since the purchasing and maintenance cost of physical instruments is often expensive. This same sentiment is also echoed by other affected universities as well. Bolkas et al. (2021) pointed out that the Covid-19 pandemic has pushed universities to remote learning and opened the door to implement the novel desktop-based VR platform for surveying labs. [9] Tingerthal and Kaoni (2021) also expressed that the Covid-19 pandemic has forced the universities to pivot in the modality of online teaching and proposed the virtual surveying laboratory to incorporate even into a post Covid-19 curriculum. [10].

VI. CONCLUSION

It is concluded that the virtual land surveying simulator has shown statistically significant and positive results in stimulating learning interests and enhancing effectiveness for...
land surveying courses among blended open distance learning (ODL) students at Wawasan Open University (WOU) in the time of Covid-19 pandemic, solving many bottleneck problems associated with conventional surveying course. Both students and instructors have responded positively on the learning experiences towards the virtual surveying simulator lab class. Students’ quizzes result at the end of the simulator class overall was satisfactory. Moreover, after the introduction of virtual surveying simulator, students’ achievement in the year end final examination amid Covid-19 was better than pre-Covid-19 performance.

It is strongly recommended that the virtual surveying simulator should be added to the surveying field lab along with the physical surveying instrument, but never as a substitution to do away with the physical surveying instrument. It is suggested that the use of virtual surveying simulator in designing teaching activities as an effective visual teaching aid. More activities related to field of surveying should be added and at the same time students should be given more time to complete those surveying activities, at least a couple hours more. It is preferred that students first learn the physical surveying instrument to carry out the physical activities before learning the operation of the virtual surveying simulator to carry out the virtual surveying activities. Smaller class size is ideal for both physical and virtual surveying lab classes.

It will be still a long time before we could return to pre-Covid era and in the meantime, we will be living together with coronavirus in the new normal. Even in a post-Covid world, the landscape of education will never look the same anymore. More future work will focus on the immersive lab learning experiences with the promising use of virtual reality (VR), augmented reality (AR) and artificial intelligence (AI). And the virtual lab simulator could model after unmanned aerial vehicle / unmanned aerial system (UAV/UAS) or known as drone, which keeps rising as a viable alternative to traditional land surveying. Greater samples size could be collected and more academic years could be monitored to compare the examination scores in the future research.
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Abstract—The accurate approximation of pixel value for preserving image details at a high concentration of noise has led the researchers to improve filters performance. A few image restoration filters are effective at lower density noise. Filters are commonly deployed for cameras, image processing tasks, medical image analysis, guided media data transmission, and real-time machine learning. This article proposes a mathematical model for the exact pixel value estimation at a high noise density for RGB and Gray images. The mathematical model is implemented to fuse statistical reasoning on the optimized mask sizes while preserving image details. Different parameter returns from the median filter, the trimmed median filter, the trimmed mean filter, and mood analysis form a mathematical function. The filter iteratively selects different schemes to calculate pixel values at different noise densities with minimum image information. Different processing masks are analyzed to preserve local data at specific image locations correctly in high density. A robust estimator counts false approximation of pixel values as discontinued, identified, and removed. At the post-smoothing process, the filter recovers the misclassification of noise-free pixel and blur effects in the image. The qualitative experiments show satisfactory results in storing the details of the image from any image. The performance of the fusion filter is verified with visual quality and performance analysis matrices such as the image enhancement factor, the similarity indicator and the noise ratio from the peak signal.

Keywords—Salt and pepper noise; median filter; statistical reasoning; performance analysis matrices; high-density noise; mood; trimmed median; trimmed mean; peak signal-to-noise ratio; image enhancement factor; structural similarity index

I. INTRODUCTION

Some notable developments have attracted attention from the image processing industry to academia. Its research opportunities have been expanded due to the implementation of real-time applications in computer vision, digital image acquisition, satellite image analysis, data transmission and medical image analysis [1]. Preprocessing a digital image for a real-time application is essential before deploying for any application. This article focuses on significant preprocessing work and recommends a statistics-based mathematical model to eliminate digital images’ salt and pepper noise (SAPN). The previously proven filters have been discussed here: standard median filter (SMF)[2], an adaptive median filter (AMF) [3], decision-based filter (DBA) [4], and noise-adaptive fuzzy switching median filter (NAFSM)[5]. The most common disadvantage of denoising is that the image information is lost in higher noise density [6].

SMF has a fundamental mathematical structure and displays the best output on low-density noise removal [7]. A mask with a 3X3 size limits the processing ability to select noise-free pixels at high densities. Nevertheless, several recent additions to nonlinear filters have outgrown existing filter errors and reached a stage where they may be suitable for approved types of noise. Nonlinear methods such as trimmed media filters, noise adaptive fuzzy median filters [5], decision-based median filters [4] have become the norm for image analysis.

Related research indicates that the development of the filtering phase is gradual, and the opportunity motivates the researcher to strengthen the filters based on statistical reasoning. This article investigates the fusion of statistical logic to design an effective filter to remove noise from the highly damaged image.

Filters are loosely classified according to their ability to reduce the noise of any concentration: when retrieved, images begin to have jitter effects, noise type, recovery of image data, image type, and noise removal from pure black and white dot [8]. The adaptive median filter mask shows a different technique for selecting a noise-free pixel by extending the size
of $2 \times 2$ but fails due to limited statistical analysis and displacement of the denoised pixels at high noise densities. The adaptive median filter fails to store local information properly, while the noise adaptive fuzzy switching median filter [9](NAFSM)[10] and the decision-based filter (DBA) [4] repeatedly replace the noisy pixels that are resulting blurred effect on the restored images. However, the output of any filter can be improved to a certain extent by giving more weight to a particular pixel based on the surrounding pixel intensity statistics [11][12][9][13].

Statistical analysis for the improvements of AMF, DBA, NAFSM, and other filters was initiated. However, a proper mathematical model is not yet proposed. Instead, most researchers have suggested multiple-combined filters to eliminate high-density pulse noise from the grey and colour images, regardless of the image's black and white part, discussed in Section 2.3. And most of them are not defined as state-of-the-art filters, such as morphological-mean filter [14], decision-based asymmetric filter (DBUF) [15] and filter boundary discriminative noise detection [16]. Most of the improved filters have the following drawbacks:

1) Most advanced/hybrid filters replace noise pixels under certain predefined conditions. Eliminating high SAPN concentration confuses filters to replace noisy pixels.

2) Most recently improved decision-based filters use threshold concepts and retain high noise density (above 50% noise density) in the restoration process. A striking effect is included separately in the restored image. In comparison, such filters do not perform well in extracting features from the medical image.

3) Most sophisticated filters and derivatives of median-type filters repeatedly replace the noise pixels in recovered images, regardless of the pixels in the $3 \times 3$ Mask.

A fusion-based statistical model performs iterative analysis on the different processing mask sizes for statistical analysis for image retrieval with improved visual quality from high-density SAPN. The filter iteratively selects the different mask sizes and performs comparative analysis based on neighbours pixels information and the non-local pixels information at $11 \times 11$ Mask to understand the image texture. The proposed filter has the following distinctive features to overcome the limitations:

A. Optimization of Texture-based Accurate Pixel Classification

Misclassification of noise pixels at high densities is a significant limitation of most filters. Most recently enhanced hybrid filters such as decision-based filters, noise-adapted obscure medium filters, interpolation-based filters [17], morphological filters [18], inpainting-based filters [19] to classify noisy pixels at high noise density.

B. Optimization of Mask Sizes to Fuse Statistical Analysis into the Mathematical Model

A filtering mask plays a vital role in removing high-density noise from the image regardless of local information at high density. The image texture should be maintained from any shape of the processing mask when retrieving an image from corruption, and the mathematical model is inspired by proper image texture management. A recommended mask size is preferred from the recently proposed hybrid filters discussed in Section 2.3. Experiments already have identified the use of a $3 \times 3$ mask as the best filtering option for removing low noise levels (<30 % noise) [20]. However, there are no optimal rules for determining the size of a mask that can be applied to a noise concentration. The algorithm provides a statistical, mathematical model that can repeatedly use different shapes of the Mask according to the noise density.

C. Statistical Reasoning to Identify Image Texture

The pixel intensity of the edges is identical to the details of the SAPN, which assumes it as the noise feature instead of evaluating edge information. The concept of axis-based statistical analysis [6] is used here for edge detection based on the horizontal and vertical resolution in the Mask. The filter utilizes a primary mask at low density to identify the edges and noise-free pixels. But at high-density, different mask shapes are used repeatedly to reconstruct the edges, noise-free pixels, and non-local image details from corruption to image details.

D. Need for the Fusion of Statistical Model

Statistical analysis provides high visual quality and high efficiency of quantitative measurement with other popular filters. The quantitative measurements are the structural similarity index (SSIM) [21], the image enhancement factor (IEF) and the peak signal-to-noise ratio (PSNR) [22].

It provides a systematic decision rule for selecting processing mask size based on noise density. The rule-driven model allows multiple filters to work in an iterative process to estimate pixel intensity.

The above features distinguish from other existing filers in terms of retrieving an image from low and high noise concentrations. The model can be applied at the image preprocessing stage for image preparation for any application.

The rest of the paper is fourfold: It gives an overview of related literature, provides complete implementation methods of the proposed algorithm, performance analysis, and conclusion.

II. LITERATURE REVIEW

A. Salt and Pepper Noise (SAPN)

Reconstruction of digital images from high-density salt and pepper sounds is induced by transmissions, faulty sensors, or analogue-to-digital converters. Noise is evenly distributed in the image where infected pixels are usually identical to their neighbours. A fixed number of pixels that change to 0 or 255 is found in the salt and pepper noise (SAPN).
B. SAPN Detection Criteria for Existing and Hybrid Filters

Algorithms such as Noise Adaptive Fuzzy Switching Media Filters, Decision-Based Algorithms, and Adaptive Media Filters are standard today, often showing noise on the pixel intensity rather than identifying the properties of the surrounding pixels. Thus, filters select 0 or 255 noise-free volumes as noise pixels, contributing to incorrect detection in the image. It affects the decision on the image recovered from the high noise in a severe case. A noisy image has the following features:

1) SAPN is evenly or randomly scattered and spread over distorted images with equal probability.
2) Noisy pixels are not distinguished from noise-free 0 or 255. Again, the pixel intensity in that vicinity can be 0 (or 255) in most cases.
3) The SAPN often distorts the black and white information in the grey or RGB images. The salt or pepper noise is assimilated in the image white or black detail and lost, respectively.

Problems with the above design are considered when improving the filter. But the use of weak statistical methods or multiple filters consistently provides a certain level of performance. Advanced logic-based mathematical models or machine learning methods can overcome current performance limitations. Fig. 1 provides a classification of filters based on noise concentration.

C. Statistical or Mathematical Model used in Recently Published Journals

Recently published articles show that the most advanced filters are hybrid filter types, and a variety of filters act as a single algorithm applied to remove higher noise concentrations from images. The exact mathematical model for high-density pixel estimation has not yet been adequately defined. The statistical analysis of some recently published journals to identify trends in improving filters is summarized here in Table I. The table demonstrates the need to have an accurate mathematical model for eliminating noise at higher densities. Table I shows that filters for removing high-density noise are based on the systematic deployment of several filters in a single algorithm that improves the image quality at a certain level.

![Classification of Filters based on Noise Density.](image)

<table>
<thead>
<tr>
<th>Filters</th>
<th>Statistical reasoning used for the filter design in recently published journals</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Axis-Based Filters [6]</td>
<td>The edges of the Mask are described with the aid of using a direct line passing via the primary pixel. Otherwise, its miles changed with the aid of using the expected value.</td>
</tr>
<tr>
<td>DBUTM Filter [23]</td>
<td>The mean of all four creaking neighbours replaces the noisy pels. If four neighbours aren’t noisy, the corrupted pixel returns the unsymmetrical cut changed median value.</td>
</tr>
<tr>
<td>A CNN filter [24]</td>
<td>CNN model is used for denoising Salt and Pepper noise.</td>
</tr>
<tr>
<td>Modified cascaded filter [8]</td>
<td>The trimmed median value replaces the noisy pixel while other pixel values, 0 and 255, are present at a high noise density in the selected window.</td>
</tr>
<tr>
<td>Improved Switching Median Filter [25]</td>
<td>The median value selection is based on the 2nd and 8th pixels of the 3 × 3, where all the pixels are arranged in a matrix in ascending order. Also, the window means is calculated from a 4X4 window.</td>
</tr>
<tr>
<td>Minimum-maximum median filter [26]</td>
<td>Selecting the mask size is entirely based on the noise density of the current processing window. Noisy pixel is replaced by the last processing pixel or median value.</td>
</tr>
<tr>
<td>Min-Max Filter [27]</td>
<td>Min-max average pooling is used here to remove SAPN noise.</td>
</tr>
<tr>
<td>Neural network [28]</td>
<td>The proposed algorithm utilizes a denoising convolutional neural network at a high noise density.</td>
</tr>
<tr>
<td>Tropical algebra-based adaptive filter [29]</td>
<td>The filter deployed tropical algebra to illustrate the adaptive principles to do away with salt and pepper noise.</td>
</tr>
<tr>
<td>A two-stage filter [30]</td>
<td>The filter behaves like a conventional filter; however, the high-density noisy pixel is changed using the median of the most repetitive pixels.</td>
</tr>
<tr>
<td>FFDNet: CNN based Image Denoising [34]</td>
<td>Proposed a CNN model.</td>
</tr>
<tr>
<td>Adaptive Algorithm and Wavelet Transform [33]</td>
<td>Utilizes Adaptive filtering and Wavelet Transform</td>
</tr>
</tbody>
</table>
From Table I above, a summary of the most proposed hybrid filters between 2019 and 2021 can be summarized as follows:

1) The approximation of pixel intensity at high density is based on finding the noise-free pixel regardless of maintaining local features.

2) Install filters without comparing local information to different image properties at high density.

3) Sometimes pixel estimation relies on threshold value to estimate noisy pixels as noise-free.

4) Discontinuity of local pixels is not yet maintained at high density, which causes a blur effect in the image.

III. METHODOLOGY

In this section, a fusion of statistically based filters is presented, broadly divided into four subdivisions: the estimation of noise density, pre-edge filtering, and statistical reasoning based on ambient pixel intensity (the main algorithm of the filter), and post-smoothing filter (Robust Statistics). The block diagram of the proposed filter is demonstrated in Fig. 2.

A. Estimation of the Noise Density

The noise concentration of the processing mask is calculated to start the filtering process because it is an integral part of statistical analysis. Sound density ($n_d$) can be calculated using equations (1) and (2) [31].

\[
Y_{(x,y)} = \begin{cases} 
1, & q_{x,y} \in \{0,255\} \\
0, & \text{Otherwise}
\end{cases}
\]  

(1)

\[
N_d = \frac{\sum_{x=1}^{R} \sum_{y=1}^{C} Y_{x,y}}{R \times C} \times 100\%
\]  

(2)

Where, $q_{x,y}$ is the pixels of the noisy image, and $R$ and $C$ are the image dimension.

B. Filtration of the Edges of the Image Objects

At first, a 3X3 mask was taken to classify the contaminated pixels based on the horizontal and diagonal directions in the initial stage. If the pair of pixels in the horizontal or diagonal direction is the same, it is declared as the underlying processing pixel, $q_{x,y}$ Noise-free. The matching figure is shown in equation 3 below:

\[
q(x,y) = \begin{cases} 
q_{x+1,y+1}, & \text{if, } q_{x+1,y+1} = q_{x-1,y-1} \\
q_{x+1,y-1}, & \text{if, } q_{x+1,y-1} = q_{x-1,y+1} \\
q_{x,y+1}, & \text{if, } q_{x,y+1} = q_{x,y-1} \\
q_{x,y} & \text{Trimmed Median}
\end{cases}
\]  

(3)

It can be seen that the original values replace most of the pixels recovered in this process, and here the incorrect classification of pixels is reduced in a high density of noise.

This technique is considered when enough noise-free pixels are available to detect edges in the processing mask. Otherwise, the trimmed medium filter is placed in the processing mask. The block diagram of the vertical and horizontal edge detection scheme is given in Fig. 3.

![Fig. 2. Block Diagram of the Proposed Filter.](image-url)
C. Statistical Reasoning based on Ambient Pixel Intensity

At higher noise concentrations, the filter utilizes 3X3, 9X9, and 11X11 masks, and at the lower noise <40% density, only a 3X3 mask is applicable to perform edge detection and noise elimination. The trimmed median value shows the best result after detecting edges at lower noise density. Mood value is estimated from the 11X11 Mask for the pure image black and white data. Statistical analysis from 3X3 and 9X9 masks offer a function to calculate the pixel intensity of distorted images as given in an equation (4).

\[
U_{x,y} = (\alpha \times q_{x-1,y-1}) + (1.0-\alpha)SMF(11 \times 11) \tag{4}
\]

Here,
\[
\alpha = \frac{\text{mood}(3 \times 3 \text{ mask})}{9},
\]

\[1 - q_{x,y} = \text{Last processed pixel}
\]

\[SMF(11 \times 11) = \text{Median value of 9 \times 9 Mask.}
\]

If the last processed pixel is, \(q_{x-1,y-1} = 0 \text{ or 255, and all the pixels at 11 \times 11 \text{ Mask is 0 or 255, then the filter detects this image detail is pure black or white. Then the complete statistical equation is shown in (5).}

\[
q_{x,y} = \begin{cases} 
U_{x,y}, & \text{if } 1 - q_{x,y} \neq 0 \text{ or 255, Noise > 40}\% \\
\text{Mood}(9 \times 9), & \text{Otherwise}
\end{cases} \tag{5}
\]

Tests show that PSNR values drop sharply when \(N_d > 40\%\). Statistical analysis of decision-making is based on the SAPN density of the Mask is considered here. Fig. 4 shows the different mask size sizes required to estimate intensity value. The proposed filter iteratively use the filter and perform median, mood and probability analysis on image data.

![Fig. 3. Filtration of the Edges from the Image Objects.](image_url)

![Fig. 4. Comparison Analysis on different Mask at Higher Density.](image_url)

1) Post-smoothing filter: A smooth step has been added to the algorithm to improve the image quality further. The Robust Estimation is based on the principle that safety is more important than efficiency[32]. Here, the median is an estimator. Let \(q^1, q^2, q^3 \ldots \ldots q^n\) indicate a random pixel from that processing image.

```
Algorithm 1 (Removal of higher density SAPN):
1: \(q_{x,y} \leftarrow \) Input Noisy image
2: \{ if \(N_d < 40 \&\& M_{9x9}\)
3: \{ if \(Q_{xy} \leftarrow q(x,y) \) // Filtration of the edges
4: \} \text{else}
5: \(Q_{xy} \leftarrow M_{1}(q_{k,y}) \) // Trimmed Median
6: \}
7: \text{elseif } N_d > 40 \&\& (1 - q_{k,y}) \neq 0 || 255 \&\& M_{9x9}
8: \(Q_{xy} \leftarrow U_{x,y} \)
9: \text{else } N_d = 100 \&\& M_{9x9}
10: \(Q_{xy} \leftarrow \text{Mood}(q_{k,y})\)
11. Algorithm2 \(\leftarrow Q_{xy}\)
```

The need to select both masks of 9X9 and 11X11 is shown in a, b, and c of Fig. 5. The size of the Mask above 11X11 could not properly store local information. Thus, the statistical analysis is entirely dependent on 3 \times 3, 9 \times 9, and 11 \times 11 masks. Experiment shows that, filter with size more than 11 \times 11 could not maintain the local image information at high density of noise. Fig. 5 visually demonstrates the trimmed median and the mood at a and f.
Robust estimation is applied to minimize pixel discontinuity of the corrupted image, which eliminates blur effects from the image. The SAPN is first identified based on this method's minimum (0) and maximum (255) values. It is considered noise-free if the current pixel is within the dynamic range 0 and 255. Otherwise, it is seen as a noise pixel and is replaced by a value determined by the following algorithm using the Lorentzian Estimator.

**Algorithm 2 (Robust Statistics):**

1. \( Q_{xy} \leftarrow \text{Input preprocess image layer} \)
2. \( \text{if } Q_{med} \leftarrow \text{SAPN and Mask} = 3 \times 3 \)
3. \( P_{xy} \leftarrow Q_{med} - Q_{xy} \)
4. \( \text{if } P_{xy} \leftarrow \text{SAPN} \)
5. //calculate the robust influence function
6. \( s1 \leftarrow \sum_{i \in L} p_{\text{Pixel}(i) \times \phi(x)} \)
7. \( s2 \leftarrow \sum_{i \in L} \frac{q(x)}{p} \)
8. \( Q_{xy} \leftarrow s1/s2; \)
9. \( R_{xy} \leftarrow \text{Restored image} \)
IV. RESULTS

The statistics model and popular filters are programmed in MATLAB 2014 and then simulated with the 14 benchmark images used in related journals to study filter performance. The evaluation task is to calculate a denoised image with a noise density in the medium to high range (40% to 90%). The denoised images are judged in terms of visual quality and performance analysis matrices.

A. Evaluating by Quantitative Comparison

The visual reports are taken from the simulation to judge the significance of the proposed filter in terms of visual quality. The famous benchmark data for image denoising are Fishing Boat, Baboon, Pepper, Barbara, Bubble, and Camera Man. The visual quality shows that SAPN can be extracted from any digital image by the proposed filter.

Fig. 6 to 11 visually compare the proposed filter and other existing filters. Benchmark datasets are corrupted with SAPN at different levels of noise concentration, and the same datasets are restored from the stated filters. Recovered images are visually compared, and it is seen that the proposed filter has the best performance in creating high-quality images. As in the case of Fig. 6 and 7, the images are restored from 70% and 90% of the SAPN where the images are visually compared to the proposed filter outperforms the other filters. The optimal suppression power at all levels of noise concentration is shown in Fig. 8 and 9. Furthermore, Fig. 10 shows that 50% of bubbles have been recovered from noise. The proposed filter cannot correctly restore the image because some parts have too rough transitions. It should be noted that most sophisticated filters, such as SMF, AMF, DBA, and MDBUTMF, are weak in effectively detecting noise pixels when the noise pollution in the image is above 40%. The visual comparison shows that they often fail to classify the pixel as noise-free at higher noise density, causing a blurring effect on images. In this case, the proposed filter applied post smoothing statistical analysis to remove image artefacts and blurring effects. The proposed filter did not perform well in the bubble image of Fig. 8 but shows excellent performance in removing noise from the cameraman's images in Fig. 11. Fig. 6 to 11 visually compare the proposed filter and other existing filters. Benchmark datasets are corrupted with SAPN at different levels of noise concentration, and the same datasets are restored from the stated filters. Recovered images are visually compared, and it is seen that the proposed filter has the best performance in creating high-quality images. As in the case of Fig. 6 and 7, the images are restored from 70% and 90% of the SAPN where the images are visually compared to the proposed filter outperforms the other filters. The optimal suppression power at all levels of noise concentration is shown in Fig. 8 and 9. Furthermore, Fig. 10 shows that 50% of bubbles have been recovered from noise. The proposed filter cannot correctly restore the image because some parts have too rough transitions.
Fig. 7. (From Upper Left) Baboon Image Restored from 90% SAPN using ((a) SMF, (b) AMF, (c) DBA, (d) NAFSM Filter, (e) MDBUTMF and (f) PA.

Fig. 8. (From Upper Left) Pepper Image Corrupted with 50% to 90% SAPN and Restored with PA.
Fig. 9. (From Upper Left) Barbara Image Corrupted with 50% to 90% SAPN and Restored with PA.

Fig. 10. (From Upper Left) Bubble Image Restored from 50% SAPN using (a) SMF, (b) AMF, (c) DBA, (d) NAFSM Filter, (e) MDBUTMF and (f) PA.
B. Evaluating by Quantitative Comparison

In this article, the Peak Signal-to-Noise Ratio (PSNR), Mean Square Error (MSE), Image Enhancement Factor (IEF), and Structural Similarity Index (SSIM) are considered for quantitative analysis. The PSNR is defined as the ratio between the original image's strength and the denoised image's strength, and the mathematical equation is given in (9).

\[
\text{Peak Signal to Noise Ratio} = 10 \log_{10} \left( \frac{\text{MAX} \times \text{MAX}}{\text{MSE}} \right) \quad (9)
\]

Here, \( \text{MAX} \) is the maximum gray level of the image, and the Mean Square Error (MSE) is defined in the equation (10).

\[
\text{Mean Square Error} = \frac{1}{RC} \sum (Q_{x,y} - Q_{x,y})^2 \quad (10)
\]

The \( R \) and \( C \) is the dimension of the image, \( Q_{x,y} \) - original image and the \( P_{x,y} \) - restored image. Another parameter is used, the Image Enhancement Factor (IEF). The mathematical expression of IEF is given in the equation (11).

\[
\text{Image Enhancement Factor} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (N_{ij} - R_{ij})^2}{\sum_{i=1}^{M} \sum_{j=1}^{N} (X_{ij} - R_{ij})^2} \quad (11)
\]

Where \( R_{ij} \) - \( X \) and \( N_{ij} \) denote the original image, denoised image, and corrupted image, respectively. The final parameter used to evaluate the proposed filter's performance is Structural Similarity Index. The mathematical expression is in an equation (12).

\[
\text{SSIM}(x, y) = \left( \frac{2\mu_x\mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1} \right) \left( \frac{2\sigma_{xy} + c_2}{\sigma_{x}^2 + \sigma_{y}^2 + c_2} \right) \quad (12)
\]

Here, \( \mu_x \) and \( \mu_y \) are the standard deviation used as an estimation of the signal contrast, \( \sigma_x \) and \( \sigma_y \) are the contrast comparison, and \( C_1 \) and \( C_2 \) are the constant value with a limit of 1.

C. Experimental Results of Tabular Style for High Density of Noise for Baboon(Grey) and Lena(RGB) Images

Tables II and III summarize the IEF, PSNR, and SSIM values for the six filters in the Baboon Grayscale and Lena RGB images. The experimental clearly show that the proposed algorithm has the edge over reported filters. Sometimes the Proposed filter cannot deliver optimal results in specific embodiments if certain image parts have very rough transitions or an utterly smooth area. Nevertheless, the average improvement of the proposed filter is the best from existing filters at SAPN density varies from 50% to 90%.

This, the performance of PSNR is exceptionally good for the noise concentration > 70%. Even at SAPN concentrations up to 95%, the proposed algorithm provides a fair average value compared with other existing filters. At medium noise concentrations, the effectiveness of NAFSM manages to surpass the Proposed algorithm but still exceeds existing strategies.
TABLE II. IEF, PSNR AND SSIM RESULTS ON THE BABOON.JPG FOR MEDIUM TO HIGH DENSITY

<table>
<thead>
<tr>
<th>QA</th>
<th>Noise density</th>
<th>SMF</th>
<th>AMF</th>
<th>DBA</th>
<th>NAFSM</th>
<th>MDBUTMF</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEF</td>
<td>50</td>
<td>3.96</td>
<td>23.96</td>
<td>12.49</td>
<td>30.94</td>
<td>24.19</td>
<td>39.33</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.67</td>
<td>20.69</td>
<td>10.99</td>
<td>28.14</td>
<td>22.36</td>
<td>35.53</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>1.9</td>
<td>15.32</td>
<td>9.34</td>
<td>25.16</td>
<td>18.57</td>
<td>30.55</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.45</td>
<td>6.86</td>
<td>8.12</td>
<td>22.14</td>
<td>13.5</td>
<td>25.04</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.18</td>
<td>2.68</td>
<td>6.36</td>
<td>16.81</td>
<td>8.44</td>
<td>19</td>
</tr>
<tr>
<td>PSNR</td>
<td>50</td>
<td>14.47</td>
<td>22.3</td>
<td>19.47</td>
<td>23.41</td>
<td>22.34</td>
<td>25.04</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>11.96</td>
<td>20.85</td>
<td>18.1</td>
<td>22.19</td>
<td>21.19</td>
<td>23.89</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>9.83</td>
<td>18.89</td>
<td>16.74</td>
<td>21.04</td>
<td>19.72</td>
<td>22.61</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>8.05</td>
<td>14.81</td>
<td>15.54</td>
<td>19.9</td>
<td>17.75</td>
<td>21.19</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>6.65</td>
<td>10.22</td>
<td>13.97</td>
<td>18.2</td>
<td>15.21</td>
<td>19.46</td>
</tr>
<tr>
<td>SSIM</td>
<td>50</td>
<td>0.21</td>
<td>0.69</td>
<td>0.49</td>
<td>0.74</td>
<td>0.69</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.11</td>
<td>0.59</td>
<td>0.38</td>
<td>0.66</td>
<td>0.6</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.06</td>
<td>0.46</td>
<td>0.28</td>
<td>0.57</td>
<td>0.48</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.03</td>
<td>0.24</td>
<td>0.18</td>
<td>0.46</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.01</td>
<td>0.06</td>
<td>0.09</td>
<td>0.29</td>
<td>0.16</td>
<td>0.39</td>
</tr>
</tbody>
</table>

TABLE III. IEF, PSNR AND SSIM RESULTS ON THE LENA.JPG FOR MEDIUM TO HIGH DENSITY

<table>
<thead>
<tr>
<th>QA</th>
<th>Noise density</th>
<th>SMF</th>
<th>AMF</th>
<th>DBA</th>
<th>NAFSM</th>
<th>MDBUTMF</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEF</td>
<td>50</td>
<td>4.9</td>
<td>145.35</td>
<td>18.63</td>
<td>261.33</td>
<td>138.33</td>
<td>387.83</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.99</td>
<td>95.82</td>
<td>14.03</td>
<td>210.52</td>
<td>95.48</td>
<td>288.92</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>2.02</td>
<td>34.39</td>
<td>10.98</td>
<td>176.14</td>
<td>50.04</td>
<td>224.04</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.49</td>
<td>9.9</td>
<td>8.3</td>
<td>128.92</td>
<td>21.7</td>
<td>147.05</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.19</td>
<td>2.94</td>
<td>6.18</td>
<td>62.23</td>
<td>9.14</td>
<td>79.96</td>
</tr>
<tr>
<td>PSNR</td>
<td>50</td>
<td>15.25</td>
<td>29.97</td>
<td>21.05</td>
<td>32.52</td>
<td>29.76</td>
<td>33.41</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>12.31</td>
<td>27.37</td>
<td>19.02</td>
<td>30.79</td>
<td>27.35</td>
<td>31.78</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>9.92</td>
<td>22.24</td>
<td>17.28</td>
<td>29.34</td>
<td>23.87</td>
<td>30.14</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>8.02</td>
<td>16.25</td>
<td>15.49</td>
<td>27.4</td>
<td>19.66</td>
<td>27.79</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>6.52</td>
<td>10.46</td>
<td>13.68</td>
<td>23.72</td>
<td>15.39</td>
<td>24.22</td>
</tr>
<tr>
<td>SSIM</td>
<td>50</td>
<td>0.16</td>
<td>0.75</td>
<td>0.4</td>
<td>0.8</td>
<td>0.72</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.07</td>
<td>0.66</td>
<td>0.3</td>
<td>0.74</td>
<td>0.61</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.03</td>
<td>0.49</td>
<td>0.22</td>
<td>0.66</td>
<td>0.43</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.02</td>
<td>0.24</td>
<td>0.15</td>
<td>0.56</td>
<td>0.23</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.01</td>
<td>0.04</td>
<td>0.08</td>
<td>0.39</td>
<td>0.09</td>
<td>0.51</td>
</tr>
</tbody>
</table>

D. Experimental Results of Graphical Style for Low Noise Concentration for Pepper Image

The performance of the proposed algorithm is tested with a pepper image, and the noise density varies from 10% to 40%. Restoration performance is quantitatively measured by metrics such as IEF, PSNR and SSIM, as shown in Fig. 12, 13 and 14. The SMF replaces the processing pixel by its median regardless of the type of pixel, which provides poor performance. However, the AMF [8] shows improved performance, but the loss of local image details is much more significant due to its adaptive nature. Predefined condition-based filters such as NAFSM and decision-based filters failed to retrieve images correctly. The trimmed median filter always considers median values from the processing mask eliminating 0 and 255, which failed to store image edges and local information properly. Necessary features that may suppress noise for filters should also be taken care of for image processing tasks. The mathematical model also focused on this described in low density. Tests show that the exact pixel estimate of the proposed filters in low-density noise is the highest of the popular filters.
In this article, a complete and relative study of some sophisticated filters evaluates their performance in high-density noise removal. A fusion filter has been developed to deal with high-density noise. Statistical analysis was conducted on high-density noise, pixel estimation, data saving, white and black data identification of images, and removal of isolated pixels for data discontinuity without normalizing the image intensity. The proposed model provides the best results for noise removal at any concentration level. The main drawback of this filter is that the streaking effect occurs only when the high concentration of noise is removed from the pure black and white or medical images. Incorporating non-local statistical concepts into the proposed mathematical model could eliminate the streaking effect when removing high-density noise from medical images. The proposed algorithm can be placed on any digital devices as an image preprocessor.

**V. CONCLUSION**

In this article, a complete and relative study of some sophisticated filters evaluates their performance in high-density noise removal. A fusion filter has been developed to deal with high-density noise. Statistical analysis was conducted on high-density noise, pixel estimation, data saving, white and black data identification of images, and removal of isolated pixels for data discontinuity without normalizing the image intensity. The proposed model provides the best results for noise removal at any concentration level. The main drawback of this filter is that the streaking effect occurs only when the high concentration of noise is removed from the pure black and white or medical images. Incorporating non-local statistical concepts into the proposed mathematical model could eliminate the streaking effect when removing high-density noise from medical images. The proposed algorithm can be placed on any digital devices as an image preprocessor.
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Abstract—Infotainment system potentially contributes towards controlling accident fatalities in the era of Internet-of-Vehicles (IoV). Review of existing system is carried out to find that irrespective of various methods towards infotainment system, the quality of data being retrieved as well as issues associated with power and traffic congestion in vehicular communication is still an impending challenge. Therefore, this manuscript introduces a novel predictive scheme that offers enriched set of information from the environment to assist in decision making. Reinforcement learning is adopted for controlling traffic signal and power while the proposed system introduce augmented Long Short Term Memory scheme in order to predict the best possible traffic scenario for assisting the infotainment system to make a precise decision. The simulation is carried out for proposed system with existing learning schemes to find out proposed scheme offers better performance in every respect over challenging scene of an IoV.
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I. INTRODUCTION

The concept of vehicular communication system arrives from vehicular adhoc network two decades back in order to facilitate comfortable and safer driving experience [1]. However, owing to the complex structural implementation and various problems associated with such forms of adhoc network, a reliable and safer communication cannot be guaranteed. So, the most recent innovations of Internet-of-Things (IoT) have introduced an Internet-of-Vehicle (IoV) system that is mainly formed to minimize the event of fatal accidents on road [2]. This is carried out by installing IoT objects within the vehicle which is known to facilitate various functionalities. One such form of system which creates a bridge of communication between the vehicle and external entities is infotainment system [3][4]. The contribution of infotainment system is quite significant especially when deployed over an IoV with respect to essential data transmission [5]. It doesn’t only pertain to data transmission based on real-time data, but it also carry out various analytical operation to judge the traffic system. This analyzed outcome is disseminated to drivers via infotainment system in order to ensure safer driving over road [6]. A study shows that out of all deaths happened in country of Sri Lanka, maximum of deaths were due to road accidents [7]. Among the road accidents, maximum of them occur during morning hours of 9:00 AM to 10:00 AM and also during evening hours of 6:00 PM to 7:00 PM [8]. This clearly indicates that during rush hours, there will be more accidents and fatalities. Hence an efficient traffic management system is required to manage the traffic and avoid congestion and ultimately accidents. The travel time of the emergency vehicles is also an important factor. It is shown that risk of death due to cardiac arrest will increase by 95% during initial 3 hours of time. Hence, the travel time of emergency vehicles should be much lesser compared to travel time of ordinary vehicles. The infotainment system can be used to transfer vital information and entertainment information together. Since the Infotainment system is aware of GPS co-ordinates and health information of the vehicle, the same information can be used to perform several important tasks e.g. redirecting the driver to roads which have less traffic congestion with connected Infotainment system this can be used to manage entire city’s traffic. CityFlow provides an excellent platform for simulating city’s traffic and urban mobility in general [9]. The CityFlow platform is built in python and is 20 times faster than the other popular alternatives [10]. It is also found to be compatible with Reinforcement Learning (RL) techniques and hence it can be used along with RL agents. Reviews show that studies towards infotainment system and IoV still demands lot of improvisation that motivates to carry out proposed study.

The proposed study presents a unique computational framework of an infotainment system that is meant for data dissemination over congestion-free traffic using machine learning. The contributions of this study are: i) a unique traffic model is implemented for an IoV considering power consumption, ii) a better traffic management is presented to control power and traffic signaling operation in distributed manner applicable for an IoV operation, and, iii) an analytical model is built which is responsible for carrying predictive analysis of data dissemination for infotainment system with an effective decision making system considering the dynamicity of practical IoV environment. The organization of the manuscript is as follows: Section II discusses about existing investigation towards infotainment system followed by research problem highlights in Section III. Briefing of adopted research methodology is carried out in Section IV while an elaborated discussion about the system implementation is carried out in Section V. Discussion of Result analysis is carried out in Section VI while conclusive remarks of proposed contribution is carried out in Section VII.
II. RELATED WORK

This section discusses about the existing studies being carried out towards IoV with a special emphasis towards infotainment system supportability. Recent studies towards IoV have been reviewed with respect to various methodologies and its effectiveness is studied.

The recent work carried out by Wu et al. [11] has constructed a hybrid communication system which mainly targets towards energy-efficient data transmission system using infotainment. The study also introduces a selection of cache nodes for all the intelligently connected vehicles. The limitation of the study is associated with non-inclusion of spatial complexity associated with streaming over such caching system. Adoption of machine learning towards communication system via infotainment system is carried out by Xu et al. [12] where a reinforcement learning algorithm has been used. The purpose is to encapsulate fluctuating patterns of channel condition in order to select a specific frame. The limitation of the study is that it emphasizes mainly on achieving throughput without consideration of vehicle density or emergency condition. Din et al. [13] have developed a caching system which assists in placing an appropriate content over the target vehicle. The limitation of this model is its non-consideration of uncertain traffic situation which could adversely affect the caching process. Vasudev et al. [14] have developed a unique communication system that emphasize over the mutual authentication scheme in vehicle-to-vehicle communication system. The limitation of this approach is that it uses cryptographic operation over a constraint device, which cannot be considered over a long run without performing any form of optimization of key management. Benarous et al. [15] have implemented a secure communication scheme in IoV where maintains privacy of location-based services utilized by the vehicles. The limitation of this scheme is that it doesn’t present any identification system towards intruders and implementation is carried out considering known adversarial scenario.

A robust infotainment system over an IoV also demands an efficient resource management scheme as seen in work of Ni et al. [16]. The study uses allocation of resources as well as broadcasting of beacons over arbitrary access points for performing congestion control. However, the limitation of the study is that the model carry out the resource allocation without considering dynamic traffic scenario as well as it doesn’t cater up any emergency services too during communication. Adoption of deep learning is witnessed in work of Chang et al. [17] where a model for accident detection system is developed. Upon detecting the collision, the information is transmitted to cloud-services which release notification. The limitation of the study is that it response time of notification completely depends upon the traffic and priority system, which may fail to cater up emergency transmission of accident notification. Silva et al. [18] have carried out a study towards social IoV system which uses conventional communication system in order to perform exchange of data among the vehicles. The paper concludes that there is still an unsolved problem associated with ethical guidelines about such communication in IoV. The work carried out by Sharma and Liu [19] have addressed the problem of misbehavior detection using machine learning in IoV. The study has used supervised learning model for this purpose. The limitation of this work is it is applicable only for specific attack. The work carried out by Wang et al. [20] has developed a behavioral modelling that predicts the driving strategy for safer driving. However, this model completely lacks associating with traffic system in order to exchange such information using infotainment system.

The work presented by Qureshi et al. [21] has presented a mechanism of data propagation using clustering approach in IoV. The method calls for a selection of a cluster head using self-assessment approach as well as routing attributes for data exchange within one-hop nodes. The limitation of this paper is that it consumes too much time in clustering process and does leads to delay in case of heavy traffic in IoV. The work carried out by the Fu et al. [22] have presented a transcoding operation for multimedia streaming in IoV over fog computing. The study uses a reinforcement learning scheme which assists in optimizing the allocation of an appropriate resource for facilitating streaming in IoV. The limitation of this work is its it cannot be used for large stream of data in dense traffic. Mechanism of content caching is implemented in work of Xue et al. [23] where a dynamic programming has been used for minimizing the problem of content caching in data transmission of vehicular network. Irrespective of reduced delay, the study model suffers from poor scalability issues in presence of massive number of vehicle density as well as there is no scheme for prioritization of certain vehicle that seems quite impractical. Existing system has also witnessed modelling of task orchestration in vehicular network as reported in work of Sonmez et al. [24]. The study has used machine learning approach considering the success score of task completion. However, the limitation of the study is its non-inclusion of traffic-lights or centralized controlling system, without which the model is not practical to implement. Hong et al. [25] have presented a cost optimization based scheme using analytical framework in order to enhance the transmission time in IoV network. The model suffers from pitfall of using static threshold for cost, which is impractical in real-world traffic. The work carried out by Hou et al. [26] has used Q-learning-based strategy for content management in IoV. Although, the model is capable of making prediction for movement of vehicle, it doesn’t have any inclusion of multiple path decision over urban traffic. Apart from these, there are various work carried out by Xia et al. [27], Su et al. [28], Ni et al. [29], and Heo et al [30] towards improving communication system with respect to infotainment system in an IoV.

Existing approaches discussed about offers a claim to better outcome; however, they are also associated with some significant issues. The next section outlines the research problems explored from this review.

III. MOTIVATION FOR THE RESEARCH

- The traffic congestion is a daily day problem especially in a country like India. The traffic congestion can be easily mitigated with the existing infrastructures and roads. The issue is not of the infrastructure but of the poor management of the infrastructure. Hence an efficient system needs to be designed to manage all the infrastructure and get a better results for the same.
• The connected vehicles are no longer a dream of the future. With several car companies like Tesla and Morris Garage supporting the connected cars by default, the system does not require a hardware upgrade anymore. The computing power of the cars is more than the horsepower of themselves as of now. Since the computing power already exists in the car they only need a software update to support the smart Internet of Vehicle infrastructure now a days.

• The Road accidents due to congestion are a serious cause of the concern now a days. With the systems like autopilot from tesla and several other cutting edge technologies, it is possible to automatically redirect the city’s traffic easily with the modern technological systems. And hence there is a scope for a system that can plan the city’s traffic and redirect it to a suitable destination on the go.

• The heart attack and other serious emergencies must be addressed immediately. There is a limit to which people cooperate with the emergency vehicles. Green corridor is a very much common phenomenon in cities where an emergency vehicle is given zero traffic and fully allowed to pass through. This is traditionally done for VIP vehicles. However for the genuine emergency vehicles, people give way with understanding. This is possible to be modified based on traffic signal where the emergency vehicles can be made to reach destinations much faster that they are now.

• The Infotainment systems make the driving experience less of a hassle but more of an enjoyable experience. This can be achieved with the proposed study.

IV. RESEARCH PROBLEM

After reviewing the existing system in infotainment system in IoV, following are the open end problems identified in proposed study:

• Restricted Coverage Issues in IoV: The conceptual definition of an IoV calls for an interconnected vehicles; however, they still have a dependencies towards a fixed infrastructure at one point. It could be in the form of a hotspots mounted on road or embedded within traffic signal in order to guide the vehicles for congestion free direction. However, the existing studies don’t report to consider this coverage issue from Road Side Units (RSU) and mainly focus on vehicle to vehicle communication. This is incomplete implementation for any IoV system to assists the infotainment system within the vehicle.

• Non-inclusion for Density Monitoring: Majority of existing studies on IoV and infotainment system fixes the number of vehicles on specific route. However, in real-time, there are fair possibilities of either increase or decrease of such density over an uncertain instance of time. Without this consideration, the infotainment system will either faces congestion issue or face scarcity of information to undertake decision of data transmission.

• More Focus on Navigation: Majority of existing studies towards infotainment system only focuses on route navigation, whereas infotainment system can also be used for various other forms of data transmission at same time. This requires a dedicated and congestion-free communication channel to be explored by the infotainment system in vehicles. Even if this concept is implemented within present state of implementation in infotainment system, it will significantly cause a serious bottleneck condition for the traffic among the vehicles.

• Less Emphasis towards Data Quality: In IoV system, there are numerous numbers and types of data being required to fulfill the process of data dissemination within an infotainment system. Although usage of mobile edge computing and cloud services makes the operation easier, but still there is a serious pitfalls of almost all the existing architecture of data transmission in IoV. This generates a massive set of traffic data which pertains to road attributes as well as vehicle attributes. Apart from this, there is also a need of multi-objective function to develop a model, which can extract only the productive traffic-related information within IoV system. Hence, ensuring data quality is quite a challenging scenario within current state of infotainment system.

• Uses of Sophisticated Technique: Existing system adopts sophisticated technique targeting for data transmission within vehicles ignoring the resource efficiency of the infotainment system. Adoption of machine learning demands higher training, which is again not much reported to be resource friendly for all implementation carried out in IoV till date.

Therefore, it can be seen that above mentioned issues do exist in present time of IoV deployment scenario. From practical viewpoint, this problem is much dominantly seen in a road network \( R_i \) with multiple junction point. It is because of the decision to find the optimal path owing to the problems identified in this section. Therefore, the prime problem formulation of the proposed system can be stated as follow:

\[ R_d(S) \rightarrow \{\text{opt}(r_i)\} = A_i \quad (1) \]

In the above problem formulation, the core idea is to obtain a better form of road network \( R_n \) for all state attributes associated with intersection points. The idea is to optimize the set of reward \( r_i \) parameters for all the set of actions \( A_i \) considered in environment of IoV.

This problem is tackled by developing a computational framework that implements a conditional logic for vehicles considering its properties. Further reinforcement learning approach is used to redefine various state attributes that resolves the decision making problem further using LSTM attention network.

V. RESEARCH METHODOLOGY

The core aim of the proposed system is to design and develop a smart traffic system which is capable of facilitating
enriched information to the infotainment system embedded within the vehicle in IoV. Adopting an analytical research methodology, the proposed system make use of machine learning approach in a unique manner which assists in better decision making in the form of direction as well as seamless data transmission in IoV. The proposed system emphasizes more on data quality, where data is associated with both traffic and vehicles in order to assist the infotainment system to undertake correct decision of route formation and resource-efficient seamless data dissemination in IoV. The architecture developed for this notion is highlighted in Fig. 1 as follows:

![Diagram](https://via.placeholder.com/150)

**Fig. 1. Architecture of Proposed System.**

According to Fig. 1, the proposed system develops a traffic model that mainly consists of formation of road network and properties of vehicle. The proposed modelling considers various attributes in order to develop the topology of traffic model. Further the proposed scheme also constructs assumption which is used for simulation study followed by considering all the essential challenges involved in developing this model. A traffic environment is formed where specific conditional logic is constructed. The proposed system makes use of reinforcement learning scheme which is used over framing up state attributes, action attributes, and reward attributes. Further, Long Short Term Memory (LSTM) graph attention network is utilized which is basically used for decision making towards opting for congestion free and reserving resources while performing vehicular communication in IoV. The next section elaborates further about the operation being carried out by each block towards infotainment system.

VI. SYSTEM IMPLEMENTATION

In order to design an infotainment platform/scenario, it is required to realize that all vehicles in IoV are required to be strongly interconnected with each other in order to make a seamless transmission. There might be some vehicles connected directly to internet via 4G/5G; however it is required to ensure that the connectivity is given to all vehicles in order to ensure transmission of vital data like traffic and emergency data. Before simulation of the infotainment system itself, the traffic and the congestion is needed to be simulated first and therefore the proposed system is simulated using standard CityFlow simulator [9]. This section discusses about the various aspects of the system implementation.

A. Traffic Model

In order to simulate the traffic scenario, A road network $R_n$ with 4 junctions as $\{J_1, J_2, J_3, J_4\}$ is considered with three level of congestion as i) highly congested, ii) moderately congested, and iii) less congested. The model defines a vehicle $V$ with characteristic elements from the set of properties viz. length, width, maximum positive acceleration, maximum negative acceleration, usual positive acceleration, usual negative acceleration, minimum gap, maximum speed, headway time. The brief highlights of these properties are as follows:

- Length refers to the length of vehicle including the luggage space and bumpers.
- Width of vehicle refers to physical width of the vehicle including mirrors.
- Maximum positive acceleration is the change in speed of the vehicle when accelerator is applied in full throttle.
- Maximum negative acceleration is change in speed of the vehicle when sudden break is applied.
- Typical positive acceleration is the usual acceleration of the vehicle.
- Typical negative acceleration is usual change in speed occurred when breaks are applied.
- Minimum gap is recommended gap that should be maintained between the vehicles.
- Maximum speed is top speed of the vehicle.
- Headway time is the time taken by the following vehicle to reach the position of leading vehicle.

B. Assumptions on Traffic Simulation

The assumptions being considered while developing the proposed schema of infotainment are as follows:

- Everyone respects traffic rules and lane discipline.
- It is assumed that no mishaps happen like accidents.
- All roads are in good condition.
- There are no two wheelers and three wheelers. All the vehicles are assumed to be cars or emergency vehicles.
- Everyone tend to move at similar speeds.
Another, important properties defined for a vehicle are: \{Interval, Start time, End time\} with default values of \{5.0, 0, -1\} respectively. These values are considered using 5.0 Likert Scale which signifies 5 as highest and -1 as lowest score. The design process of the model defines a definite simulation time (T). If the start time is equal to zero, it means that at the beginning of simulation, the vehicles will appear at their respective junction, however if the end time is equal to -1, it means that it is uncertain to say that when again a particular vehicle will re-appear on the same junction. Moreover, if the interval is defined say interval=5, it means that at every 5 units of time, that vehicle will re-appear on respective junction.

C. Challenges of Modelling

In the present study, the problem is being formulated as a Markov chain model. Each intersection in the system is controlled by an agent. The infotainment system which is present within the vehicle is an embedded system hence it only has a routing table to forward the information. Since all the information is encrypted only the end node can see the required information. SNR of the multimedia signals are noted at the cars and average SNR is calculated. SNR is calculated for 4 different types of data viz. i) text data, ii) video data, iii) audio data, and iv) security data.

D. Traffic Environment from CityFlow

The CityFlow simulator is used to generate the traffic data for three years’ time period. Apart from the traffic scenarios of junctions and vehicle characteristics, the program (simulator) also keep adding vehicles with random start time and end time parameters over the span of simulation. Hence, the number of vehicles on the roads keep increasing and creates a dynamic and uncertain stage of congestion. In addition the simulator is internally programmed to model seasonal traffic in such a way that the number of vehicles on the road will be comparatively lower in the month of July and August due to rainy season. The problem of mitigating the congestion, require information as in the Table 1.

In the Table 1, the parameter of MED is computed as following expression (1),

\[
MED (S) = \begin{cases} 
\frac{1}{2} \times \left( \sum_{j=1}^{n} V_{j} \right) & \text{if number of vehicles are even} \\
\frac{1}{2} \left[ \sum_{j=1}^{n} V_{j} \right] + \frac{1}{2} \left[ \sum_{j=1}^{n} V_{j+1} \right] & \text{if number of vehicles are odd}
\end{cases}
\]

(1)

<table>
<thead>
<tr>
<th>Junction ID</th>
<th>Total number of vehicles</th>
<th>Speed</th>
<th>Congestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1,J2,J3,J4, \ldots Jn</td>
<td>(\sum_{j=1}^{n} V_{j})</td>
<td>MED (S)</td>
<td>(\frac{\sum_{j=1}^{n} V_{j}, speed = 0 / \sum_{j=1}^{n} V_{j}}{100})</td>
</tr>
</tbody>
</table>

E. Formulating State Attribute

State is definitive term that represents the state of the particular intersection. Since it has multiple values, it is represented in form of a vector \(S\) as follows,

\[
S = \{S_{1}, S_{2}, S_{3}, \ldots S_{n}\}
\]

(2)

\[
\vec{S}_{i} = [L_{q}, P]
\]

In the above expression (2), the variable \(L_{q}\) represents the average queue length of the intersection that is mathematically represented as follows,

\[
L_{q} = \frac{1}{4} \sum_{i=1}^{u} u_{i}
\]

(3)

\(U_{i}\) is the queue length of the individual road in the intersection.

F. Formulating Actions Attribute

Actions are execution attribute that Reinforcement Learning RL agent can perform on the environment. Since a single RL agent is assigned to an intersection, there are possibilities of \(n\) number of actions \(A\) as follows,

\[
A = \{A_{1}, A_{2}, A_{3} \ldots A_{n}\}
\]

(4)

\[
A_{i} = [\vec{T}_{i}, P_{i}]
\]

In the above expression (4), the variable \(P_{i}\) represents the power input of the base station. If the RL agent sets a higher power then the signal can be transmitted further and results in a higher useful information ratio. At the same time, it also results in higher overall power consumption. The first variable in expression (4) is represented as follows,

\[
\vec{T}_{i} = [X_{1}, X_{2}, X_{3}, X_{4}]
\]

(5)

In the above expression (5), the variable \(X_{i}\) represents the traffic signal. Since there are 4 signals in each intersection it is represented by \(X_{1}\) to \(X_{4}\) and its generalized form is as follows,

\[
X_{i} \in \{R, Y, G\}
\]

(6)

In the above expression (6), the variable \(R, Y, G\) represents three different lights in the traffic signal. Red, Yellow and Green.

G. Formulating Reward Attribute

Reward \(r_{i}\) is a real number representing the overall performance of the system.

\[
r_{i} = -\frac{\sum_{j=1}^{n} u_{j}}{4} - P_{i} + \frac{\sum_{j=1}^{n} S_{j}}{N}
\]

(7)

The RL system proposed in this study is programmed in such a way that both traffic congestion as well as information SNR are optimized. The information is passed through a software Defined Network (SDN) created by Mobile Adhoc Networks (MANET) by the vehicles. The parameters which are being optimized here are,

- Useful information ratio of 4 different types of data (varying preference) (MAX).
- Traffic congestion (Average queue length) (MIN).
- Average Travel time of the regular vehicles (MIN).
- Average Travel time of the emergency vehicles (Only ambulances are considered) (MIN).
- Overall Power consumption by the base stations (MIN).

H. Methodology for Implementing LGAT Neural Network

The proposed system implements a neural network in the form of regular Long Short-Term Memory LSTM itself; however, one of the hidden layers in this network is common for all the networks over the grid. This essentially makes each neural network to be aware of its surroundings. Hence this is named as LSTM Graph Attention Network (LGAT). LGAT has two parts involved in its module i.e. i) First part which is before the GAT layer and ii) second part is after the GAT layer. Before GAT layer rectified linear unit ReLU Activation function is used whereas after GAT layer, Sigmoid function is used. This is done since the output is always expected to be residing between 0 and 1. The power input of the base station is controlled by considering the input of the percentage of maximum power consumption. The traffic signals are always controlled by considering the input of 1 or 0 to each signal lamp with the one hot encoding strategy. The Adam optimizer is used to train the neural network and the loss function used here is MSE. It should be taken into special attention that MSE is used here instead of commonly used binary cross entropy.

Fig. 2 shows the structure of the proposed LGAT neural network where the second hidden layer is the shared layer whose weights and biases are shared with all the other networks. The weight sharing mechanism here is very similar to that of the Siamese neural networks. The output layer contains 13 outputs 12 of which corresponds to the traffic signals and one corresponds to the base station input power percentage.

VII. RESULT ANALYSIS

This section discusses about results being obtained from the simulation study by implementing the proposed scheme discussed in prior section. The recommended hardware and software stack for training the agent are as follows:

- CPU: Intel Core I7 10th Generation.
- GPU: Nvidia GeForce RTX 2060.
- OS: Kali Linux 2021.
- C compiler: GCC 10.2.1.
- GPU C library: Nvidia CUDA 10.1.
- GPU python bridge: Nvidia CuDNN.
- Python: 3.8.2.
- TensorFlow: 2.5.0.

The above-mentioned stack is used in order to get the best results since the TensorFlow works better when it is executed on GPU. Above stack must be used in order to run TensorFlow over GPU. Table II highlights about the properties of vehicles considered for proposed scheme.

![Fig. 2. Structure of Proposed Neural Network.](image-url)
As it can be observed from Fig. 3 that the simulation is set up in such a way that there is always a base station in every intersection. However, since the signal strength of the base station can be controlled by the RL agent, the base station’s power consumption will vary and the range also varies. If there are vehicles closer to each other, then it is enough if the base station transmits the signal to nearest car. That car can act as a repeater and transmit the message further to other cars. Hence if a particular junction is congested, then the base station may spend less amount of power to transmit the signal further.

The reward depends on both travel time and power consumption. Hence the agent is expected to optimize both of these parameters. The environment is built in such a way that it can support one agent per every intersection. Hence this is a multi-agent environment. Every agent can perform the optimization of power and congestion in their own intersections however, they are expected to co-operate with each other and optimize the entire city’s power consumption and travel time of entire city in average.

There are several base stations are present in the city as well as vehicles act as relay to the signal. If the vehicles are far apart, then the base stations have to send signal far hence there will be more power consumption by the base stations. The system must optimize the over power consumption as well.

Following are the parameters which are being optimized

- **Useful Information Ratio**: Every vehicle needs to receive the information required for itself. More it acts as a relay, more the battery consumption and lower the bandwidth utilization for itself. Hence base station must provide higher power for better data transmission.
- **Queue Length**: Queue length is defined as the distance between front of the first stopped car in the intersection to the back of the last stopped car in the intersection (Feet). Traffic congestion is the average of all 4 incoming queue lengths in each intersection.
- **Average Travel Time**: Average travel time is nothing but average time taken by all cars to travel from source to destination (Entry intersection, Exit intersection). It is considered for Regular vehicles and Emergency vehicles.
- **Overall Power Consumption**: This is the sum of power consumed by all base stations in the city. The order in which the priority is given to the parameters viz. Travel time of Emergency vehicles, Congestion, Travel time of Regular vehicles, Useful info ratio for emergency data, Useful info ratio for text data, Useful info ratio for audio/video data, Power consumption Simulation parameters are set as following.

Fig. 5 highlights the consideration of 6X6 grid for proposed simulation with 36 intersections in total while there are two simulations done using this layout. Uniflow assumes that the traffic moves in a single direction during morning and opposite direction in the evening. Biflow assumes that the traffic moves in both directions during all times of the day.

Fig. 6 highlights the map to shows the area considered in Hangzhou junction of China. It contains total of 16 junctions and traffic is the real recorded traffic.

Fig. 7 highlights the map to shows the area considered in New York city that contains 196 junctions in total. The proposed system is assessed with existing system of learning-based model of vehicular network in IoV.
The above graph in Fig. 8 clearly indicates that the proposed method performs better for every scenario. As it can be observed, New York City is the most difficult scenario. For individual RL, data isn’t available. The overall travel time is reduced because of the LGAT architecture. The vehicular traffic follows a particular pattern during the day. LGAT can learn the temporal patterns as well and be able to predict the future vehicular traffic.

An extra parameter which is considered in this study is that average travel time of emergency vehicles (Fig. 9) in which the proposed system is performing better compared to CoLight model. The performance is better in the proposed system since the LSTM layer is used. From Fig. 10, can be observed that the travel time of emergency vehicle is half of regular vehicles.

The graph in Fig. 11 shows that the overall power consumption is less for proposed method. This evidently shows that proposed system has better performance score when evaluated with existing CoLight model in perspective of different available dataset of data dissemination in vehicles of urban scenario.
VIII. CONCLUSION

This study presents a novel mechanism to manage the urban traffic system and prevents the congestion at the same time. The system can be used to redirect emergency vehicles to shorter paths where there is less congestion and reduce their travel time. The presented model considers the aspect of power consumption by the system. This is carried out in order to address the problem about infotainment system that not only consists of the in-vehicle system but also the sensors, gateways and signal repeaters. Such forms of devices consume a lot of power in order to make sure the quality information is transferred. The implementation of proposed study also optimizes the power consumption by the infotainment system and ensures overall transmission efficiency. The proposed system constructs an optimal environment for the city traffic management and its reward system so that the system rewards the agent based on both power consumption and the travel time. While the environment is a single environment, this is a multi-agent system. An RL agent is assigned at every intersection and they control the traffic signal and power input of the transmitter at the intersection. An agent will also be aware of actions and states of other agents through a novel neural network architecture proposed in this study, LGAT architecture. The proposed system implements an LGAT that is a special type of LSTM in which one of the layer’s weights and biases are shared with all other agent’s weights and biases. The neural network here uses the DQN architecture for RL. The DQN architecture means the NN takes the action as input and outputs Q values for all possible actions. Q values are nothing but the future rewards for the system. The system is trained over multiple episodes with a single epoch per episode. The proposed study considers several existing methods and considers various parameters to study the traffic. There are two synthetic environments and two realistic environments in this study. The two realistic environments are the traffic data from Network city and Hongzhou junction from Hong Kong. The synthetic environment contains two different environments which are 6x6 uniflow and 6x6 Biflow.
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Abstract—Automotive parts manufacturing focuses on sustainable development manufacturing capabilities with future technology changes. Internet of Things (IoT) plays an important role in applying internet technology to machines and equipment in manufacturing processes for transformation towards Industry 4.0 as well as creating values added and higher competitive advantage for the sustainability of the industries. This research aims to study factors that influence decision-makers in selecting IoT applications for managing auto parts production and they consist of connectivity, telepresence, intelligence, security, and value including their fifteen sub-factors. In this research, The Fuzzy Analytic Network Process (FANP) is a Multiple Criteria Decision Making (MCDM) technique used to analyze, identify, and prioritize factors in selecting IoT applications for managing production processes. The questionnaire is designed based on the FANP technique to survey the importance of weight for each factor from executives of 88 auto parts manufacturers who authorize as the decision-makers for selecting IoT applications. The results have indicated that telepresence is the most important factor that will assist them in controlling production to guarantee that production capabilities meet the objective and connectivity is the second important factor that must ensure that IoT applications are compatible with their machinery and equipment can be controlled smoothly and precisely. Meanwhile, performance is the most important sub-factor and other sub-factors are ranked as functional orientation, data management, control, and compatibility respectively. Therefore, manufacturers can use this research as a criterion for selecting appropriate IoT applications for controlling their manufacturing for sustainable effectiveness.
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I. INTRODUCTION

The Internet of Things (IoT) is admitted as one of the most essential areas of future technology and is gaining various attention from several industries. IoT is considered a key driver for industries to transform industry 3.0 to industry 4.0 [1]. It is also crucial for integrating manufacturing processes for the fourth industrial revolution [2]. The gap between the physical and digital worlds can be bridged by synchronizing the flow of information with the physical flow for greater supply chain integration [3]. This is because IoT devices play a crucial role in driving businesses to create superior connectivity and progressive operations to increase their agility [4]. It is an integration of interconnected sensing and communication technology that enables equipment, machines, sensors, robots, and automatic actuators [5]. IoT is determined into three groups: People to people, people to machine/things, Things/machine to things/machine, and Interacting through the internet [6]. The industrial internet of things is a concept based on the same principles as the IoT, but for connection machines in factories. The primary communication between machine-to-machine and automation based on the information exchanged between them [7]. Smart factory solutions are designed to enable sensors and connected edge devices to improve product quality and real-time factory operational efficiency. The potential to address the data captured and exchanged in real-time has multiplied [4]. Some devices are operating their functionality for progressive production, performance, and maintenance in the production [5] that can generate greater customer value through offered services. The efficacy can provide identifying, sensing, networking, and processing abilities for communicating with other devices and services through the internet.

Several organizations are searching for new technologies which can support their sustainable businesses [8] such as the Internet of Things (IoT), Big Data Analytics (BDA), Cloud Computing [5], and Blockchain (BC). Meanwhile, these new technologies can be used to support production and services in other sectors [9]. Besides, the mentioned technologies are currently applied in several industries for transforming towards Industry 4.0 which is a crucial industrial revolution in this century [10]. To improve supply chain structures and achieve sustainability, industry 4.0 becomes the most prominent solution in current manufacturing processes [11]. Therefore, industry 4.0 plays a critical role in bringing manufacturers to sustainable production [12]. Sustainable production covers important components such as production, process, and system which create value-added and sustainable growth for the business [13]. Therefore, this integration is a challenge for improving sustainable production in the future [14]. Moreover, Industry 4.0 also entails data exchange and autonomous systems, as well as manufacturing activities centered on the development of smart factories to respond to dynamic production [15]. Because the investment in IoT applications is expensive, decision-makers in selecting IoT applications in the auto parts production process confront a challenge in determining which relevant IoT apps should be chosen. Therefore, this study aims to answer this research question with the following objectives. 1) This research aims to study the influences of factors in selecting IoT applications in the auto parts industry, 2) the importance of each factor will be identified and prioritized, and 3) trends of decision-making for selecting IoT applications are studied for improving the management of the auto parts production. Thus, the first section of this article identifies factors that influence decision-
making in selecting IoT applications by reviewing relevant literature. Subsequently, quantitative research is conducted by surveying decision-makers in the auto parts industry with a questionnaire developed based on the Fuzzy Analytical Network approach (FANP). The next section defines and formulas of FANP are introduced, and it can effectively identify and prioritize factors in selecting IoT applications for the auto parts production. Finally, the results of data analysis by FANP express and indicate important factors that influence decision-makers in selecting IoT applications for auto parts production.

II. LITERATURE REVIEW

A. Connectivity

Currently, the Internet is the interconnection hub of smart devices and can create an intelligent network throughout the value chain to machines, products, and systems [16]. This consequence is the connection and interaction between people and machines which leads to more interconnected production systems [17], the connection of physical devices and machines, and the integration of applications to the software or database [18]. The information was gathered through the IoTs to enhance the productivity of business processes [19]. Therefore, it is the industrial processes to connectivity technologies for monitoring the production activities, inventory management, sales management, and after-sales services. Compatibility is the connectivity and automation of collaboration activities [20], and accessibility in entering the network while providing the general ability to generate data [6]. Data exchange is supported by different networks and data is gathered from networks connecting equipment, production line, and sensor network. Standardization is an important prerequisite in digitization. [21]. The connection of any object to the Internet could be one of the standardization challenges and the success of the development of interoperable. Standardization also enables the optimization between functionality, costs, and quality of applications and solutions. The key IoT infrastructures can help customers in industries to transform businesses and services successfully [22]. The combination of numerous sensors in wireless technologies can communicate with the Internet infrastructure and can collect information for different industrial applications. It is converting compatible data to interoperability between internet devices, appliances, and objects.

B. Telepresence

Telepresence can presentation where all employees can access their current operational status simultaneously, for convenient control and decision making by IoT applications. [21]. Thus, the services with the telepresence function would positively influence workers [23], and the performance of IoT devices in real-time from different locations at any time. Therefore, reliable telepresence helps consumers feel positive about their products and positive Internet experiences. The IoT System can improve management efficiency with more controllable and auditable management processes [24]. Synchronization of production systems between virtual and real systems depends on data from sensors and connected smart devices, and real-time data updates [25]. Connectivity automation of collaboration activities enables synchronization through IoT-enabled productivity [20]. It focuses on the synchronization of the production process in optimizing the production requirements [26]. Time and energy can be saved by using an internet device to synchronize things or products during the work process. IoT monitoring with dynamic system analysis and event processing integrates between device and business [20]. Communication between machines and connected machines provides information about the status of controlling or monitoring systems [27]. For example, the area of condition monitoring, predictive maintenance, estimating the remaining lifetime of the components, making decisions about urgent, short-term, and real-time actions [28]. Smart process monitoring is realized by connecting cloud computing and services the machine tools [29]. Internet of Things (IoT) dynamically controls and makes decisions, as well as the real-time monitoring and controlling of the manufacturing process [30]. The smart factory uses self-controlled machines and automated robots that have the module of adaptive intelligence to take necessary actions depending on pre-defined instructions [31]. It has an automatic device control system to continuously monitor performance in real-time anywhere and anytime. This data of smart factories will be available to humans or systems for the monitoring, prediction, and control of the production systems [32].

C. Intelligence

The intelligence of IoT is the capability to derive real-time data. The purpose of smart manufacturing into intelligence systems is to improve the positive production processes in all aspects [33]. Smart manufacturing information systems changed from digitization and networking to intelligence [34]. IoT applications must be embedded with intelligence to enhance devices that can monitor the environment, identify problems, communicate with each other, and potentially address problems without human assistance [35]. It more profoundly integrates manufacturing operations systems with communication, information, and intelligence technologies [36]. IoT devices are functional or personal assistants for organizations and are functions that control devices in real-time from different locations by connecting the internet devices of things to the employees [37]. Smart devices are focused on functional orientation, application, and analysis to be able to solve problems. The internet devices coordinate things, and function as personal assistants for the organization. Therefore, the service of this functional orientation will benefit employees. Challenges and applications of artificial intelligence are components of the concept of the Internet of Things. Relevant to Industry 4.0, it involves automation including artificial intelligence. The information system of smart manufacturing is based on the new technology of industrial artificial intelligence. Cloud Computing provides infrastructure, software, and platform as services [38]. Cloud computing and IoT are the main support technologies in Cloud manufacturing and can interact with each other in a cloud-based intelligent environment [39]. Therefore, cloud computing can continually access available data that requires manufacturing management applications and enables the effectiveness of processes.
D. Security

Security and privacy of sensitive data in Industrial IoT systems are necessary nowadays, and management trust is crucial for data security in IoT [40]. Transparency, conflict of interests, data confidentiality, network security, and the safety of IoT devices are among the most important security and privacy problems [41]. The security for industrial process measurement and control network and system security [42]. High-value industrial data can be harmed by a single click, potentially riskiness the entire process of industrial plants. Traceability and monitoring of systems are the results of real-time data management to prevent certain events or potential system failures [43]. As a result, higher-layer applications can avoid having to handle unneeded data and lower the danger of information privacy being compromised. Employees and businesses that share information between departments are protected by security, which encompasses information privacy, data management, and permission. [44]. It is the permission of employees and businesses when they communicate information, as well as a feature that allows an authorized user to search the database for specific information when needed. The ability to manage the information flow is known as data management. Information can be retrieved, integrated, and controlled using data management under the management service layer [43]. It is capable of handling large amounts of data and synchronizing operations in real-time.

E. Value

When connected devices can communicate with one another, the actual potential of the IoT for businesses may be completely realized. The connection of humans, parts, and systems creates self-guided, dynamic, real-time value-added interconnections across the value chain [45]. Several processes happen, and value is added to every process [46]. Improved product or service delivery, increased productivity, lower labor costs, lower energy usage, and a shorter build-to-order cycle are all examples of this benefit. There is also a need for Internet of Things integration in the operation of marketing activities, seasonal variations or market trends, and fluctuations in market demand or custom orders [28]. The benefits of the Internet of Things can be used to improve manufacturing processes and create new products. After receiving data from IoT devices, the organization can learn about some business concerns such as changes in client preferences or worker performance [34]. Similarly, The data, the convenience, and the ease with which it is collected and evaluated are the key drivers of this industrial revolution [47]. Using IoT devices or goods during the work process can help employees save time and energy [21], [13]. It can also refer to services that help people manage their jobs more effectively and make quick judgments. The effectiveness of IoT enables stakeholders to make dynamic decisions based on real-time data [48]. It can manage the use of technology to fulfill company objectives [49]. The information could be utilized to assess different performance levels and provide statistical analysis reports. Data on machine tools will improve as a result of increased machine use, which can be used to improve overall performance [50].

<table>
<thead>
<tr>
<th>TABLE I. INTERNET OF THINGS (IOT) APPLICATION WITH REFERENCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors</td>
</tr>
<tr>
<td>Connectivity</td>
</tr>
<tr>
<td>Telepresence</td>
</tr>
<tr>
<td>Intelligence</td>
</tr>
<tr>
<td>Security</td>
</tr>
<tr>
<td>Value</td>
</tr>
</tbody>
</table>

F. Factors Influence IoT Applications

IoT devices have been recognized as useful in a variety of situations and environments [51]. Furthermore, IoT could connect disparate networks while also addressing security concerns [52]. It is a technology and innovation that focuses on motion and environmental detection [53]. Therefore, the main purpose of IoT was to provide a that could accept, store, and transmit data over the Internet within computer devices including sensors, desktops, laptops, smartphones, and other electronic devices, some applications related to the IoT had provided value for consumers [54]. Moreover, these devices could potentially link to the Internet and keep track of personal and user data. The devices would then evaluate the data and make sensible recommendations to the users. From the literature review, IoT applications with references as the Table I and factors have been derived and reviewed to determine the factors that influence IoT applications for auto parts production as connectivity, telepresence, intelligence, security, and value which are shown in Fig. 1.

III. MATERIALS AND METHODS

A. Data Collection

This study was based on the quantitative research principle by using the survey method for data collection. The population of auto parts manufacturers came from the automotive institute and the institute identified that there were 720 auto parts firms. Subsequently, the sample size for this research was 88 samples as Yamane’s formula [55]. The research tool in this study was a questionnaire that was developed based on factors of connectivity, telepresence, intelligence, security, and value as the framework shown in Fig. 1.

After the questionnaire was developed completely, the research distributed the questionnaire to 88 respondents sampled by snowball method who were the decision-makers in implementing IoT in automotive part manufacturers. At the beginning of this survey, five experts the auto parts manufacturers, which had deployed IoT applications in the auto parts production, were identified and called in for asking their permission to answer the questionnaire.
B. Analytic Network Process

The analytic hierarchy process (AHP) is a well-known multiple criteria decision-making (MCDM) method that has been widely used in a variety of decision-making situations. The principle of AHP is to distinguish problems in a linear top-bottom format as a hierarchy. While the upper levels of the constructed hierarchy are independent of all lower levels, and the components in each level are likewise independent. However, some decision-making problems cannot be structured as a hierarchy, or some components have relations to other components in the structure. Thus, the analytic network process had been developed to address the mentioned problems of AHP and deal with dependencies between criteria and alternatives [57]. The components in the same level can be functionally dependent and the lower levels can reversely affect the upper level in each component. [58]. The advantages of ANP for considering dependencies between criteria and alternatives are listed as follows [59].

- The approach can deal with various, and complicated criteria.
- It supports decision-makers to build a decision-making model and to study relationships in the matrix form.
- It can evaluate both quantitative and qualitative criteria with the pairwise comparison technique to identify the importance of criteria.

Therefore, ANP is the appropriate MCDM approach than AHP for identifying and prioritizing factors that influence decision-makers in selecting IoT applications because the dependencies between each main factor and its sub-factors will be analyzed.

C. Fuzzy Analytic Network Process

1) Fuzzy set theory: To deal with situations involving uncertainty, imprecision, and vagueness, Zadeh (1965) created a fuzzy set theory. The capacity to represent ambiguous data is a major contribution of fuzzy set theory. [60]. The theory also permits mathematical operations and programming to be applied to the fuzzy domain. Generally, the fuzzy set is defined by a membership function, which represents the grade of any element \( x \) of \( X \) that has the partial membership to \( M \). The value between zero and one determines the degree to which an element belongs to a set. So an element \( x \) belongs to \( M, \mu_M(x) = 1 \) and \( \mu_M(x) = 0 \) [56, 60, 61].

2) Triangular fuzzy number: A triangular fuzzy number (TFN) is presented as \((l, m, u)\), where \( l \leq m \leq u \). The membership function \( \mu_M(x) \) of TFN is obtained by Equation (1).

\[
\mu_M(x) = \begin{cases} 
\frac{(x - l)}{(m - l)} & l \leq x \leq m \\
\frac{(u - x)}{(u - m)} & m < x \leq u \\
0 & \text{otherwise}
\end{cases}
\] (1)

The membership functions of triangular fuzzy numbers are used for the pairwise comparison of decision variables from “Very bad” to “Excellent”, and the middle preference values between them. The membership functions of TFNs, \( M_i = (m_{i1}, m_{i2}, m_{i3}) \), where \( i = 1, 2, \ldots, n \) and \( m_{i1}, m_{i2}, m_{i3} \) are the lower, middle, and upper values of the fuzzy number \( M_i \), respectively [56, 61]. According to the concept of extent analysis, each object is taken and extent analysis for each goal \( g \) is performed, respectively. Therefore, the \( m \) extent analysis values for each object are obtained as the following signs [61]:

\[
M_{g1}^1, M_{g2}^2, \ldots, M_{gn}^m, i = 1, 2, \ldots, n
\] (2)

where \( M_{gj}^i (j = 1, 2, \ldots, m) \) are presented in triangular fuzzy numbers.

3) Fuzzy analytic network process: Fuzzy analytic network process (Fuzzy ANP) is a multiple criteria decision-making (MCDM) approach that uses both interdependences of criteria and inner dependences of criteria with the pairwise comparison matrix. The steps of Chang’s (1996) extent analysis can be given as follows [61, 62]. The value of fuzzy synthetic extent for the \( i^{th} \) object is defined as:

\[
S_i = \sum_{j=1}^{m} \frac{M_{gj}^i}{M_{gj}^i} \otimes \left[ \sum_{i=1}^{n} \left( \sum_{j=1}^{m} M_{gj}^i \right)^{-1} \right]^{-1}
\] (3)

To obtain \( \sum_{j=1}^{m} M_{gj}^i \), perform the fuzzy addition operation of \( m \) extent analysis values for a particular matrix such that:

\[
\sum_{j=1}^{m} M_{gj}^i = \left( \sum_{j=1}^{m} l_j \right) \sum_{j=1}^{m} m_j \sum_{j=1}^{m} u_j
\] (4)

And to obtain \( \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} M_{gj}^i \right]^{-1} \), perform the fuzzy addition operation of \( M_{gj}^i (j = 1, 2, \ldots, m) \) values such that:
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} M'_{ij} = \left( \frac{\sum_{i=1}^{n} l_i, \sum_{j=1}^{m} m_j, \sum_{j=1}^{m} u_j}{} \right)
\]

Then the inverse of the vector in eq. (5) is calculated as follows:

\[
\left[ \sum_{i=1}^{n} \sum_{j=1}^{m} M'_{ij} \right]^{-1} = \left( \frac{1}{\sum_{i=1}^{n} l_i, \sum_{j=1}^{m} m_j, \sum_{j=1}^{m} u_j} \right)
\]

The degree of possibility of \( M_2 = (l_2, m_2, u_2) \geq M_1 = (l_1, m_1, u_1) \) is defined as:

\[
V(M_2 \geq M_1) = \sup \left[ \min(\mu_{M_1}(x), \mu_{M_2}(y)) \right]
\]

and can be equivalently expressed as:

\[
V(M_2 \geq M_1) = \begin{cases} 
1 & \text{if } m_2 \geq m_1, \\
\frac{l_1 - u_2}{(m_2 - u_2) - (m_1 - l_1)} & \text{if } l_1 \geq u_2, \\
0 & \text{otherwise}
\end{cases}
\]

The degree of possibility for a convex fuzzy number is greater than \( k \) convex fuzzy numbers \( M_i (i = 1, 2, ..., k) \) that can be defined by:

\[
V(M \geq M_1, M_2, ..., M_k) = \min V(M \geq M_i), \quad i = 1, 2, ..., k
\]

Assume:

\[
d(S_i) = \min V(S_i \geq S_k), \quad k = 1, 2, ..., n; k \neq i
\]

Then the weights vector is calculated by:

\[
W' = (d(S_1), d(S_2), ..., d(S_n))^T
\]

And weight vectors are normalized as follows:

\[
W = (d(A_1), d(A_2), ..., d(A_n))^T
\]

Where \( W \) is a real number, and \( A_i = (i = 1, 2, ..., n) \) are \( n \) elements.

IV. RESULTS

This paper, Internet of Things application is divided into five categories consisting of Connectivity, Telepresence, Intelligence, Security and Value. Each category contains several IoT applications for management which are shown in Fig. 1. This study proposes the Internet of Things application for management related to the auto parts manufacturers in Thailand. This section can be divided into six steps to evaluate the industry. The first step is to determine the Internet of Things framework of main factors and sub-factors, which is performed using a questionnaire survey that uses the fuzzy ANP approach to calculate the weights of the factors and sub-factors. The application is based on the methods outlined in the preceding part and is explained step by step, along with the outcomes.

Step 1. Determine the fuzzy scale for the important weight of factors and sub-factors from a decision-maker with the responsibility for the Internet of Things application management in a company. Choose appropriate linguistic variables for the relative weight of the factors as defined by Table II [61,72] prepare a pair-wise comparison to each factor from expert opinion by using the linguistic scale.

Step 2. Conduct the questionnaire survey for exploring internet of things application for management in practices by collecting data from 88 respondents in auto parts companies.

Step 3. Calculate the consistency ratio (CR) by Equation (13).

\[
CR = \frac{CI}{RI}
\]

When \( CI = \frac{\lambda_{max} - n}{n-1} \) and \( \lambda_{max} = \sum_{i=1}^{n} [\sum_{j=1}^{n} a_{ij} W_j] \). The CR value should be lower than 0.1 which means the weights are determined by decision-makers have consistency. If the CR value is greater than 0.1, it expresses those weights determined to have no consistency. Therefore, the research should review the evaluation of main factors and sub-factors in the first step.

Step 4. Calculate the average fuzzy evaluation matrix from the questionnaire survey and the local weights of the main factors and sub-factors as shown in Tables III to VIII.

Step 5. Calculate the inner dependence weights and the dependencies among the factors that are considered the main factors as shown in Table IX.

Step 6. Calculate the global weights of sub-factors by multiplying the local weights of the sub-factors with the interdependent weights of main factors as shown in Table X.

From the results, the CR ratios of five main factors and fifteen sub-factors were lower than 0.1 which expressed weights determined by decision-makers of auto parts companies had consistency. In this study, the decision-makers made the pairwise comparison for main factors and sub-factors and they were analyzed by fuzzy ANP. The results indicated that telepresence was the most important factor with the interdependent weight at 22.9 percent. Next, connectivity was the second rank of the important factor with a weight of 20.5 percent. While value, security, and intelligence had interdependent weights at 19.7, 18.2, and 18.7 percent respectively.

For the importance of sub-factors, the results indicated that performance was the most important sub-factor that influenced the decision-makers with the global weight at 9.20 percent. The second rank was the functional orientation with a global weight of 8.80 percent, while data management, controlling, and compatibility had the global weights of 8.60, 8.30, and 8.28 percent respectively. For the least importance, the bottom five sub-factors had consisted of information privacy, cloud computing, authorization, artificial intelligence, and market demand with their global weights at 5.88, 5.41, 4.30, 3.91, and 2.84 percent respectively. Therefore, these sub-factors had less impact on the decision-maker during selection to apply IoT in their production management.
### TABLE II. Linguistic Scale for Relative Weights of Factors

<table>
<thead>
<tr>
<th>Risk Level</th>
<th>Triangular Fuzzy Scale</th>
<th>Triangular Fuzzy Reciprocal Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Just equal</td>
<td>(1, 1, 1)</td>
<td>(1, 1, 1)</td>
</tr>
<tr>
<td>Equally important</td>
<td>(1/2, 1, 3/2)</td>
<td>(2/3, 1, 2)</td>
</tr>
<tr>
<td>Weakly more important</td>
<td>(1, 3/2, 2)</td>
<td>(1/2, 3/2, 1)</td>
</tr>
<tr>
<td>Strongly more important</td>
<td>(3/2, 2, 5/2)</td>
<td>(2/5, 2/3, 1)</td>
</tr>
<tr>
<td>Very strongly more important</td>
<td>(2, 5/2, 3)</td>
<td>(1/3, 2/5, 1/2)</td>
</tr>
<tr>
<td>More important</td>
<td>(5/2, 3, 7/2)</td>
<td>(27/13, 2/5)</td>
</tr>
</tbody>
</table>

### TABLE III. Local Weight and Pair-wise Comparison Matrix of “Main Factors”

<table>
<thead>
<tr>
<th>Main Factors</th>
<th>Connectivity</th>
<th>Telepresence</th>
<th>Intelligence</th>
<th>Security</th>
<th>Value</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectivity</td>
<td>1.000, 1.000, 1.000</td>
<td>0.876, 1.209, 1.563</td>
<td>0.996, 1.344, 1.731</td>
<td>1.086, 1.398, 1.742</td>
<td>0.665, 1.029, 1.537</td>
<td>0.206</td>
</tr>
<tr>
<td>Telepresence</td>
<td>0.789, 1.010, 1.389</td>
<td>1.000, 1.000, 1.000</td>
<td>1.054, 1.385, 1.811</td>
<td>1.069, 1.414, 1.786</td>
<td>1.044, 1.329, 1.744</td>
<td>0.234</td>
</tr>
<tr>
<td>Intelligence</td>
<td>0.770, 1.039, 1.408</td>
<td>0.667, 0.880, 1.185</td>
<td>1.000, 1.000, 1.000</td>
<td>0.688, 0.974, 1.311</td>
<td>0.869, 1.216, 1.593</td>
<td>0.179</td>
</tr>
<tr>
<td>Security</td>
<td>0.948, 1.224, 1.547</td>
<td>0.710, 0.894, 1.163</td>
<td>1.076, 1.415, 1.835</td>
<td>1.000, 1.000, 1.000</td>
<td>0.754, 1.098, 1.473</td>
<td>0.184</td>
</tr>
<tr>
<td>Value</td>
<td>0.759, 1.128, 1.773</td>
<td>0.722, 0.897, 1.138</td>
<td>0.759, 0.983, 1.324</td>
<td>0.923, 1.255, 1.864</td>
<td>1.000, 1.000, 1.000</td>
<td>0.198</td>
</tr>
</tbody>
</table>

### TABLE IV. Local Weight and Pair-wise Comparison Matrix of “Connectivity”

<table>
<thead>
<tr>
<th>Sub-factors</th>
<th>Compatibility</th>
<th>Standardization</th>
<th>Sensor network</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compatibility</td>
<td>1.000, 1.000, 1.000</td>
<td>1.221, 1.624, 2.059</td>
<td>0.982, 1.269, 1.572</td>
<td>0.404</td>
</tr>
<tr>
<td>Standardization</td>
<td>0.633, 0.839, 1.112</td>
<td>1.000, 1.000, 1.000</td>
<td>0.760, 1.121, 1.623</td>
<td>0.287</td>
</tr>
<tr>
<td>Sensor network</td>
<td>0.781, 0.947, 1.195</td>
<td>0.723, 1.063, 1.574</td>
<td>1.000, 1.000, 1.000</td>
<td>0.309</td>
</tr>
</tbody>
</table>

### TABLE V. Local Weight and Pair-wise Comparison Matrix of “Telepresence”

<table>
<thead>
<tr>
<th>Sub-factors</th>
<th>Synchronization</th>
<th>Monitoring</th>
<th>Controlling</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronization</td>
<td>1.000, 1.000, 1.000</td>
<td>0.828, 1.202, 1.638</td>
<td>0.882, 1.167, 1.627</td>
<td>0.345</td>
</tr>
<tr>
<td>Monitoring</td>
<td>0.706, 1.004, 1.458</td>
<td>1.000, 1.000, 1.000</td>
<td>0.619, 0.835, 1.223</td>
<td>0.293</td>
</tr>
<tr>
<td>Controlling</td>
<td>0.782, 1.108, 1.515</td>
<td>0.985, 1.424, 1.879</td>
<td>1.000, 1.000, 1.000</td>
<td>0.363</td>
</tr>
</tbody>
</table>

### TABLE VI. Local Weight and Pair-wise Comparison Matrix of “Intelligence”

<table>
<thead>
<tr>
<th>Sub-factors</th>
<th>Functional Orientation</th>
<th>Artificial Intelligence</th>
<th>Cloud Computing</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Orientation</td>
<td>1.000, 1.000, 1.000</td>
<td>1.367, 1.814, 2.364</td>
<td>1.133, 1.551, 2.011</td>
<td>0.486</td>
</tr>
<tr>
<td>Artificial Intelligence</td>
<td>0.507, 0.693, 0.938</td>
<td>1.000, 1.000, 1.000</td>
<td>0.679, 0.992, 1.441</td>
<td>0.215</td>
</tr>
<tr>
<td>Cloud Computing</td>
<td>0.567, 0.772, 1.061</td>
<td>0.887, 1.256, 1.739</td>
<td>1.000, 1.000, 1.000</td>
<td>0.298</td>
</tr>
</tbody>
</table>

### TABLE VII. Local Weight and Pair-wise Comparison Matrix of “Security”

<table>
<thead>
<tr>
<th>Sub-factors</th>
<th>Information Privacy</th>
<th>Authorization</th>
<th>Data Management</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Privacy</td>
<td>1.000, 1.000, 1.000</td>
<td>0.952, 0.303, 1.761</td>
<td>0.652, 0.900, 1.239</td>
<td>0.314</td>
</tr>
<tr>
<td>Authorization</td>
<td>0.693, 0.954, 1.294</td>
<td>1.000, 1.000, 1.000</td>
<td>0.539, 0.706, 0.979</td>
<td>0.230</td>
</tr>
<tr>
<td>Data Management</td>
<td>1.131, 1.554, 2.059</td>
<td>1.287, 1.744, 2.212</td>
<td>1.000, 1.000, 1.000</td>
<td>0.456</td>
</tr>
</tbody>
</table>

### TABLE VIII. Local Weight and Pair-wise Comparison Matrix of “Value”

<table>
<thead>
<tr>
<th>Sub-factors</th>
<th>Marketing Demand</th>
<th>Convenience</th>
<th>Performance</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marketing Demand</td>
<td>1.000, 1.000, 1.000</td>
<td>0.578, 0.752, 1.023</td>
<td>0.557, 0.726, 0.970</td>
<td>0.144</td>
</tr>
<tr>
<td>Convenience</td>
<td>1.397, 1.839, 2.305</td>
<td>1.000, 1.000, 1.000</td>
<td>0.663, 0.853, 1.222</td>
<td>0.390</td>
</tr>
<tr>
<td>Performance</td>
<td>1.330, 1.773, 2.231</td>
<td>0.917, 1.304, 1.705</td>
<td>1.000, 1.000, 1.000</td>
<td>0.466</td>
</tr>
</tbody>
</table>

### TABLE IX. Inner Dependence Weight of the Factors

<table>
<thead>
<tr>
<th>Factors</th>
<th>Connectivity</th>
<th>Telepresence</th>
<th>Intelligence</th>
<th>Security</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectivity</td>
<td>1.000</td>
<td>0.255</td>
<td>0.254</td>
<td>0.258</td>
<td>0.264</td>
</tr>
<tr>
<td>Telepresence</td>
<td>0.310</td>
<td>1.000</td>
<td>0.286</td>
<td>0.278</td>
<td>0.294</td>
</tr>
<tr>
<td>Intelligence</td>
<td>0.223</td>
<td>0.240</td>
<td>1.000</td>
<td>0.228</td>
<td>0.205</td>
</tr>
<tr>
<td>Security</td>
<td>0.237</td>
<td>0.247</td>
<td>0.208</td>
<td>1.000</td>
<td>0.237</td>
</tr>
<tr>
<td>Value</td>
<td>0.231</td>
<td>0.259</td>
<td>0.252</td>
<td>0.236</td>
<td>1.000</td>
</tr>
</tbody>
</table>
TABLE X. TOTAL WEIGHT OF MAIN FACTORS AND SUB-FACTORS

<table>
<thead>
<tr>
<th>Factors</th>
<th>Interdependent weights</th>
<th>Ranking</th>
<th>Sub-factors</th>
<th>Local weights</th>
<th>Ranking</th>
<th>Global weights</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectivity</td>
<td>0.205</td>
<td>2</td>
<td>Compatibility</td>
<td>0.404</td>
<td>1</td>
<td>0.083</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standardization</td>
<td>0.287</td>
<td>3</td>
<td>0.059</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sensor network</td>
<td>0.309</td>
<td>2</td>
<td>0.063</td>
<td>9</td>
</tr>
<tr>
<td>Telepresence</td>
<td>0.229</td>
<td>1</td>
<td>Synchronization</td>
<td>0.345</td>
<td>2</td>
<td>0.079</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Monitoring</td>
<td>0.293</td>
<td>3</td>
<td>0.067</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Controlling</td>
<td>0.363</td>
<td>1</td>
<td>0.083</td>
<td>4</td>
</tr>
<tr>
<td>Intelligence</td>
<td>0.182</td>
<td>5</td>
<td>Functional Orientation</td>
<td>0.486</td>
<td>1</td>
<td>0.088</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Artificial Intelligence</td>
<td>0.215</td>
<td>3</td>
<td>0.039</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cloud Computing</td>
<td>0.298</td>
<td>2</td>
<td>0.054</td>
<td>12</td>
</tr>
<tr>
<td>Security</td>
<td>0.187</td>
<td>4</td>
<td>Information Privacy</td>
<td>0.314</td>
<td>2</td>
<td>0.059</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Authorization</td>
<td>0.230</td>
<td>3</td>
<td>0.043</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Data Management</td>
<td>0.456</td>
<td>1</td>
<td>0.086</td>
<td>3</td>
</tr>
<tr>
<td>Value</td>
<td>0.197</td>
<td>3</td>
<td>Market Demand</td>
<td>0.144</td>
<td>3</td>
<td>0.028</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Convenience</td>
<td>0.390</td>
<td>2</td>
<td>0.077</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Performance</td>
<td>0.466</td>
<td>1</td>
<td>0.092</td>
<td>1</td>
</tr>
</tbody>
</table>

V. DISCUSSION

Results from this study have indicated that the importance level of each variable is different by the factor of telepresence is the most important because there is telepresence for considering proposed data in working units that are connected to IoT for tracking operations in the production process. The data should be presented in real-time to executives and employees to track circumstances in production more conveniently. Moreover, it has impacted the controlling, decision-making, and planning that is done more efficiently. The second factor is connectivity which is important for integrating the production process of auto parts to control processes connected. Furthermore, the connectivity is for processing and exchanging data with suppliers, production process, and warehouse management following Just-In-Time production for more flexibility and accuracy. For the performance factor, it can be connected to IoT which is important in controlling and tracking operations more quickly. The accuracy of data enhances forecasting and decision-making, as well as the ability to improve working units throughout the supply chain, following specified plans. The function orientation is a crucial part that must control flows of produced auto parts continuously throughout the process and lay down guidelines with relevant departments both inside and outside the organization. Besides, data that is connected to IoT can improve function orientation more efficiently. Finally, data management is for managing big data from IoT through a data center that relates to internal and external networks that enhance efficient operations in the production process of auto parts. However, the results can be discussed in detail for each factor as follows.

A. Telepresence

The telepresence can consolidate and analyze data for presenting reports from several perspectives as requirements and scopes of each department such as the productivity report of each production line versus production plan or failure reports. The reports are for relevant departments can receive information and prepare for any case from the defined plan delayed. It can be summarized and proposed to executives as management dashboards on important issues for industrial management based on changing circumstances or needs. It can also be used as information for each department to have a picture of their performance or service levels of others to improve their processes more efficiently [63], such as presenting information in the production process, auto parts approval data for delivery, notifying customers, or forecasting stock more precisely. Therefore, the presentation of data enables all relevant segments to evaluate and track actual production reports against targets in real-time.

1) Controlling: Operating processes following targets or defined plans is necessary to ensure continuity and accuracy in the production of auto parts for stable working throughout production operations, enabling dynamic control, and situational assessment for data analysis in decision-making more quickly and anywhere [30, 64]. Besides, controlling through several Programmable Logic Control (PLC) systems can deal with machines that have complex functions in the production line of various auto parts to ensure that operations are in line with the production plan. Therefore, it expresses that the automated control of the production system supports operations through the working steps, controlling robots to comply with requirements is for operating continuous production, such as plating and painting robots that are controlled to work relative to the movement of parts on production belts, or robots at the packing belts which must be controlled to operate accurately and precisely as the determined functions to meet the customer orders. Additionally, robots are controlled to weld joints of auto parts as specified standards as well as control interaction or transmission environments between devices.

2) Synchronization: The auto parts manufacturing process is for connecting data to work consistently throughout the supply chain, such as ordering, controlling, or transmitting data without any interruption in the working process. Therefore, all units must precisely synchronize data into the central operating system for a holistic view of all productions. As a result, management is more convenient and faster [25, 26]. Process synchronization can create balance in production lines and units because the production of auto parts includes the main production line for assembly parts and the second
production line for assembly sub-parts as well as parts from suppliers that are a part of the production.

3) Monitoring: The manufacturing process of auto parts is crucial due to the large number of components and suppliers in the supply chain. It can dynamically monitor and perform real-time analysis efficiently [20]. Therefore, applying the internet of things is to continuously monitor operations of each unit on the production line, such as monitoring the assembly process to track operations as planned, monitoring the operating systems for avoiding potential risks and system failures, or doing preventative maintenance for machines, etc.

B. Connectivity

Connectivity is a crucial integration in the production of auto parts for control of various stages to detect machines and equipment for the exchange of data in analytical processing [65]. Particularly, the auto parts industry produces parts with a Just-In-Time production system to meet the needs of the production line in terms of quantity, time, and quality. Therefore, data connections with suppliers have real-time access to various information, and coordination with suppliers is streamlined and accurate [66]. Enable efficient operation, such as planning production requirements and delivering raw material parts in due course, managing raw materials in warehouses to be alerted reducing raw material shortages, and reliability of the delivery of raw material parts, etc.

1) Compatibility: The Auto parts manufacturing process is for centralizing data of operational statuses quickly and up to date. Particularly, several parts produced from different suppliers need to be linked with the same platform [6], for example, linking customer production data to assemble a vehicle that lets suppliers know what materials to produce or order during what period. In a part of compatibility for quality inspection data of vehicle chassis parts, when it is compared to the customer-specified standards, assembling auto parts that must match the production plan according to the specified model. In case of the product does not meet standards, it will inform details of errors for revisions, etc.

2) Sensor network: Linking sensors to computer systems in the same network is to communicate with each other inside and outside the organization [22,67]. This method enables data transfer, controlling and tracking working statuses, or detecting errors that occur in the production process, such as errors from machines in the manufacture of auto parts or detecting parts that do not meet the standard or track statuses in the logistic process effectively. Besides, the sensor network can build trust by connecting external sensor networks to auto parts suppliers for coordination through the enterprise resource planning system (ERP) that allows data from suppliers to be centralized into the data center such as production planning, quality management of parts, purchasing and delivery statuses, disbursement of raw materials, etc. The logistic management in the transportation of auto parts that are linked to the sensor network can control and trace the services by connecting to the Global Positioning System (GPS).

Furthermore, it can check the driver’s status and physical condition for safety and efficiency purposes.

3) Standardization: Standards for auto parts manufacturers must build confidence throughout the supply chain process [21]. Effective control under the same standards, such as standardized performance of parts, is created and delivered to both inside and outside involved units through the correct digital system as designed. It can be connected to various measurements to detect non-compliant auto parts, such as checking the coating standard of all standard vehicle parts in terms of thickness and shades. It must be precise checking because the color is very close, or the traceability process of auto parts (vehicles have a wide range of different models and parts, there must be standards for tracking the production process and sources), etc.

C. Value

Creating value in the auto parts manufacturing industry can create value-added through tracking, recording, and data processing. Exchange of information and display insights that enable more accurate and faster decision making by enabling organizations to dynamically recognize the device connection that can communicate [45] such as linking data from suppliers, production, logistic system, and services. It supports the ability of data analysis throughout the production process or can operate automated systems that are linked to production plans in the production process of auto parts. Therefore, costs have been reduced from removing wastes in the production and increasing value-added in operations. Moreover, decision-making and strategies can be appropriately operated from the quality data.

1) Performance: The basic need of the auto parts industry to operate. Using an appropriate production factor and reducing waste in the working process can be done. IoT is a tool that can support operations work more accurately and quickly as well as reduce waste of time and errors [50, 68]. Moreover, tracking devices and connecting data can help to produce quality auto parts that meet the customer’s needs, data from IoT can evaluate performances in departments for improving their performances consistently.

2) Convenience: The access insights that are analyzed and processed, can be used in operating the quality production because IoT can create convenience in terms of data collection from resources [47, 65]. It can facilitate operators or executives in working such as convenience in tracking real-time performances of different product lines at the same time, convenience in tracking the shipment of auto parts from suppliers, and convenience in trust-building to the customers by enabling tracking of production information and services.

3) Market demand: The application in marketing helps auto parts manufacturers to get the correct data on customer needs [28, 34]. The auto parts can be adjusted to meet the customer’s needs as well as quality standards or other requirements that the customers accept. Change circumstances and market volatility through devices and data networks can
exchange the data with customers in perspectives such as quality issues, customer complaints about quality issues, and production plans changing. It occurs from the data exchange in the same operating system including determining the delivery cycle to meet the just-in-time system or anticipating new products developed.

D. Security

Information security plays a crucial role which restricting access to only relevant data to prevent espionage from unauthorized persons [40, 69]. The auto parts industry because data in business operations must be kept confidentially for the highest benefit of the organization, particularly the auto parts industry has a large network of people involved. Therefore, permissions of data access and data management require a security system to prevent data leakage from employee or system errors such as production data, logistics data, customer service data, etc.

1) Data management: The auto parts industry where data collection is dynamically changing. Center data management must have the capability to deal with big data, filter standard data, and manage data more efficiently [70]. Therefore, it is necessary to have an efficient storage system for managing data formats, data display, and managing data as the operation characteristic to prevent failures of the system that may occur from various specifications or productions from different suppliers. Besides, failures can be occurred by capability data of different production lines, data of the automated system, or robots that need data characteristics in terms of the readable language by robots.

2) Information privacy: Information privacy is a challenge in the development and services of IoT solutions that require strict compliance with standards of data privacy, access statuses of using devices in production, encrypting, and controlling data under the security policy [43], including reducing the risk of disclosure because the industry has more trade secrets such as production technology, product details, and features as well as developing new products in the future. The considered information privacy management is the controlling of connecting between devices in both internal and external organizations. Preventive management that maintains the confidentiality of process data in the supply chain access the secured cloud system in connecting production data.

3) Authorization: Data access in levels of departments is an important part that must be operated consistently with information privacy to avoid obstacles to access to information excluded the permission for practitioners to access self-information. In the industry, the cross-function team can work with other employees from other departments in terms of developing new products that should have the team from R&D, marketing, production, or suppliers. Therefore, people in the team should be able to access information about each other. Therefore, assigning permissions to temporarily grant access to the necessary information of other entities but there must be a controller of authority to access only specified data for preventing data security that may impact the total production of auto parts such as standard parameters in the quality inspection or accessibility of trade secrets. The importance of accessing sensitive information can prevent problems or adverse events in the organization.

E. Intelligence

Intelligence is directly involved in the production of auto parts that uses IoT to interact between machine and machine, or machine and human to understand patterns or behaviors of wise operations. Furthermore, it can adjust production systems of auto parts to digital systems to increase their intelligence [24]. Such as intelligence in evaluation and analysis for the volume of produced auto parts in each production line and using data to measure performances as planned against the past data as well as forecasting its trend. Intelligence in simultaneous controlling complex machines and equipment in the main and second production lines is for the operations can be traced and controlled more efficiently.

1) Functional orientation: The auto parts production that can be applied to use IoT for providing information that is beneficial to operators can work accurately and make decisions efficiently. Furthermore, functional orientation for tracking auto parts from suppliers or customers can be connected to logistics processes for continuous monitoring [65]. This emphasizes the exact time of delivery according to the specified cycle [24]. The functional orientation has been used to align works and be an assistant for the organization in multi-tasks such as connecting ERPs in the supply chain, determining collaborative networks clearly, and set-up clear process flows. Besides, automated data recording with RFID can check the status of auto parts from suppliers and the production more effectively that expresses production data and quality of raw material for planning.

2) Cloud computing: The auto parts industry is a service that provides an external IT infrastructure for connecting software and platforms that can process big data from IoT to respond to intelligent processing that can access data anytime and anywhere. This can respond to the needs of customers and related parties more comprehensively [34,71]. Internal and external organizations under collaboration have a data center to access data conveniently such as the production report of auto parts through the organization’s web browser and software and all data will be simultaneously kept on the service provider’s server. Therefore, the user can access the system all time the most services are the type of web applications to support data-driven. When there is sufficient data for creating innovation in the manufacturing process of auto parts.

3) Artificial intelligence: Artificial Intelligence (AI) is a cutting-edge technology that has changed the way of working for the auto parts industry and has been involved with IoT directly. AI also helps to increase customer satisfaction by analyzing big data from the customer relationship management (CRM) system that supports continuous production and creates value-added for the organization [34, 71]. It supports the industry to operate with complex matters
more quickly such as quality inspection of auto parts by running a simulation of used auto parts in a real situation instead of real inspections that spends more time and resources than the simulation. Besides, it can propose the best alternative to the operators to consider and make decisions more precisely such as selecting the best route for transportation purposes or predicting possible incidents that may occur in the production line in advance. Moreover, AI can be developed into an intelligent operating system that can interact with humans, intelligent production that can predict or notify any incident in the production, and planning and inspection for auto parts to be stocked and utilize spaces in the warehouse more effectively. With another application, raw materials in the process can be scanned to trigger the automated reimbursement system to feed raw materials into the production line continuously and support the non-stop production. Therefore, the production data can be transferred to other departments such as planning, purchasing, production, and marketing departments to know the statuses in production at the same time and use the data to plan future operations more precisely.

VI. CONCLUSION

In this research, five factors have been identified that influence the auto parts industry for applying Internet of Things (IoT) technology to integrate production management with connectivity, telepresence, intelligence, security, and value respectively. The study has revealed that telepresence is the most important factor for decision-makers of auto parts manufacturers in selecting IoT applications for managing production. While the importance of connectivity, value, security, and intelligence are prioritized in descending order respectively. For the importance of sub-factors, the top five ranks have consisted of performance, functional orientation, data management, controlling, and compatibility respectively which influence the auto parts manufacturers to decide for applying IoT. Meanwhile, information privacy, cloud computing, authorization, artificial intelligence, and market demand have less influence on decision-makers for selecting IoT to apply to their auto parts production. To the results of this study, auto parts manufacturers can make use of factors and sub-factors as selection criteria for procuring internet devices or relevant equipment to IoT to improve their production management as well as the firm’s performances in terms of financial and production benefits.

In implications for management, this research benefits executive (Decision-makers) in auto parts manufacturers who are seeking IoT applications to improve production capabilities to increase value-added and competitive advantages. The first criteria that they need to consider when selecting IoT applications are telepresence. Telepresence will assist them in controlling production lines to guarantee that production capabilities meet the objective, and all data from each unit in the production lines should be integrated for daily performance monitoring and early detection of any events that could stop production. Connectivity is the second criterion that needs to consider for selecting IoT applications. Decision-makers must ensure that IoT applications are compatible with their machinery and equipment so that they can be controlled smoothly and precisely, and they are also connected to the existing computer network. Moreover, considered IoT applications should have a standard that is both trustworthy and market acceptance. Next, the values that decision-makers should consider, are to improve performance in production, be convenient to use, and be desired by end-users. Therefore, if consumers can perceive the value and benefits of IoT applications, they will be more likely to accept them, and their obstacles to using them will be greatly lowered. Security is the next criterion to consider in the selection of IoT applications. To avoid the risk of data disclosure or leaking, IoT applications should have an efficient data storage system to manage sent data from devices, as well as a data privacy standard. Besides, data access should be set with authorization to avoid unauthorized access to personal information or commercial secrets. Finally, intelligence is considered the least important criteria for selecting IoT applications because most auto parts manufacturers in use manpower in production. Moreover, the industry still needs skilled manpower for producing high-quality auto parts. Intelligence may be necessary for the firms that are looking for cost reduction and automated processes. These firms want to expand their capacity and productivity to supply auto parts for large automotive firms with increased demand.

The auto parts manufacturers who have fully implemented and used IoT applications in their manufacturing lines are limited to very large enterprises, which is a limitation of this study. Therefore, small and medium-sized auto parts manufacturers may choose to integrate some IoT applications in their production as a way to save money. For future research, these factors in this study will be used as the selection criteria to evaluate and select appropriate IoT applications for managing auto parts production.
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Abstract—Autism Spectrum Disorder (ASD), the non-uniform neurodevelopment condition that is characterized by the impairment of behaviour in communication and social interaction with some restricted their repetitive behaviour. Today, to measure the voltage created during brain activity is measured using electroencephalography (EEG). The wavelet transform is used for decomposing the time-frequency of the EEG signal. Feature Selection is the process that significantly reduces feature space dimensionality, while maintaining the right representation of their original data. In this work, metaheuristic algorithm is utilized for feature selection. The proposed feature selection is based on River Formation Dynamics (RFD) and a hybrid Greedy RFD is presented. Support Vector Machine (SVM) can be a concept consisting of a set of methods of supervised learning to analyze pattern recognition that is a successful tool in the analysis of regression and classification. Experimental results show the proposed Greedy RFD feature selection improves the performance of the classifiers and enhance the accuracy of classifying ASD.
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I. INTRODUCTION

All the existing medical conditions in human are recognised with the support of a medical professional [1]. But, owing to any variation in their physiological signals, the assessments can result in human error and are not similar while being met by a medical professional. Autism has been identified as a new spectrum disorder that can affect every individual in a different manner in different degrees. This is characterized by means of social deficits, poor communication, and repetitive behavioural patterns. Nevertheless, all problems with children that have a condition of Autism Spectrum Disorder (ASD) can contribute to this. Even though the ministry has been focusing on its early identification resulting in screening and intervention, there are some challenges faced. Different tools are available to diagnose the condition of ASD using this. Human brain have specific paths to send, receive and to interpret all information to bring about a response through its synaptic activation. These pathways are known as sensory systems [2, 3].

The electroencephalogram (EEG) is a signal acquired form individuals that are scientifically and clinically sound. As a consequence, quantification has a vital role in the study of the human brain [4]. The frequency content and examination of EEG signals, in particular, were identified as a preponderant approach to the knowledge extraction problem. These were used in the research of brain processes related to Motor Imagery (MI). It shows there were tremendous development in the Brain—computer Interface (BCI) technology, which aims to replace compromised human neuromuscular system capability. The majority of BCIs depend on physiologically well-defined EEG properties, such as oscillations in neural networks or their potentials generated by specific stimuli. Various methods that assess the energy of the signal that is dispersed in this frequency, which is t-f or t-s domains, dominated the extraction of EEG features. The Discrete Wavelet Transform (DWT) further decomposes this EEG segment into various sub-bands [5]. Different statistical features and entropy functions were used for the extraction of features from sub-bands.

Multi-variate relations in data can be captured using Machine learning techniques [6] and are very suitable for the detection distribution and subtle differences of certain found in data. Therefore, when compared to the other univariate approaches, the machine learning approach will be able to perform better in terms of classifying the EEG, especially in terms of conditions such as ASD [7, 8]. Therefore, they hold plenty of promise in bringing about knowledge improvement in diagnosing ASD. The Support Vector Machines (SVM) tends to have some merits like higher accuracy and not needing large numbers of training samples that avoid overfitting. Therefore, the SVM has now aroused plenty of concern among the neuroimaging research community [9], GBM iteratively builds by combining prediction from several weak learners and achieves good performance [10]. In this work, greedy RFD has been investigated to classify the EEG and ASD.

The main contribution of this work is:

The features of EEG and the behavioural data is fused to achieve better accuracy in classifying ASD.

The River Formation Dynamics (RFD) metaheuristic is used for selecting features from the wavelet transforms.

The proposed Greedy RFD improves the performance of RFD.

II. RELATED WORK

Sudirman et al [11] aimed to build a new sensory profile using the EEG bio-signal and its potential for distinguishing between various sensory responses. All EEG signals needed here were useful in identifying various emotional states like
super learning, light relaxation, and positive thinking. These were inside a frequency range falling between 8 and 12 Hertz. A total of 64 children were part of this research, and from among them, about 34 children were given vestibular sensory, taste, sound, and visual simulations. All raw EEG data had been filtered using an Independent Component Analysis (ICA), and wavelet transforms with the EEGLAB software. To build its sensory profile, standard deviations means and entropy approximation had been extracted from filtered EEG signals.

Herman et al [12] had performed a study which compares spectral signal representation like Power Spectral Density (PSD) techniques, continuous and discrete wavelets, atomic decompositions, and Time-Frequency (t-f) energy distributions. The main emphasis was on the identification of certain differentiated properties in the feature sets that represent EEG trials that are recorded at the time of imagination, that is, for the left-hand or the right-hand movement. Separating features can be quantified in an offline study by making use of the accuracy of classification based on a rate that is obtained using linear as well as non-linear classifiers. There are PSD approaches that demonstrate a consistent level of robustness along with effectiveness that is useful in certain distinctive spectral patterns. They are used to differentiate whether MI induced EEGs are belongs to left and right. The observation has been based on data analysis from a total of eleven subjects in two different sessions. Additionally, the capabilities of generalization of these classifiers found in their intersession performance have been discussed.

Cheong et al [13] studied the Discrete Wavelet Transform (DWT) for extraction of features from their EEG signals that were obtained based on a sensory response from children suffering from autism. For the purpose of this study, the DWT was used in order to decompose the filtered EEG signal into their components with a statistical DWT coefficient feature computed within the time domain. Such features were employed for training Multilayer Perceptron (MLP) based neural network for the classification of signals into three different classes based on the severity of autism (whether mild, moderate, or severe). The results of training in terms of accuracy had achieved about 92.3% with an MSE of 0.0362.

Fan et al [14] had proposed a data-driven method to design the RFD. Speaking technically, the RFD was constructed using threshold responses using receptive fields from many candidates based on their distinctiveness and their correlations. By means of employing two types of such receptive fields (rectangular pooling and Gaussian pooling), two different binary descriptors, the RFDR and RFDG, were chosen. The experiments of image matching experiments on the Patch Dataset and the Oxford Dataset proved that the RFD was able to outperform them, and its work was comparable to the float-valued descriptors at a short time. Experiments on object recognition proved that the RFDR and RFDG were able to show better performance than their competitors.

The human genome can be used to extract vast amounts of data. Autism is a type of neurobehavioral disorder in which a person’s capacity to interact and communicate is impaired. It has a solid genetic foundation. There are various gene variants linked to autism, and these changes can disrupt the functioning of the brain that begins before birth. Mutated genes are passed down from their immediate ancestors to their offspring, and this is a risk factor for autism. Reeta et al [15] had proposed another novel approach for ranking such diseased genes that are found in an autistic individual. This system will predict the autistic behaviour of individuals by means of comparing certain similarities among the genes of individuals and the diseased for training that is implemented by making use of the method known as the Naive Bayesian classification. For example, in case the DNA of an individual will be tested, and in case it is found that the DNA consists of certain diseased genes in the training set, autism may be predicted. The approach also makes the process of diagnosis of the condition simpler and earlier as well.

In Vaishali and Sasikala [16], the diagnosis dataset of the ASD will have 21 features that are obtained from the repository of the UCI machine learning, and this has been experimented with by using a swarm intelligence-based binary firefly feature selection wrapper by using the same, there was an identification made that about 10 features among a total of 21 ASD datasets were enough to distinguish between the patients that had ASD or did not. The obtained results, along with the proposed approach, were able to justify the new hypothesis by means of producing a certain amount of average accuracy within the range of about 92.12%-97.95% along with optimum feature subsets that were equal to the accuracy of the ASD.

In Alzubi et al [17], a hybrid mechanism to select feature which is more accurate was proposed to detect informative SNPs to be chosen for an optimal SNP subset. This method was based on the fusion of that of a filter and also a wrapper method along with the Conditional Mutual Information Maximization (CMIM) method and Support Vector Machine Recursive Feature Elimination (SVM-RFE). The proposed method’s performance had been evaluated based on three different state-of-the-art methods, which are the Minimum Redundancy Maximum Relevance (mRMR), ReliefF, and the CMIM. It also used four classifiers which were the Naive Bayes (NB), SVM, Linear Discriminant Analysis (LDA), and the k Nearest Neighbors (kNN) on an ASD-SNP dataset that was obtained from the Gene Expression Omnibus and National Center for Biotechnology Information genomics data repository. The results of the experiment had demonstrated that the efficiency of this approach of feature selection outperformed other methods and achieved a classification accuracy of 89%.

III. METHODOLOGY

Feature selection refers to a technique that was employed for pre-processing data, and this is preferable at the time of performing machine learning. Selection by mean is to choose attributes and variables within a dataset that is fit into a particular model and is tested for performance. The section further details the extraction of features by making use of the Wavelet Transform, Support Vector Machine, RFD, Greedy RFD, Naïve Bayesian Classification, and K-Nearest Neighbours.
A. Datasets

The techniques are evaluated using autism dataset obtained from King Abdulaziz University (KAU) Brain Computer Interface (BCI) Group. The EEG data is recorded using all the electrodes with 16 channels. This dataset had been filtered using a band-pass filter along with pass band frequency (0.1–60Hz) and a notch filter that had stop band frequency (60Hz) and at 256Hz frequency sampling is digitized. The recording time of EEG is varied from 12 to 40 minutes among autistic subjects up to 173 minutes, and from 5 to 27 minutes up to 148 minutes for normal subjects.

The behavioural dataset related to autism screening of toddlers containing features that is used for further analysis to determine autistic traits. Ten behavioural features are recorded with other individuals characteristics.

B. Feature Extraction using Wavelet Transform (WT)

The wavelets were in use in the recent decade for different tasks of image processing. For the purpose of image compression, fractals compression, fractals, resolution enhancement, denoising, and image enhancement frequency domain and time analysis is used. The basic idea behind all of this is the analysis of the signal in accordance with the scale. The main advantages of such Wavelet transforms are that compared to the Fourier transforms that represent functions; there are some discontinuities with sharp peaks that help in the accurate reconstruction or reconstruction of non-periodic, non-stationary finite signals. The images based on wavelet, enhancement, de-noising, and so on had better performance owing to the properties of sparsity or multi-resolution structure. Wavelet transform also has the trait of multi-resolution analysis aside from the ability to express a local feature of this signal in the domain of time and frequency. Therefore, it is found to be fit to detect the flash state or the irregularity of the signal and in setting out the composition [18]. The wavelet \( \psi \) having a compact support and vanishing moment \( n \) is as in (1):

\[
\int_{-\infty}^{+\infty} t^k \psi(t)dt = 0, \quad 0 \leq k \leq n
\]  

(1)

This has another function \( \theta \) that has fast decay and is shown as (2).

\[
\psi(t) = (-1)^n \frac{d^n \theta(t)}{dt^n}
\]  

(2)

Once this is done, the wavelet transform for signal \( f \) is given as in (3):

\[
Wf(u,s) = s^n \frac{d^n}{du^n} (f * \tilde{\psi}_s)(u)
\]  

(3)

Wherein, \( \tilde{\psi}_s(t) = s^{-1/2} \theta(-t/s) \), are the time and space coordinate and \( s \) the scale. The wavelet transforms \( Wf (u, s) \) is the \( n \)th order derivative of \( f \) that has \( \tilde{\psi}_s \) on a domain proportional to \( s \).

The most important frequencies of EEG exist between 0.1 to 30 Hz. The standard EEG clinical bands are the delta (0.1 to 3.5 Hz), theta (4 to 7.5 Hz), alpha (8 to 13 Hz), and beta (14 to 30 Hz) bands. A sample EEG image and corresponding alpha, beta, delta and theta waveforms are shown in Fig. 1. 30Hz waves will termed as gamma waves.

In this work, the number of decomposition levels is taken as 5. Thus, the EEG signal is decomposed into D1-D5 details. As a result output coefficients of mean, standard deviation, variance, skewness and kurtosis feature vectors are used for classifying the signal.

C. River Formation Dynamics (RFD) Feature Selection

The algorithm of River Formation Dynamics was earlier used in solving problems that are NP-hard to find paths within a graph [19]. Furthermore, the algorithm is also capable of optimizing the distance of the path and also considers other dependencies like restrictions to acceleration, velocity, pathfinding tasks, and so on, which are considered to be NP-hard problems [20]. The RFD algorithm can be depicted as given below. The actual amount of soil that is assigned to each of the nodes will drop as they keep moving and erode the paths or depositing the carried sediment (thereby increasing node altitude). The descending slope makes more dependence on the probability of deciding the next node, and which can be relative to the actual the node's altitude dissimilarity, the altitude of its adjacent node, and the drop position. The environment created in the early stages will be flat. This means that throughout the process, the nodes will have the same height, except in the case of a target node with a height of zero. There is a blotch placed at the starting node to navigate the entire site, which determines the optimal path. At every step there is another set of droplets are traversed in space sequentially and erosion is marked at the nodes traversed.

The nodes represent features, and the routes between them reflect the decision of the next feature when utilising RFD to optimise feature selection. The drop travelling through with the least number of nodes visited that meets the stopping requirement is used to find the best feature subset.

The first step will be the initialization of the nodes of the algorithm and define the set that is formed using the cell decomposition of the site. Every node here will possess all information, and in case it consists of an obstacle aside from additional data, the determination of the time that is required for traveling across the entire distance to its goal is considered. When there is a drop initialization there may be a suitable number of drops that are kept to the first node. After this, the algorithm will be executed until such time the last condition is met.
The statements says that the drops were in the same path, and in addition to that, for reducing the time taken for computation, a upper limit on the actual number of iterations was introduced along with the condition that verifies whether the last n loops have improved the solution or not. Path analysis will involve identifying the right solution. For the purpose of discovering the best drop that can conduct any additional erosion, it has to be performed on travelled paths by means of reducing the altitude of the nodes. The final step will be to add some sediment to the nodes in order to overcome any circumstances in which all the altitudes are near 0, thus making the gradients can be ignored, which may destroy the paths formed. This will diminish slowly with each loop in the algorithm.

D. Proposed Greedy River Formation Dynamics Feature Selection

The Greedy algorithm is the one that can determine this problem by means of making a choice that appears to be the best at that moment. There are several problems of optimization that may be solved by means of using this algorithm, and some may not have an efficient solution. However, the Greedy algorithm can implement such a solution which is nearly optimal. The Greedy algorithm also reflects a problem-solving heuristic that makes a locally optimal choice in every stage, hoping to be able to find a global optimum. For most of these issues, the greedy strategy may not be able to produce an optimal solution, but it can bring about a locally optimal one that can approximate another globally optimal solution within a reasonable time frame.

```
Initialize Nodes(), Drops(), Greedy (D, n)
Solution <- 0
while (not endConditionMet())
    For i<-1 to n do {
        S<Select (D)
        If (Feasible (solution, s)) then
            Solution <-Union (Solution, s)
            Return solution
        moveDrops()
        analyzePaths()
        erodePaths()
        depositSediments()
    }
end while
```

E. K- Nearest Neighbors (KNN)

Computing the closest distance between the neighbours is depicted as the K value, and for making use of this algorithm, a few other elements in the initial subject set, which is the K number (of nearest neighbours), is observed, and the K parameter and distance were considered.

These training tuples have been described in the form of n attributes. In this, every tuple will indicate the point within the n-dimensional space. So, all training tuples will be stored within an n-dimensional pattern space. For a certain unknown tuple, the k-NN classifier will look for a pattern space in the k training tuples that are the closest to the unknown one. The k training tuples represent the k-nearest neighbours of this unknown tuple. “Closeness” has been defined as the distance metric like the Euclidean distance. Euclidean distance between that of two points or tuples will be \( d(X, Y) = \sqrt{\sum_{i=1}^{m}(x_i - y_i)^2} \) (4):

The step by step process of K-NN algorithm is given below:

- Computing the distance between that of the new sample and all earlier samples that have been grouped in the form of clusters;
- Sorting the distance in increasing order to choose k samples having smaller distance values;
- Applying a voting principle and adding a new sample to the largest cluster of the k samples.

F. Naive Bayesian Classification

Naive Bayes’ is very popular method in the categorization of the texts and in identifying documents of a certain type as to whether they are legitimate or spam. The Naive Bayes’ Classifier can be very scalable and needs linear parameters in the variables (or predictors) for a learning problem. The probability models with strong assumptions of independence of Naive Bayes classification using disease gene classification and is a conditional model.

\[
P(C_k | x) = P(C_k) . P(x|C_k) P(x) \]

(5)

If there is a genetic instance that has to be classified and is represented by a vector \( x = (x_1, x_2, \ldots, x_n) \) will represent n genes with assigned probabilities. \( P(C_k, x_1, \ldots, x_n) \) It is for every possible k outcome or class Ck.

G. Support Vector Machine (SVM)

The SVM refers to a new form of supervised learning algorithm for rightly categorizing a target result that uses independent variables which is present inside the dataset. Another new SVM can be the maximum margin classifier, and this will further maximize any separation between the n classes of data. The SVMs are useful, especially when there is a boundary between the groups that are non-linear and owing to this feature, they are normally used for problems of classification where there is a distinction made between groups that are non-linear. The SVM algorithms are used for classifying individuals based on diagnosis, neuroimaging, genes, standardized assessments, and some more measurements [21]. The SVM classification algorithm makes use of training instances to predict other new ones using two different class label −1, 1. As per Fig. 1, a hyperplane is \( w^T x + b = 0 \), wherein, \( w \in R^n \) is orthogonal to a hyperplane and \( b \in R^n \) is constant. With training data D, equation (6) is derived:

\[
D = \{ (\tilde{x}_i, \tilde{y}_i) | \tilde{x}_i \in R^m, \tilde{y}_i \in \{-1, +1\}\}_{i=1}^n
\]

(6)
In which \( x_i \) is the m-dimensional real vector, \( y_i \) the input vector class, \( x_i \) either -1 or +1. The SVM looks for a hyperplane to maximize the margin between two sample classes in D.

\[
y_i(y^T x + b) \geq 1
\]  

(7)

The aim of the SVM is to increase the distance between two different hyperplanes. One will compute the distance between both hyperplanes \( \frac{1}{||w||} \). The SVM training in a non-separable case will be solved with a problem of quadratic optimization as in Equation (8):

\[
\text{minimize: } P(w,b,\xi) = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \xi_i
\]

subject to: \( y_i(w, \phi(x_i)+b) \geq 1 - \xi_i , \xi_i \geq 0 \)  

(8)

H. Gradient Boosting Machine (GBM)

An ensemble technique, boosting will help to reduce the bias which is dependent and also generalized error in an ensemble. Another technique of boosting which will repeatedly combine 30 base (weak) learners that have low variance and high bias like the stumps in the decision tree. These base learners are combined to ensure ensemble bias, and this will reduce the variance remaining the same, thus reducing its net ensemble error. For every boosting step or iteration, the GBM will construct yet another new base learner to a negative gradient of the loss function with the observed data in order to ensure the focus of the new base learner is on the model and its weakness. This means a functional approximation for the model has been made by bringing about a consecutive improvement with the negative direction to the loss function [22].

Normally, the GBM algorithm will have better results in the case, for every iterative step, there can be an added decision tree and its contribution, which is reduced by using a parameter for shrinkage \( \alpha \) which is known as the rate of learning. The main idea behind this method of shrinkage in the GBM will be that it has more steps, and these small ones will result in better accuracy compared to a less number of larger steps. This parameter of learning \( \alpha \) will fall between 0 and 1, and the smaller the value, the more its accuracy.

For each iterative step, as opposed to making use of a complete training dataset, a randomly chosen (that does not have a replacement) subsample that will fit a decision tree will be used. If there are many observations a default fraction of this data will \( \frac{1}{2} = 0.5 \). This means about half i.e.,50% of the dataset can be used. Additionally, algorithms computation cost will be reduced by subsampling to the means of a factor that is equal to the subsampling factor [23] and improves the accuracy of Gradient boost machine model. The algorithm used for gradient boosting is as given below:

- Initialize the predictions with one simple decision tree.
- Calculate the residual – and this will be its (actual-prediction) value.
- Build a shallow decision tree to predict the residual based on independent values.
- Update its original prediction with another one multiplied by its rate of learning.
- Iterate the step 2 to 4 for certain number of times which should be equal to the tree count.

I. Proposed Greedy RFD GBM

The proposed Greedy RFD is used to optimize the GBM’s hyperparameters. The GBM model hyperparameter of number of trees, tree depth, learning rate, Minimum number of observations in terminal nodes is optimized using the Greedy RFD optimization algorithm. In the proposed Greedy RFD GBM, the initial solutions are created randomly. The range of Gradient boost machine model will be reduced by subsampling to the means of a factor that is equal to the subsampling factor [23] and improves the accuracy.

IV. RESULT AND DISCUSSION

The techniques were evaluated for two scenarios, using features from EEG data only and using features from both EEG and behavioural data. In the latter, the features of EEG and the behavioural data is fused. In this section, the RFD feature methods with classifiers such as KNN, NB, SVM and GBM are evaluated. Section 4.1 presents the results for EEG data without feature fusion and section 4.2 the results for feature fusion.

A. Without Feature Fusion

Tables I to IV and Fig. 2 to 5 shows accuracy of the classification, precision, recall and F measure for both normal and ASD features.

<table>
<thead>
<tr>
<th>Techniques Used</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-KNN</td>
<td>92.31</td>
</tr>
<tr>
<td>RFD-NB</td>
<td>92.69</td>
</tr>
<tr>
<td>RFD-SVM</td>
<td>93.27</td>
</tr>
<tr>
<td>RFD-GBM</td>
<td>95.19</td>
</tr>
<tr>
<td>Greedy-RFD-GBM</td>
<td>95.58</td>
</tr>
<tr>
<td>Greedy RFD-Greedy RFD GBM</td>
<td>96.35</td>
</tr>
</tbody>
</table>

Fig. 2. Classification Accuracy for Greedy RFD-Greedy RFD GBM without Feature Fusion.
From Fig. 2, it can be observed that the Greedy RFD-Greedy RFD GBM has higher classification accuracy by 4.3%, by 3.9%, by 3.25%, by 1.21% and by 0.8% for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively. The selection of optimal hyperparameters of GBM shows improved performance.

**TABLE II.  RECALL FOR GREEDY RFD-GREEDY RFD GBM WITHOUT FEATURE FUSION**

<table>
<thead>
<tr>
<th>Techniques Used</th>
<th>Recall for normal</th>
<th>Recall for ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-KNN</td>
<td>0.9214</td>
<td>0.9237</td>
</tr>
<tr>
<td>RFD-NB</td>
<td>0.9286</td>
<td>0.9263</td>
</tr>
<tr>
<td>RFD-SVM</td>
<td>0.9517</td>
<td>0.9516</td>
</tr>
<tr>
<td>RFD-GBM</td>
<td>0.95</td>
<td>0.9526</td>
</tr>
<tr>
<td>Greedy-RFD-GBM</td>
<td>0.9571</td>
<td>0.9658</td>
</tr>
</tbody>
</table>

From Fig. 3, it can be observed that the Greedy RFD-Greedy RFD GBM has higher recall by 3.8%, by 3.02%, by 2.26%, by 0.74% and by 0.74% for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively, for normal. Similarly, the Greedy RFD-Greedy RFD GBM has higher recall by 4.46%, by 4.18%, by 3.6%, by 1.38% and by 0.82% for RFD-KNN RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for ASD. It is observed that the feature selection significantly improves the classification of the ASD. The proposed Greedy RFD feature selections achieves the best performance.

**TABLE III.  PRECISION FOR GREEDY RFD-GREEDY RFD GBM WITHOUT FEATURE FUSION**

<table>
<thead>
<tr>
<th>Techniques Used</th>
<th>Precision for normal</th>
<th>Precision for ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-KNN</td>
<td>0.8165</td>
<td>0.9096</td>
</tr>
<tr>
<td>RFD-NB</td>
<td>0.8228</td>
<td>0.9724</td>
</tr>
<tr>
<td>RFD-SVM</td>
<td>0.8344</td>
<td>0.9752</td>
</tr>
<tr>
<td>RFD-GBM</td>
<td>0.8808</td>
<td>0.981</td>
</tr>
<tr>
<td>Greedy-RFD-GBM</td>
<td>0.8926</td>
<td>0.9811</td>
</tr>
<tr>
<td>Greedy RFD-Greedy RFD GBM</td>
<td>0.9116</td>
<td>0.9839</td>
</tr>
</tbody>
</table>

From Fig. 4, it can be observed that the Greedy RFD-Greedy RFD GBM has higher Precision by 11%, by 10.24%, by 8.84%, by 3.44% and by 2.1% for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for normal. Similarly, the Greedy RFD-Greedy RFD GBM has higher Precision by 1.46%, by 1.2%, by 0.89%, by 0.3% and by 0.29% for RFD-KNN RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for ASD. The optimization of the feature selection and classifier hyperparameters has significant improvement in the performance. The proposed Greedy RFD is effective when compared to RFD.

**TABLE IV.  F MEASURE FOR GREEDY RFD-GREEDY RFD GBM WITHOUT FEATURE FUSION**

<table>
<thead>
<tr>
<th>Techniques Used</th>
<th>F measure Normal</th>
<th>F Measure ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-KNN</td>
<td>0.8658</td>
<td>0.9461</td>
</tr>
<tr>
<td>RFD-NB</td>
<td>0.8725</td>
<td>0.9488</td>
</tr>
<tr>
<td>RFD-SVM</td>
<td>0.8822</td>
<td>0.9529</td>
</tr>
<tr>
<td>RFD-GBM</td>
<td>0.9141</td>
<td>0.9666</td>
</tr>
<tr>
<td>Greedy-RFD-GBM</td>
<td>0.9204</td>
<td>0.9694</td>
</tr>
<tr>
<td>Greedy RFD-Greedy RFD GBM</td>
<td>0.9338</td>
<td>0.9748</td>
</tr>
</tbody>
</table>

From Fig. 5, it can be observed that the Greedy RFD-Greedy RFD GBM has higher F measure by 0.25, by 0.44 and by 0.66 for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for normal. Similarly, the Greedy RFD-Greedy RFD GBM has higher F measure by 1.46, by 1.2%, by 0.89%, by 0.3% and by 0.29% for RFD-KNN RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for ASD. The optimization of the feature selection and classifier hyperparameters has significant improvement in the performance. The proposed Greedy RFD is effective when compared to RFD.
From Fig. 5, it can be observed that the Greedy RFD-Greedy RFD GBM has a higher F measure by 7.6\%, by 6.79\%, by 5.68\%, by 2.13\% and by 1.45\% for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM respectively for normal. Similarly, the Greedy RFD-Greedy RFD GBM has higher F measure by 2.99\%, by 2.7\%, by 2.3\%, by 0.84\% and by 0.56\% for RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM and Greedy-RFD-GBM, respectively for ASD.

### B. After Feature Fusion

Headings, The classification accuracy, recall, precision and F Measure for both normal and ASD features as shown in Table V to VIII and Fig. 6 to 9.

**TABLE V.** CLASIFICATION ACCURACY FOR GREEDY RFD FEATURE SELECTION-GREEDY RFD GBM

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-Feature Selection - KNN</td>
<td>94.08</td>
</tr>
<tr>
<td>RFD-Feature Selection -Naïve Bayes</td>
<td>94.64</td>
</tr>
<tr>
<td>RFD-Feature Selection - SVM</td>
<td>95.21</td>
</tr>
<tr>
<td>RFD Feature Selection - GBM</td>
<td>95.78</td>
</tr>
<tr>
<td>Greedy RFD feature selection GBM</td>
<td>96.56</td>
</tr>
<tr>
<td>Greedy RFD feature selection - Greedy RFD GBM</td>
<td>97.15</td>
</tr>
</tbody>
</table>

**Fig. 6.** Classification Accuracy for Greedy RFD Feature Selection-Greedy RFD GBM.

From Fig. 6, it can be observed that the Greedy RFD feature selection-Greedy RFD GBM has higher classification accuracy by 3.21\% for RFD-feature selection-KNN, by 2.62\% for RFD-feature selection-Naïve Bayes, by 2.01\% for RFD-feature selection-SVM, by 1.42\% for RFD-feature selection-GBM and by 0.61\% for Greedy RFD feature selection GBM, respectively.

From Fig. 7, it can be observed that the Greedy RFD feature selection-Greedy RFD GBM has higher recall for normal by 2.94\% for RFD-feature selection-KNN, by 2.22\% for RFD-feature selection-Naïve Bayes, by 1.48\% for RFD-feature selection-SVM, by 1.48\% for RFD-feature selection-GBM and by 0.74\% for Greedy RFD feature selection GBM respectively. The Greedy RFD feature selection-Greedy RFD GBM has higher recall for ASD by 3.3\% for RFD-feature selection-KNN, by 2.77\% for RFD-feature selection-Naïve Bayes, by 2.22\% for RFD-feature selection-SVM, by 1.39\% for RFD-feature selection-GBM and by 0.55\% for Greedy RFD feature selection GBM, respectively.

**TABLE VI.** RECALL FOR GREEDY RFD FEATURE SELECTION-GREEDY RFD GBM

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Recall for Normal</th>
<th>Recall for ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-Feature Selection - KNN</td>
<td>0.9348</td>
<td>0.9431</td>
</tr>
<tr>
<td>RFD-Feature Selection -Naïve Bayes</td>
<td>0.9416</td>
<td>0.9482</td>
</tr>
<tr>
<td>RFD-Feature Selection - SVM</td>
<td>0.9485</td>
<td>0.9534</td>
</tr>
<tr>
<td>RFD Feature Selection - GBM</td>
<td>0.9485</td>
<td>0.9613</td>
</tr>
<tr>
<td>Greedy RFD feature selection GBM</td>
<td>0.9556</td>
<td>0.9694</td>
</tr>
<tr>
<td>Greedy RFD feature selection - Greedy RFD GBM</td>
<td>0.9627</td>
<td>0.9748</td>
</tr>
</tbody>
</table>

**Fig. 7.** Recall for Greedy RFD Feature Selection-Greedy RFD GBM.

From Fig. 8, it can be observed that the Greedy RFD feature selection-Greedy RFD GBM has higher precision for normal by 8.33\% for RFD-feature selection-KNN, by 6.99\% for RFD-feature selection-Naïve Bayes, by 5.63\% for RFD-feature selection-SVM, by 3.56\% for RFD-feature selection-GBM and by 1.44\% for Greedy RFD feature selection GBM, respectively. The Greedy RFD feature selection-Greedy RFD GBM has higher precision for ASD by 1.12\% for RFD-feature selection-KNN, by 0.84\% for RFD-feature selection-Naïve Bayes, by 0.56\% for RFD-feature selection-SVM, by 0.56\% for RFD-feature selection-GBM and by 0.27\% for Greedy RFD feature selection GBM, respectively.

**TABLE VII.** PRECISION FOR GREEDY RFD FEATURE SELECTION-GREEDY RFD GBM

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Precision for Normal</th>
<th>Precision for ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFD-Feature Selection - KNN</td>
<td>0.86</td>
<td>0.9748</td>
</tr>
<tr>
<td>RFD-Feature Selection -Naïve Bayes</td>
<td>0.8716</td>
<td>0.9775</td>
</tr>
<tr>
<td>RFD-Feature Selection - SVM</td>
<td>0.8836</td>
<td>0.9803</td>
</tr>
<tr>
<td>RFD Feature Selection - GBM</td>
<td>0.9021</td>
<td>0.9803</td>
</tr>
<tr>
<td>Greedy RFD feature selection GBM</td>
<td>0.9214</td>
<td>0.9831</td>
</tr>
<tr>
<td>Greedy RFD feature selection - Greedy RFD GBM</td>
<td>0.9348</td>
<td>0.9858</td>
</tr>
</tbody>
</table>
It is observed that the feature fusion using EEG and behavioural data has higher classification of ASD of 97.15% when compared to 96.35% accuracy with only EEG data. Similarly, precision, recall and f measure achieved is better when feature fusion is used. Though the classification is enhanced, the sampling used is small. The proposed methods need to be evaluated with larger dataset.

V. CONCLUSION

Autism Spectrum Disorder (ASD) can be a lifelong condition that is quite serious and characterized by restricted but repetitive behaviour along with deficits in terms of communication or its reciprocal social interaction. The EEG and behavioural data is used for identifying the ASD. In this work, the wavelet transform is used to extract features from EEG. Features of the EEG and behavioural data is fused. Feature selection is achieved using proposed RFD and Greedy RFD algorithms. SVM can take a collection of input data to make a prediction where the binary class input will make the SVM a two-class linear classifier that is non-probabilistic. GBM iteratively builds by combining prediction from several weak learners. The hyperparameters of the GBM is optimized using Greedy RFD to improve the classification of the ASD. The results have proved that Greedy RFD-Greedy RFD GBM with fused features from both EEG and behavioural data had a better accuracy of classification than the RFD-KNN, RFD-NB, RFD-SVM, RFD-GBM, and the Greedy-RFD-GBM. The findings show that fusing of EEG and behavioural data does improve the classification of ASD. Future research can focus on evaluating the proposed methods using larger dataset.
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Abstract—We present an optimized hybrid fuzzy Weighted k-Nearest Neighbor classification model in the presence of imbalanced data. More attention is placed on data points in the boundary area between two classes. Finding greater results in the general classification of imbalanced data for both the minority and the majority classes. The fuzzy weighted approach assigns large weights to small classes and small weights to large classes. It improves the classification performance for the minority class. Experimental results show a higher average performance than other relevant algorithms, e.g., the variants of kNN with SMOTE such as Weighted kNN alone and Fuzzy kNN alone. The results also signify that the proposed approach makes the overall solution more robust. At the same time, the overall classification performance on the complete dataset is also increased, thereby improving the overall solution.
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I. INTRODUCTION

In supervised learning, labeled training data is used to prepare certain classifiers and find the class name of the test data using that classifier [1]. The performance of such classifiers on balanced datasets is generally better than on imbalanced datasets. Hence, there is an increasing need to tackle the issue of class imbalance [2, 3]. The problem of class imbalance states that the number of instances in one class is slightly lower in these datasets than in the other classes [4]. On imbalanced datasets of the binary class, only one positive and one negative class is present. The positive and negative classes are the minor and the major classes, respectively.

In many classification problems, however, the more useful are the instances of the minor with lower instances [5]. Therefore, imbalance occurs whenever the class of interest is relatively rare and has a small number of instances compared to the majority class. In addition, relative to the cost of misclassifying the majority class, for example, the cost of misclassifying the minority class is very high; consider cancer versus non-cancer or fraud versus un-fraud [6]. Since the majority class is over-represented, it impacts the training of the classifier and hence the majority class has better accuracy than the minority class(es).

Although a variety of solutions to data imbalance have been developed, in some ways they have shortcomings. Some solutions consider adding, deleting or weighting the data in order to closely balance the data. Other solutions attempt to find some good pre-processing measures for solving such particular problems in the training dataset that may restore balance between the majority and minority classes before performing classification [7, 8].

In general, existing class-imbalanced classification methods are divided into four categories: either manipulating or modifying the distribution of data by under- or over-sampling (data sampling), modifying in traditional classification existing algorithms to suit class imbalance (algorithmic modification), ensemble approaches [9], or cost-sensitive learning [10]. Therefore, data imbalance can be resolved by over-sampling the under-represented class or under-sampling the over-represented class. But both of these methods are not much scientific and suffer from various drawbacks. Therefore, we adopt the first and the second categories of sampling a dataset in the pre-processing phase and the modification of traditional classification algorithm. The data sampling methods focus on balancing the data, and the common strategies are to reduce the majority class examples (under-sampling) or to add new minority class examples to the data (oversampling) [8, 11].

Synthetic Minority Oversampling Technique (SMOTE) is one of the techniques used to balance imbalanced datasets. Researchers have widely adopted SMOTE due to its versatility and added value with respect to random over-sampling [8]. It reduces the possibilities of over-fitting by randomly resampling the data and generating new samples of the minority class by interpolating multiple samples of the minority class that lie together. Nearest neighbour rule can be used over here. The over-fitting dilemma is thereby eliminated and the decision space is more widespread for the minority class; meanwhile the decision space for the majority class is reduced. By operating in feature space, synthetic instances are created. Some drawbacks of SMOTE, however, are unavoidable because it synthesizes new instances without taking the majority class into account [8], which could lead to fuzzy boundaries between the positive and negative classes. Therefore, SMOTE technique has been proposed with various improvements and extensions that aim to eliminate its drawbacks.

In this paper, we combine a method of class weighting with SMOTE’s over-sampling of the minority class to improve the classification accuracy of the minority class without sacrificing the accuracy of the majority class. The combination is performed in a simple classification model based on kNN algorithm [12, 13] which has the ability to accommodate enhancements and extensions [14]. It is the Hybrid Fuzzy weighted k Nearest Neighbor (HFWkNN) classifier introduced.
in [15]. It is a weighted and fuzzy extension to kNN based on fuzzy set theory.

We optimize HFWkNN to deal with imbalanced datasets and find greater results in the general classification of imbalanced data for both the minority and the majority classes. It determines the fuzzy membership function in favor of the minority class and creates a fuzzy equivalent relationship between the unlabeled instance and its k closest neighbors. In other words, it takes into account the fuzziness of an instance's closest neighbors, which can decrease the disturbance of the majority class to the minority class. The advantages of the neighbor weighted K nearest neighbor method are combined with fuzzy logic, i.e., the assignment of large weights to small classes and small weights to large classes. Fuzzy classification tends to more adequately classify objects as it defines how much of an object belongs to a class.

As presented in [15], the hyperparameters γ, ε, and ε_min are introduced in the membership function of HFWkNN to increase the accuracy score, improve the performance and handle the class-imbalance. Weight-assignment technique is developed and combined with SMOTE for the class membership function of the HFWkNN of each neighbor, which learns the class weight for each training sample, to process imbalanced data. The minority class samples are given a higher weight to let the classifier concentrate on them.

The rest of the paper is organized as follows. Section II briefly discusses some related work. Section III presents the classification model with the class-imbalanced data. Section IV presents the experimental results, analysis and evaluation of the model. Finally, Section V concludes the paper and suggests future work.

II. RELATED WORK
There are quite a few innovative solutions and methods which have been proposed by researchers to tackle the problem of class imbalance in classification problems. These methods either oversample the minor class or under-sample the majority class [16]. That is why these methods are sometimes called as sampling techniques. Although these methods are popular, they suffer from the problem of impacting the original distribution of the data. Nevertheless, there are approaches which deal with the issue of class imbalance while not impacting the original structure of the data. Such approaches can be utilized by many classifiers such as those based on kNN.

kNN is one of the most utilized and quite popular classification algorithms. It is used in various classification problems and is considered as one of the top 10 algorithms in data mining [14]. But the classic kNN algorithm is not equipped enough if the dataset is imbalanced. Hence, to tackle the issue of imbalanced dataset for kNN algorithm, researchers have proposed quite a few distance or similarity based classification algorithms like kENN [25] and CCW-kNN [17]. But these methods are good for numerical data points.

Weighted kNN proved to perform well on imbalanced datasets. Dubey et al. [18] proposed class based weighted approach for performing classification on imbalanced dataset. In this approach, the distribution of the nearest neighbour was analysed and used to calculate the weights. Classic kNN is used to perform the initial classification and is used to get the respective weights for each of the classes in the classification problem. A hybrid approach was proposed by Patel et al. [19]. It tackles the class imbalance by assigning small weights to the majority class and large weights to the minority class. Tomasev and Mladenić [20] explored the hubness effect which is related to kNN in high-dimensional datasets, where minority class instances lead to higher misclassification errors. With low or medium dimensional datasets, majority class instances lead to misclassification.

Fuzzy solutions have been used for dealing with imbalanced dataset problems. However, not much work has been done in this area. Liu et al. [21] proposed a fuzzy kNN approach for unequally distributed dataset. The dataset had strong relationships between attributes, instances and classes. The approach utilized assigning sized memberships, similarity calculations and integration as the main methods. Sometimes, addressing the problem of data leaks in a classification model may result in data imbalance [22]. Ramentol et al. [23] have dealt with imbalanced dataset in a fuzzy-rough ordered weighted average nearest neighbour algorithm for binary classification. Six weight vectors and some indiscernibility relations are used with these weight vectors. Han and Mao [24] proposed an approach which utilizes fuzzy and rough properties of nearest neighbours data. The approach minimized the biasness owing to a membership function resulting in an advantage to the minority class.

In our case, we deal with data imbalance using easy to compute neighbour weighted with fuzzy kNN. We use the fuzzy kNN algorithm [25] to keep some of the nearest neighbours and utilizes their respective distances as key values. These distances are important as they help in finding the respective membership of the data instances into classes. This approach is further enhanced and refined by utilizing weights of different classes which are based on their respective sizes. The proposed solution strives to resolve the class imbalance by finding the membership function of the imbalanced data. This membership function uses the hyperparameters γ, ε, and ε_min which we introduced in the proposed solution to tune up the classifier as they determine fuzzy membership and therefore lead the classifier to handle data imbalance. The fuzzy membership function was originally proposed by Keller et al. [25]. In our model, in addition to hypermeterizing the membership function, we use SMOTE with weight assignment function to get the membership of instances into all of the respective classes. Next, we present the proposed classification model that deals with the class-imbalanced datasets.

III. OPTIMIZING HYBRID FUZZY WEIGHTED KNN WITH IMBALANCED DATA
The Optimized HFWkNN for imbalanced data handles the classification problem on the class-imbalanced mixed type datasets. It is an improved version of kNN and it combines fuzzy logic with weights to give more optimal results of prediction. We have presented the Optimized HFWkNN in full detail in [15]. Next, we summarize it for the benefit of the optimization process with the presence of data imbalance.

HFWkNN, as presented in [15], has two stages. In the first stage, the k nearest neighbors of the train set are calculated...
against itself. Once the neighbors are calculated, then the class memberships are calculated with the training set using Equation (1).

\[ U_c(x_i) = \begin{cases} 
0.51 + 0.49 \times \frac{n_c}{n_k} \times \varepsilon + \gamma & \text{if } x \in C \\
0.49 \times \frac{n_c}{n_k} \times \varepsilon_{\min} + \gamma & \text{if } x \not\in C 
\end{cases} \quad (1) \]

In the membership assignment, we introduce the hyperparameters \( \gamma, \varepsilon \) and \( \varepsilon_{\min} \) in a fuzzy membership to handle the class-imbalanced issue.

In the second stage, for each instance of the test set the k closest in the train set is calculated, based on the values of \( k \). The resulting class is decided using Equation (2) instead of majority voting performed by kNN algorithm.

\[ U_c(x_i) = \frac{\sum_{j=1}^{k} (U_c(x_j) \times 1/|x_i-x_j|^p)}{\sum_{j=1}^{k} 1/|x_i-x_j|^p} \quad (2) \]

The final class is obtained as the class with the greatest combined votes as a result of Equation (3).

\[ C(x) = \arg\max_i (U_i(x)) \quad (3) \]

To increase the accuracy score, improve the performance and handle the class-imbalance issue in the data, the hyperparameters \( \gamma, \varepsilon \) and \( \varepsilon_{\min} \) are introduced in the membership function of the proposed HFWkNN model [15]. These hyperparameters are optimized using two different methods which are grid search and random search. These two methods are turned into user defined parameterized callable functions to obtain the values of the three hyperparameters. They are based on the optimization process of the class weight parameter to find the weight for each class.

For instance, by using grid search, large weights are assigned to small classes and small weights are assigned to large classes to minimize the bias of the Optimized HFWkNN towards the majority class and avoid minority class. The following is the pseudocode of hyperparameter optimization procedure of HFWkNN using grid search method as we stated it in [27].

**Step 1:** Initialize the different parameters \( \gamma, \varepsilon \) and \( \varepsilon_{\min} \) with cv=5

**Step 2:** Creating the search space. We input the domain and the algorithm selects the next value for each hyperparameter in an ordered sequence.

**Step 3:** Generate a model using grid search. (grid search technique will construct many versions of HFWkNN with all the possible combinations of hyperparameter \( \gamma, \varepsilon \) and \( \varepsilon_{\min} \) values that are defined)

**Step 4:** Train the Model.

**Step 5:** Train phase: Once the neighbors are calculated, give each neighbor a weight as the inverse distance of its Euclidean distance from that training data, then find memberships of training data into each class using Equation (1). The parameters \( \gamma, \varepsilon \) and \( \varepsilon_{\min} \) are introduced in the membership function to give it a weight in all classes. This is to minimize the bias of the classifier towards majority class and avoid minority class.

**Step 6:** Test phase: Once the neighbors are calculated, the predicted class is decided as shown in Equation (2) to define the degree of membership of \( x \) in each class \( c_i \)

\[ i = 1, 2, 3, \ldots, C \]

\[ j = 1, 2, 3, \ldots, k \]

\( C \) is the number of classes, \( k \) is the number of nearest neighbors and \( m \) is the parameter of fuzzy strength.

**Step 7:** The final class is obtained as the class with the greatest combined vote.

Classifier assigns \( x \), using Equation (3), as belonging to the class label whose fuzzy membership for \( x \) is maximum.

**Step 8:** Calculate the model accuracy and save the model configuration and accuracy.

**Step 9:** Check if stopping criteria is not complete (no. of iterations end) Updating parameter values and Return back to step 3.

**Step 10:** Get and report the optimal value of the parameters and position of the model with high accuracy. Output the settings that achieved the highest score in the validation procedure.

To treat class imbalance, we reduce the bias inherent in the learning procedure and increase the sampling weights for the minority class. The weight-assignment technique is introduced for the class membership function of each neighbor in HFWkNN. Therefore, it learns the class weight for each training sample to process imbalanced data. Weights are assigned to the selected samples according to their importance in the data. The minority class samples are given a higher weight to let the classifier concentrate on them. The minority class decision space is expanded to allow HFWkNN to have a higher prediction on unknown samples of minority class. It also avoids the overfitting problem. Furthermore, combining class weighting with over-sampling of the minority class using SMOTE improves the classification accuracy of minority data without sacrificing the accuracy of the majority class. SMOTE is used to pre-process the dataset.

This over sampling, SMOTE + Weighting_assignment, strategy, can tune HFWkNN towards a certain performance measure of interest with only moderate computational overhead. Each observation is weighted based on the class to which it belongs. The effect of minority class observations is increased simply by a larger weight of these instances and vice versa for majority class observations. This is similar to sampling-based approaches. It takes advantage of two efficient techniques: SMOTE as it is used at the pre-processing phase and class weighting assignment which is used to adjust the class distributions of the imbalanced datasets and respectively weight the base classifiers. This proposed strategy (SMOTE with Weight Assignment) is shown in Fig. 1 and is summarized as follows:

1) SMOTE as a common general-purpose approach handles data imbalance of the dataset at the pre-processing phase of data processing.

2) We get the weights of the class weight parameter. It is based on the optimization process where we use grid search. Grid search assigns large weights to small classes and small weights to large classes. Such an assignment minimizes the bias of the classifier towards majority class and avoid minority class. The assignments of weights in such a manner assures a better classification performance and tackling of the imbalanced dataset.
This strategy employs oversampling, weighting and strengthening. Notice that this improves the minority class samples in boundary region (or uncertain area). It extends the coverage space of minority class samples in boundary region and improves the confidence degree of decision rules without having much impact on the decision space of majority class. Hence the accuracy of HFWkNN is improved. Next, we present the conducted experiments on the optimized HFWkNN based on this strategy and their results.

IV. EXPERIMENTAL RESULTS

In order to verify the performance of the proposed model on benchmark datasets, we have used five datasets from UCI [26]. These datasets are known to be imbalanced by the unequal distribution of instances into classes. Haberman dataset describes the five year or greater survival of breast cancer patients and mostly contains patients who survive. Pima dataset collected originally from the National Institute of Diabetes and Digestive and Kidney Diseases.

The objective of the dataset is to diagnostically predict whether or not a patient has diabetes, based on certain diagnostic measurements included in the dataset. Ionosphere is a radar data collected by a system in Goose Bay, Labrador. Breast Cancer dataset is a classic and binary classification dataset. Readmission dataset represents 10 years of clinical care for diabetic patients at 130 US hospitals and integrated delivery networks. It includes over 50 features representing patient and hospital outcomes.

Table I provides a summary of these datasets. They vary in the number of instances, number of attributes, class label ratio, and minority class percentage. Based on the minority class percentage, we can see that the datasets are highly imbalanced. For Haberman dataset only 26.5% of patients did not survive. For Pima dataset only 34.9% of patient has diabetes. While for Ionosphere dataset only 35.9% of records labeled as bad radar. For Breast Cancer dataset only 37.3% of patients belong to the malignant class. For Readmission dataset with respect to readmissions only 11% of patients have been readmitted within 30-days.

We compare our approach, the Optimized HFWkNN for imbalanced dataset with kNN, Weighted kNN (WkNN) and Fuzzy kNN (FkNN). We conducted a 5-fold cross validation for each dataset to evaluate the performance of all the 4 algorithms. We obtained and compared the results of Recall and F-value of minority class and the Area Under the ROC Curve (AUC) for each experiment. AUC indicates the overall classification performance and the AUC of a perfect classifier equals to 1, a bad one is less than 0.5. A good classification algorithm usually has a higher AUC.

In all our experiments, we set k to 3 since all the 4 classifiers are based on kNN. The cleaned data was randomized to avoid any selection bias and divided into two parts: 80:20 Training and Test data. This allowed us to train the model on 80% of the data and use an additional 20% to test the performance of the model. A 5-fold cross validation is used to avoid over-fitting on the training data in the evaluated models. The models are trained and evaluated using the same data to ensure fair performance comparison.

Tables II, III, and IV show the results of Recall, F-value of minority class and the Area Under the ROC Curve (AUC) measurements for all of the algorithms with the different datasets. Recall results in Table II indicate that the Optimized HFWkNN outperformed kNN, FkNN. It only outperformed WkNN in the case of the Readmission dataset.

This is due to two factors; first, the improvement occurred in the case of the Readmission dataset because it is larger and richer in terms of attributes than the other 4 datasets. Second, WkNN as it considered weights has shown better performance than kNN and FkNN since they do not consider weights. Nevertheless, the 3 algorithms outperformed the basic kNN since they are fuzzy and weighted.

<table>
<thead>
<tr>
<th>Table I.</th>
<th>SHORT DESCRIPTION OF THE DATASETS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Datasets</strong></td>
<td><strong>Number of instances</strong></td>
</tr>
<tr>
<td>Haberman</td>
<td>306</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>570</td>
</tr>
<tr>
<td>Readmission dataset</td>
<td>101,766</td>
</tr>
</tbody>
</table>
The overall results of Recall, F-value and AUC show running the 4 models on the 5 datasets achieved better performance for the proposed Optimized HFWkNN than kNN, WkNN, and FkNN. It increases the classification performance of the minority class compared to the other 3 models. Its performance on the entire datasets is better than the other 3 models. Furthermore, these results indicate that kNN, in all cases has the lowest performance compared to FkNN, WkNN and our Optimized HFWkNN. Therefore, these extensions to kNN are justified and necessary.

It is worth mentioning again that the improvements of the Optimized HFWkNN over the other 3 models are due to combining SMOTE and class weighting assignment. SMOTE has succeeded in improving the accuracy of minority classes. Therefore, the Optimized HFWkNN was able to better model the minority class in the dataset by presenting not only the minority class instances, but also a broader representation of such instances. Such a representation resulted in improving the overall accuracy of the Optimized HFWkNN by concentrating on the minimal cases of the minority, positive classes as well as by properly modelling such classes.

Finally, since the Optimized HFWkNN is based on kNN, its complexity does not differ much from that of kNN which is O(n). Taking the time of computing fuzzy membership grade of training and test samples using Equation (2) above, the time for testing fuzzy membership degree of all classes, and the time of SMOTE (although it is consumed once at the pre-processing stage) and the time of class weighting assignment. These collective times add extra overhead but do not change the overall complexity of the model from that of kNN. Nevertheless, there still a need to perform a complete complexity analysis of HFWkNN.

V. CONCLUSION

We have presented the Optimized HFWkNN classification model dealing with imbalanced datasets. The model has used three hyperparameters \( \gamma, \varepsilon \) and \( \varepsilon_{\text{min}} \) that are introduced in the membership function to give it more general character and are tuned to give appropriate membership values for each class and help to balance the dataset. The model also has combined the method of class weighting with over-sampling of the minority class, SMOTE, to improve the classification accuracy of minority class without sacrificing the accuracy of the majority class. This has led to better results in the general classification of imbalanced data for both the minority and the majority.

Experimental results have shown higher average performance for the Optimized HFWkNN than kNN, Fuzzy kNN, and Weighted kNN. Results of Recall, F-value and AUC measurements for the different datasets are higher with the optimized HFWkNN model than the other 3 models. For example, Recall, F-value and AUC measurements with the Readmission dataset are 80%, 80% and 79% respectively, which are higher than those of the other 3 algorithms. These results also prove that the proposed model lead to better overall classification performance on the complete datasets than the other 3 algorithms.

The proposed model can be extended for multiclass and large size datasets with different strategies to construct the
fuzzy membership function in addition to the three hyperparameters $\gamma$, $\varepsilon$ and $\varepsilon_{min}$. Although we have mentioned that the performance of the model is in line with that of kNN, the induced overhead due to computing and ranking fuzzy membership as well as the overhead due SMOTE and class weighting assignment need to be investigated. Finally, the model can be extended to other classification algorithms such as SVM based on fuzzy similarities, weights and distances.
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Abstract—Client psychology profile is one of the methods used by UUM's Counselling Centre to analyze client psychological health conditions. This psychological profile in a physical form which means the questions that need to be answered are on the paper. This psychology profile consists of three types of psychological modules whereby each module consists of questions related to psychology. The estimated time taken to answer this psychological profile is around 10 minutes. This physical form method may cause data to be lost and it will create issues when counselors want to retrieve the data back. This paper is aimed to develop Sistem Profil Kesejahteraan Psikologi (SPKP) for Counselling Centre of Universiti Utara Malaysia (UUM) in helping to know the client's psychological health before meeting up with the counselor. By focusing on analyzing Counselling Centre client's data, the basis of this web application system is to create a new space that will help Counselling Centre to improve the way they collect data, store data, and also improve their quality in time management whereby all those data can be collect, store, retrieve and analyze in a single click. By developing this system, Counselling Centre can monitor clients' psychological health before they meet up with the counselor.
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I. INTRODUCTION

Conducting a psychological test is not something that people like to do. Further, the task of getting mental health checkups is quite time-consuming and sometimes people with mental health problems would not like to seek help from others. Even though counselors are like to accept people with open hands, there is still some gap between the client and the counselor. To make things harder, people with low self-esteem and anxiety would think multiple times before asking for people help. This is because, they might feel scared, ashamed, or even afraid of what other people would think about them after getting the mental health checkup. Psychological testing and assessment are a tools use by psychologist or counselor to test and measure a client’s behavior to come out with a specific diagnosis and guide treatment. This test and assessment are being conduct for a wide variety of reasons. For example, children who is experiencing difficulty in school. The children may undergo aptitude testing or test for learning disabilities. This test can help a psychologist to understand more about the children condition. The test involves the use of questionnaires or checklist [1].

As time goes by, nowadays everything is just under the fingertip. What do you want to do, what do you want to search for, what do you want to buy is all over the internet? There is no need for people to travel from one place to another just to buy their food and etc. For example, person A wants to buy cloth. He or she just needs to access any website that sells cloth and just buy it from there; Simple and easy, and also time-saving.

It is not that different from psychology. Before this, counselors conduct psychological tests through pen and paper tests. This method is good in terms of meeting the client directly face to face. However, as Covid-19 has taken over the world, the higher institution needs to stop operating face-to-face and change the teaching and learning method online. This means that UUM Counselling Centre also needs to stop operating. It also means that students are no longer able to conduct psychological test at UUM Counselling Centre. Moreover, the way UUM Counselling Centre conducts psychological tests is quite time consuming as they have 3 modules and each module consist of 10 to 20 questions which resulting in a lot of time consuming. Not only that, but the clients of UUM Counselling Centre also need to manually calculate the test results, and later on the test result would be kept in file storage rooms which might have resulted in the test reports might be lost and hard to retrieve.

Due to this problem, there is an urgent need for solutions that can manage the psychological tests efficiently. The emergence of digital technology in human life may open an opportunity for providing an effective way of managing the psychological health of people. Moreover, findings reveal that computer-based models outperform humans in a critical social-cognitive task: personality judgment [2]. It can be stated that, computer is more accurate in judging personality of person. Therefore, this paper is going to investigate the potential of computer as a platform to managing psychological health. This paper is aimed to develop Sistem Profil Kesejahteraan Psikologi (SPKP) for Counselling Centre of Universiti Utara Malaysia (UUM) in helping to know the student’s psychological health before meeting up with the counselor. As a result, SPKP prototype of a web-based application for managing psychological health was developed and evaluated. The study contributes towards an understanding the system requirements for such web-based application and could be a reference model for developers and researchers to improve and managing psychological health. The next section describes the background and related studies. Next, the section describes the design and development of SPKP. The subsequent section explains the usability evaluation of SPKP. The last section in this paper concludes the study and lists the future works.
II. BACKGROUND AND RELATED STUDIES

This section describes the background of psychological tests. Later, this section discusses the role of information technology in facilitating the creation and management of psychological tests. Although some students and staff found that doing psychological tests is easy and nothing to be worried about, in some cases, there are some students and staff who might have anxiety or depression or any related mental health problems that might find it is hard for them to conduct even one psychological test. Social stressors are amongst the most reliable forms of stress in humans and other species [3]. Accessing help, worries about confidentiality and trust, a preference for informal sources of help, and stigma are all barriers to obtaining help [4]. It is because of the stigma that, people who seek help from counselor or people who get medical treatment for mental health is crazy. Because of that, most people tend to just keep the problem to themselves and make their mental health worsen. The modern way of conducting psychological tests could make use of web-based applications where users use computers for managing their mental health. A detailed discussion of the concept and related studies are presented in the following paragraph of this section.

According to the World Health Organization, over 800,000 individuals commit suicide each year [5]. Latent components that are not observable in nature are evaluated using social and personality psychology exams. For instance, a self-report test could be created to assess belief in a just world, right-wing authoritarianism, or personality traits [6]. Sometimes, what we see is not the truth and we cannot differentiate between people with no mental illness and people with mental illness. Sometimes, people with health problems are more exposed on getting mental health problems too. Depression affects one out of every five individuals with coronary artery disease or heart failure, a rate that is at least three times higher than the overall population [7]. Because everyone is the same. The only way to differentiate is by conducting psychological tests. However, some people are not likely to conduct the tests because they feeling of ashamed and afraid would be called someone with mental health problems afterward. However, receiving psychological assistance is critical because it reduces the long-term detrimental impacts of mental illness [8]. Thus, seeking psychological help is very important in order to maintain a healthy mind.

The desire to be alone is a common behavior among people suffering from mental diseases. As a result of their seclusion, people with mental illnesses turn to social media sites like Twitter to freely discuss their illnesses [9]. However, sometimes the response received is not as expected. There are various reasons why online comments may be more detrimental than responses received in person [10]. When the discloser receives the desired response, requesting support in stigmatized situations is beneficial, but it comes with societal harms [11]. As a result, people feel scared and do not always reveal or seek help when they are in need.

Due to the Covid-19, the majority of the higher institution needs to stop operating as well as the UUM Counselling Centre. Currently, UUM Counselling Centre is conducting psychological tests through pen and paper tests as shown in Fig. 1.

According to a senior psychology officer at UUM Counselling Centre, this method of conducting psychological tests is not efficient and a lot of times are needed just to conduct one test. This is because the client of UUM Counselling Centre needs to manually calculate the test result which required a lot of time to do so. Not only that, the test results would be kept manually in the files storage rooms which results in the test result might be lost and unretrieved. Moreover, this method is also not environmentally friendly as they need a lot of paper to print the psychological tests questions. It is because, to make one ton of paper, twelve trees, 540,000 gallons of water, and a variety of chemicals are required [12]. It means that this method is not environmentally friendly and it needs to be changed.

However, the method of conducting online psychological tests is not been widely discussed by the previous researchers. Therefore, only a few data can be collected to make a comparison between the two psychological tests method. Another method of conducting psychological tests is by using a mobile device as a platform for conducting psychological tests. Conducting psychological tests personally on mobile devices allows people to replay the tests as many times as needed. Not only that but they will also be received immediate feedback after conducting the tests [13]. Moreover, people with limitations such as handicapped and hard to moving from one place to another can easily use the system without worrying to
travel to the specific places just to conduct the psychological tests. SPKP is also good in terms of allowing users to conduct psychological tests multiple times. It is also can help students and staff in saving money and saving time where they no longer need to travel to UUM Counseling Centre just to conduct the psychological tests. Moreover, they can get the test results immediately after done answering the psychological tests questions. It shows that any method of psychological tests when being conducted online or computerized-based platform, will help in efficiency, flexibility, mobility, saving money, and saving time.

The future outcome of the mental health technology revolution depends on accelerating innovation and enhancing the path to adoption by challenging the normal ways of thinking [14]. The emergence of digital devices such as computer, tablets, and laptop has shed light on a more flexible and easier way of conducting psychological tests. A web-based psychological test is a new method that is going to be implemented by UUM Counselling Centre. This method is not only more efficient in a matter of time but also environmentally friendly. This means that by using this method people can also help to save the world from tree cutting and global warming. Therefore, there is a need for research and development of a web-based application for conducting psychological tests that could minimize the effort and time, especially for people who are afraid of seeking counselor help for their mental health. The study presented in this paper aims at designing and developing a web-based application that could help the users in conducting and managing psychological tests.

III. METHODOLOGY OF THE STUDY

The methodology for development for this paper is Waterfall Model. The rationale why creates this paper using the Waterfall Model is because to rely on paper documentation, like technical specifications to define the scope of work clearly before it is started. Furthermore, the use of Waterfall Model is for ensuring that Counselling Centre deliverable meets expectations. Besides that, the Waterfall Model methodology has been chosen as a methodology to complete the system because it contains planning, analyzing, designing, implementation, testing, and maintenance as illustrated in Fig. 2. This system uses waterfall model as the methodology because this model works well for smaller papers where requirements are very well understood and phases are processed and completed one at a time [15].

- Planning: In the preliminary stage, planning begins with asking about problems that occur at the Counselling Centre. Student collects information about the new system that wanted to be developed by discussing with counselor and Counselling Centre’s director. From the results of the discussion, student learn about what problems occur and face by Counselling Centre and to find solution to that problems. The goal of planning is to facilitate this system to be built smoothly. Therefore, the output in first phase is the problems faced by the Counselling Centre will be detected.

- Analysis: Students perform analysis by finding related work with the system to have more information about the current system by making a research at google scholar, to collect more info about similar system that related with SPKP more deeply to gather information and finalizing requirements with supervisor. It requires documentation time for paper technical proposals that need to be prepared. From there it must need to contact the client to ask what the client wants in the system. The output that will be gained from the analysis is student will be able to finalize system requirements and understand what the client wants in the system.

- Design: When requirements are known, a preliminary design or quick design for SPKP will be created. It is not a detailed design and includes only the important aspects of the system. Student will develop a prototype design which is low-fidelity prototype for a system to present for teachers and client. The output for design is to develop low-fidelity prototype for counselor to make sure they know how the system is going to function.

- Implementation: Student will implement it for the last time before officially present to the counselor and Counselling Centre’s director. Lastly, all the related documents and final reports are then completed and submitted to the supervisor and the lecturer. The output that will be gained in implementation is the documents already completed and submitted to the supervisor and the lecturer.

- Testing: The paper development included software testing and user testing. A software testing is tested by the student intend to find syntax and logic error. The syntax and logic error on the system will be corrected and rebuild, this process ends until the system is robust. Then, the client can test the system in terms to evaluate usability, functionality, performance, and satisfaction. The evaluation result of the user testing recorded for future improvement and enhancement. The output that will get is the system must be tested until success in terms of usability, functionality, performance, and satisfaction.

- Maintenance: For the purpose of this paper, this maintenance phase will not be implemented. The software is operated to stay effective and relevant. It will be made to the initial software in order that will remains a workable solution that is free from bugs. The
IV. DESIGN AND DEVELOPMENT OF SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI

This section describes the design and development of a web-based application for conducting and managing psychological tests. This section is divided into two subsections; (1) the requirements of the web-based application for conducting and managing psychological tests and (2) the prototype development of SPKP.

The Requirements of Sistem Profil Kesejahteraan Psikologi as followed:

A requirement gathering process was carried out using two methods that are interviewing UUM Counselling Centre’s counselor and analyzing documents and web-based applications from the Internet that are related to psychological tests. The counselor was asked fewer questions primarily on the feature of the future developed web-based application of psychological tests. The example of the questions is, what are the characteristics of a web-based application of psychological tests that you would like to have, how would the interface design look like, and what are the things that you would like to put in the web-based application. The opinion was recorded, and the requirements were elicited.

For the secondary requirements gathering process, the documents were searched using Google Scholar by providing keywords primarily “psychological test”, “mental health”, “depression and anxiety”, “digital world” and “global warming”. The documents were analyzed to elicit the requirements for a web-based application that can conduct and manage psychological tests. Table I lists the requirements and their priority produced from the requirements gathering process. The requirements include new user registration, login to the system, answer submission, report viewing, and report managing.

The requirements presented in Table I were translated into the computer system functionality. The next process is visualizing and modelling the requirements of the web-based application using the appropriate modelling method and tools. In this work, the Unified Modelling Language (UML) was used to visualize and model the requirements. The models used in this work are two behavioral diagrams namely use case and activity diagrams, and a class diagram that represents the structural components of the app. Fig. 3 illustrates the use case diagram and the communications between the use cases and the actor for a web-based application that can be used conduct and manage psychological tests.

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirements Description</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>A new user must register before login to the system</td>
<td>Mandatory</td>
</tr>
<tr>
<td>1.2</td>
<td>System must display a page that allow user to key in their details: a) Name b) Role c) Email d) Password e) Confirm Password</td>
<td>Mandatory</td>
</tr>
<tr>
<td>1.3</td>
<td>The system must save all the information submitted by the user</td>
<td>Mandatory</td>
</tr>
<tr>
<td>1.4</td>
<td>User can cancel their registration by clicking the “Return to login” button if they want to</td>
<td>Optional</td>
</tr>
<tr>
<td>2.1</td>
<td>User must login into SPKP system by key in their email and password</td>
<td>Mandatory</td>
</tr>
<tr>
<td>2.2</td>
<td>If user entered incorrect email or password, the system will alert user with error message</td>
<td>Mandatory</td>
</tr>
<tr>
<td>2.3</td>
<td>If user forget his/her email or password, the user can click “forget password” button to reset it</td>
<td>Desirable</td>
</tr>
<tr>
<td>2.4</td>
<td>User can cancel their log in if they want to</td>
<td>Optional</td>
</tr>
<tr>
<td>3.1</td>
<td>System must display a page that allow user to answer three psychological test questions</td>
<td>Mandatory</td>
</tr>
<tr>
<td>3.2</td>
<td>The system must save all the submitted answers</td>
<td>Mandatory</td>
</tr>
<tr>
<td>3.3</td>
<td>User can edit the answers before submit the answers if they want to</td>
<td>Optional</td>
</tr>
<tr>
<td>3.4</td>
<td>Once answers submitted, user can no longer edit the answers</td>
<td>Mandatory</td>
</tr>
<tr>
<td>4.1</td>
<td>The system should allow user to view their report result</td>
<td>Mandatory</td>
</tr>
<tr>
<td>4.2</td>
<td>User able to print the report result</td>
<td>Mandatory</td>
</tr>
<tr>
<td>5.1</td>
<td>The system must allow counsellor to view the report result</td>
<td>Mandatory</td>
</tr>
<tr>
<td>5.2</td>
<td>The system provide function for the counsellor to search for the specific client’s report</td>
<td>Desirable</td>
</tr>
<tr>
<td>5.3</td>
<td>The system must allow counsellor to print the report results</td>
<td>Mandatory</td>
</tr>
<tr>
<td>5.4</td>
<td>The system should process all submitted answers and come out with the psychological test report results</td>
<td>Mandatory</td>
</tr>
</tbody>
</table>

The structural components of a web-based application for conducting and managing psychological tests are represented in a class diagram as illustrated in Fig. 4. The class diagram in Fig. 4 shows the attributes and operations of the web-based application.
Fig. 3. The use Case Diagram of a Web-based Application for Conducting and Managing Psychological Tests.

Fig. 4. The Class Diagram of a Web-based Application for Conducting and Managing Psychological Tests.
V. The Sistem Profil Kesejahteraan Psikologi Prototype Development

A prototype of a web-based application for managing mental health named SPKP was developed. It represents the requirements explained in the previous subsection. Software prototyping is a standard way of demonstrating the software requirements so that further comments and suggestions could be obtained from the users based on their experience in interacting with the prototype. The Visual Studio Code was used as the main platform to write the code for this system. Further, XAMPP was used to create the web server and phpMyAdmin as the database for the system. Print screen in Fig. 5 to 13 shows the selected interface of SPKP.

Fig. 5 interface shows the landing page of the system. This is the first interface user will see once they get into the system. This interface consists of four buttons on the left side which is the homepage or the landing page, about us, our counselor, and the login button. The about us button will bring the user to a new section where it will show information about what the counseling center does and its vision and mission. Our counselor button will list all counseling center’s staff names, phone numbers, positions, and pictures. The last button is the login button for the user to log in to the system. The interface design is simple and easy for users to understand how to use it. There is no random button on the interface which might cause users to feel uncomfortable using the system.

Fig. 6 shows the login page of the system where users need to key in their email and password. Before login, the user needs to register first by clicking the register now hyperlink. If user forgot their password, they can reset the password back by clicking the click here hyperlink. The hyperlink is in the blue color so that users can easily see it and to make sure that users do not accidentally click it while using the system. The login button is in a red color box with white text so that it will enhance the button's look while the background color is black. This design will help users to recognize the button and know that the button is for login even without reading the text on it.

Fig. 7 shows the registration page of the system. Users need to register into the system by keying in their details such as name, matric no/ staff no, phone no, email address, and password. The interface design of the registration page is similar to the login page to keep the consistent look of the design. Hence, the design will not confuse the user whether the system is the same system or a different system if the interface design keeps on changing. All user needs to register or else they are not allowed to access the system.

Fig. 8 shows the main page of the system by user view. This interface can only be viewed by the students and the staff. The background layout is in pastel color to keep a calm atmosphere for the user while using the system. The interface has three columns representing three psychological tests modules which are the SSOSH test in a blue column, the SSKM test in a green column, and the D.A.S.S test in a red column. The reason why each column is in a different color is to differentiate between the modules. It means that regular users can easily recognize which column is for what psychological tests. Users can choose to answer which modules to get the psychological test results. On the left side of the interface, there are three options in white text in a grey color layout which are home, report, and profile. Once the user finished answering the psychological tests questions, the user can view the results and the history of the results of the previous tests by clicking the report button. User also can edit their details such as passwords by clicking the profile button. The reason why the grey layout is on the left side is to put a systematic look at the interface.
Fig. 9. The Interface for SSOSH Psychological Test Question.

Fig. 9 shows the interface of one of the psychological tests question which is the SSOSH test. This test consists of 10 questions. The questions are aligned in a box to create a systematic and nice look whereas the user can easily see all questions at once. The user does not need to click the next button just to see the next question. All question is compulsory to be answered or else the user cannot click the submit answer button. The reasons are to make sure the result that they will get is reliable and correct.

Fig. 10. The Interface for Psychological Test Report Result. (User).

Fig. 10 shows the interface of the test report result. The interface will list down all report results history. Not only that, but the user also can search for the specific report results by inserting particular report results keywords in the search box at the top right of the interface. The search box is at the top right so that users can easily see it.

Fig. 11 shows the main page of the system from the counselor's view. This interface consists of four columns which are the SSOSH test result in a blue column, the SSKM test result in a green column, the D.A.S.S test result in a red column, and user registration in a yellow column. Three columns are just the same as the user view side, only that there are no questions in it but instead there are report results of psychological tests of the users. The user registration column which is the yellow column, that column consists of a list of all registered user info such as their name and registration date. The interface design between the users and counselor view is not that different to keep the consistent looks and image of the system.

Fig. 12 and Fig. 13 show the interface for psychological test results from the counselor's view. The counselor can view all report results of all users by clicking the report button. The counselor also can search for the specific report results of the user by inserting the name or matric no/ staff no of the user in the search box at the top right of the interface. The counselor can also print out the report result by clicking the view button which is in turquoise color and then clicking the print button which is in blue color.

Fig. 11. The Mainpage of the System. (Counselor).

Fig. 12. The Interface for Psychological Test Report Result. (Counselor).

Fig. 13. The Interface for Psychological Test Report Results Print Section. (Counselor).

VI. EVALUATION OF SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI

A. The Evaluation Setting

A usability evaluation was conducted on 30 respondents, consisting of students from Universiti Utara Malaysia. The respondents were approached randomly by sending out the Google form consisting of the questionnaire through WhatsApp. However, the respondents can choose to answer or ignore the questionnaire as there is no coercion. The instruments used for the evaluation were the SPKP web-based application and post-task questionnaire. The post-task questionnaire was adapted from [16] which consists of 33 items in four sections. Section A asked the respondents’ demographic information while Section B, C, and D asked the...
respondent's opinions about SPKP web-based application on a five-point Likert scale where one represents strongly disagree, and five represents strongly agree. The respondents performed the following step-by-step procedure for the evaluation: (1) read and signed a consent form, (2) interacted with SPKP web-based application as stated in the experiment procedure, and (3) answered the post-task questionnaire.

B. The Respondents’ Demographic Information

Analysis of the respondents’ demographic information revealed that 70% of them were female and 30% of them were male. 86.7% of them were aged between 21 to 25 years old, 10% of them were 26 to 35 years old and 1% of them were 16 to 20 years old. It is also revealed that 83.3% of them once did the psychological tests while the remaining 16.7% have never done it before.

C. The Usability of Sistem Profil Kesejahteraan Psikologi

An analysis was conducted on the respondents’ responses in Sections B, C, and D of the post-task questionnaire. The section measures the respondents’ perception of SPKP’s usefulness and ease of use. It also measured the respondents’ satisfaction with SPKP. Tables II, III, and IV reported the frequency and average of the responses. The respondents rated four or five of the post-task scales for the three aspects of usability. None of the respondents rated one or two. Only a few rated neutral.

<table>
<thead>
<tr>
<th>TABLE II. THE RESPONDENTS’ RESPONSE ON THE USEFULNESS OF SYSTEM PROFILE KESEJAHTERAAN PSIKOLOGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>The post-task questionnaire items:</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI enhances my</td>
</tr>
<tr>
<td>effectiveness on managing my mental health condition</td>
</tr>
<tr>
<td>I can register an account in SISTEM PROFIL KESEJAHTERAAN</td>
</tr>
<tr>
<td>PSIKOLOGI without any error</td>
</tr>
<tr>
<td>I can login the system with registered email and password</td>
</tr>
<tr>
<td>The search button can function well</td>
</tr>
<tr>
<td>I can answer all psychological test without any problem</td>
</tr>
<tr>
<td>The report result that I got after answering all psychological</td>
</tr>
<tr>
<td>test question are as expected</td>
</tr>
<tr>
<td>It saves my time when I use this system to manage my mental</td>
</tr>
<tr>
<td>health condition</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI meets my needs</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI is useful in overall</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. THE RESPONDENTS’ RESPONSE ON THE EASE OF USE OF SYSTEM PROFILE KESEJAHTERAAN PSIKOLOGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>The post-task questionnaire items:</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI is easy to use</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI is user friendly</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI is flexible</td>
</tr>
<tr>
<td>SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI is easy to learn how</td>
</tr>
<tr>
<td>to use it</td>
</tr>
<tr>
<td>I can use SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI without</td>
</tr>
<tr>
<td>written instruction</td>
</tr>
<tr>
<td>I can easily remember how to use SISTEM PROFIL KESEJAHTERAAN</td>
</tr>
<tr>
<td>PSIKOLOGI</td>
</tr>
<tr>
<td>I didn't notice any inconsistencies as I use SISTEM PROFIL</td>
</tr>
<tr>
<td>KESEJAHTERAAN PSIKOLOGI</td>
</tr>
<tr>
<td>My interaction with the system would be clear and</td>
</tr>
<tr>
<td>understandable</td>
</tr>
<tr>
<td>I can use SISTEM PROFIL KESEJAHTERAAN PSIKOLOGI successfully</td>
</tr>
<tr>
<td>every time</td>
</tr>
</tbody>
</table>
The outcomes of the evaluation suggested that SPKP is useful and easy to use. Further, 86.7% of the respondents agreed while 1% choose neutral. Analysis of the respondents' feedback about the specific features offered by SPKP shows that most of the respondents agree that the registration, login, search, and buttons were straightforward and useful with 80% of the respondents strongly agree with the statement that SPKP is useful in overall. Meanwhile, 20% of the respondents choose to agree with the statement. They also perceived that SPKP could help them in save their time in managing their mental health with 70% of the respondents strongly agree while 26.7% agree with the statement. However, there is 3.3% of the respondents unsure about the question. In terms of the user interface, the respondents reported that SPKP was easy to use without the need for written instruction and they can easily remember the way of using the web-based application system with 76.7% and 90% of the respondents respectively choose to strongly agree with the statements. Further, the respondents satisfied with the appearance of the web-based application and intended to recommend the web-based application to other.

VII. DISCUSSION

It has been agreed that the advantages of SPKP are widely acknowledged by UUM students. According to the result that we get from the questionnaire conducted among UUM students, it shows that majority of the students agree that SPKP is useful and easy to use compared to the current method where the students need to go physically to the UUM Counselling Centre just to get their mental health tested. This current method is not efficient and consumes a lot of money and time. As we know, the majority of the students do not have any income and some of them were busy with study life. Hence, most of them tend to ignore any mental health problems like depression and stress. By the time they realize they need help, it was too late. According to a series of researches, suicidal people do not always identify that they have an issue or symptoms that could benefit from expert help. According to a poll of 165 college students at high risk of suicide who had not sought professional help, 66% of these students believed that counseling was unnecessary [17]. Therefore, there is a need for a new method that will benefit them in terms of managing their mental health condition.

Overall, among 30 respondents 80% of them agree that SPKP is useful overall in managing their mental health conditions. This finding was conducted during the Covid-19 pandemic whereby the majority of the students and the staff were staying at home. Thus, conducting psychological tests physically at UUM Counselling Centre is impossible. By developing the system, they no longer need to worry about the Covid-19 pandemic whereby they can easily conduct their psychological tests tested anywhere and anytime they want. This system provides flexibility to them.

In order to attract user attention to using the system, the interface design of the system must need to be attractive, simple, and easy to use. A well-designed user interface can reduce training time, performance speed, error rates, user satisfaction, and the user's long-term retention of operations knowledge [18]. Based on the questionnaire conducted, 86% of the respondents stated that they feel satisfied with the system. However, there are some limitations to be considered while analyzing the study results. First, the sampling technique is only restricted to people with laptops or personal computers only as the system is a web-based application. Second, the research topic itself is not widely discussed and there are only a few related researches that can be used for this paper. Lastly, time is also one of the limitations faced while conducting this research.

Despite the limitations, this study provides the data of a web-based application system for managing mental health in higher institutions for future research. Questionnaires have been found as an effective way of assessing problems related to mental health and this becomes a method of conducting research during the Covid-19 pandemic. Results will make researchers be able to make decisions on what number of rating scale points to use for their survey and questionnaire [19]. Thus, the result of the questionnaire can be used for future research.

However, there is a need for improvements in certain areas such as the web-based application can be changed to a mobile application. Thus, there will be more people to receive the benefits of the system. It is because not every student is coming from a well-off family, so there are a few of them who cannot afford in buying a laptop or personal computer and only depends on a mobile phone. They couldn't afford a laptop, in part because they thought they'd used up all of their lending alternatives and, in part, because they didn't want to take out additional debt [20]. Hence, improving the web-based to the mobile applications can be a good idea.
VIII. CONCLUSION AND FUTURE WORK

This paper described the design and development of a web-based application for conducting and managing psychological tests. In the end, the SPKP system is able to be developed, and hope that the system can really perform the work that it is supposed to do such as collecting, storing, retrieving, and calculating the result of the psychological tests for the UUM Counselling Centre. There are many aspects of psychological tests that can be studied. However, there are a few limitations while conducting this research where there is limited access to the data and there are also only a few previous research studies on the topic. Time is also one of the limitations we faced while conducting this research. In the future, we plan to expand the functionality of SPKP by making it available as a mobile application. Past studies suggested that psychological tests are a method conducted to know someone's mental health condition. However, some issues mentioned in the paper show that there is a need for improvement in a specific area so that the psychological tests can be conducted with ease. We also plan on making the web-based application responsive on multiple interfaces so that it will enhance user satisfaction when using the web-based application. It could also be extended into a recommender system which could suggest the counselor that is available at the moment in case the clients need further intervention without the need on making the appointment first.
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Abstract—Cancer is a major health issue that affects individuals all over the world. This disease has claimed the lives of many people, and will continue to do so in the future. Breast cancer has recently surpassed cervical cancer as the most frequent cancer among women in both industrialized and developing countries and it is now the second leading cause of cancer mortality among women. A high number of women die each year as a result of this disease. Breast cancer is significantly easier to treat if caught early. This paper introduces a decision tree-based data mining technique for breast cancer early detection with highest accuracy, which helps patients to recover.

Breast cancers are classified as benign (unable to penetrate surrounding tissue) or malignant (able to infiltrate adjacent tissue) breast growths. Two tests were included in the review. The primary study uses 10 breast cancer samples from the Kaggle archive, whereas the follow-up study uses 286 breast cancer samples from the same pool. The Decision Tree's accuracy in the first trial was 100%, while it was 97.9% in the follow-up inquiry. These findings justify the use of the proposed machine learning-based Decision Tree classifier in pre-evaluating patients for triage and decision-making prior to the availability of data.

Keywords—Data mining; decision tree; classifier; breast cancer

I. INTRODUCTION

A huge number of cells make up the human body, each with its own unmistakable reason. Cancer is characterized as the uncontrolled proliferation of any of these cells. Cells partition and create uncontrolled, bringing about a cancer, which is an abnormal mass of tissue. Growth cells increase and infiltrate the stomach related, neurological, and circulatory frameworks, interfering with normal body capacities. Although not all growths are malignant [1].

Cancer is classified based on the sort of cell that is afflicted, and there are more than 200 distinct varieties of cancer. Breast cancer is the subject of this review. Breast cancer is the most continuous type of cancer in ladies and it is considered as a major cause of death from all cancers, especially among ladies [2]. There are no established methods for avoiding breast cancer at this time. Figuring out how to recognize breast cancer at an early stage, then again, will assist with peopleing who are affected. Breast cancer fixes chances can be enhanced assuming that the disease is diagnosed early. Provided that breast cancer is diagnosed early can it be avoided and safeguarded. Among the several evaluating strategies for classifying breast cancer, digital mammography is the most generally used [3].

Breast cancer survival rates have worked on considerably lately, regarding to the enhanced screening and treatment decisions. As a result of the advancements in data assortment and storage advances, medical organizations and hospitals may now store massive amounts of data associated with their medical records, including meds and disease indications. Data mining is the method involved with obtaining helpful information from large amounts of data utilizing complex algorithms. Medical data have broadened the applicability and potentials of these strategies [4]. Anticipating the result of a disease is a challenging task. Data mining strategies are regularly used to work on the expectation fragment. Large volumes of medical data may now be gathered and made available to medical research bunches using automated approaches. Thus, data mining apparatuses for finding patterns and correlations among countless variables are turning out to be increasingly normal, allowing for the forecast of ailment results based on recently gathered data [5]. However, most of the previous studies suffer from lack of accuracy in diagnose of this disease.

To fill in this gap, recognize and classify breast cancer at an early stage with high accuracy is very important in order to help patients to recover from this disease. Thus, this paper classified the breast cancer dataset by utilizing Decision Tree classification technique in WEKA. The breast cancer dataset is isolated and classified into categories based on features, performance, and different factors. Fig. 1 shows the entire interaction stream of the suggested paradigm.

Fig. 1. Block Diagram of the Proposed Approach.
The classifier receives profound characteristics from the completely linked layer. The decision tree classifier makes use of these characteristics. After that, the characterization is complete, and all arrangement properties are defined. The suggested approach might be used to assess images of breast cancer.

The rest of this paper is organized as follows: Section 2 presents the mostly related works. Section 3 explains how decision tree can be used in the proposed paradigm. Section 4 discusses the experimental results. Finally, we conclude the paper in Section 5.

II. RELATED WORK

Poomani and Porkodi conducted a study that aims to get the best classifier, by comparing different learning techniques [6]. The findings of their investigation reveal that the most elevated accuracy is found in the J48 classifier, which returns 0.979 with the least mistake rate of 0.9587 of all the classification methods. Their findings demonstrate that the combination of MLP and J48 classifiers with features determination Prognosis Breast Cancer (PCA) is better than different classifiers. In the Wisconsin Prognosis Breast Cancer WPBC dataset, their discoveries showed that the combination of IBK, J48, SMO, and MLP performs effectively. Saabithet et al. Compare numerous breast cancer data sets in, their research [7]. The extent of exactness with and without features selection techniques for breast cancer data was estimated utilizing classification algorithms like J48, MLP, and Rough. They conclude that the characteristic decision technique is the most reliable signifier process for enhancing the exactness of various categorization techniques, achieving the least Mean Standard Error (MSE) and the most elevated Recipient Operating Characteristics (ROC) to recognize breast cancer disease.

Peter et al. in [8] used two data mining approaches to quantify breast cancer gambles in Nigerian patients using the naïve Bayes algorithm and the J48 decision trees algorithms in their review exertion. The effectiveness of both categorization algorithms was evaluated to figure out which model was the most capable and beneficial. S. Syed Shajahaan, et al. [9] Compare DM approaches to model breast cancer data in a review. They took a gander at how to utilize decision trees to foresee the presence of breast cancer, as well as how to quantify the performance of conservative administered learning algorithms utilizing CART, C4.5, ID3, and Naive Byes. The ID3 random tree was demonstrated to be impressive with the most elevated accuracy in the investigations.

This study [10] compares the performance of the J48, AD Tree, BF Tree, and regression trees (CART) algorithms based on classification accuracy, using several accuracy measurements, for example, FP rate, TP rate, Recall, Precision, ROC Area, and F-measure. Decision trees are common and easy-to-understand structures from which rules may be obtained. Just the numerical values of explicit attributes in the breast cancer data are examined all through the implementation phase. The J48 classifier has the highest accuracy of close to 100%, while the CART algorithm has a 96 percent accuracy, the AD Tree algorithm has a 97 percent accuracy, and the BF Tree algorithm has a 98 percent accuracy. According to the classification findings of the four algorithms, it is obviously shown that J48 beats the other three techniques for the predetermined data set.

In [13], they proposed utilizing gene expression data to classify triple negative and non-triple negative breast cancer patients using a machine learning (ML) technique. The Support Vector Machine approach, out of the four ML algorithms tested, was able to classify breast cancer more accurately into triple negative and non-triple negative breast cancer and had less misclassification errors than the other three.

Epimack et. al [14] presented a computer-aided diagnostic (CAD) system that generates an optimum algorithm automatically which use 13 of the 185 features available to teach machine learning. To distinguish between malignant and benign tumors, researchers deployed five machine learning classifiers. For 10-fold cross-validation, the experimental findings indicated Bayesian optimization with a tree-structured Parzen estimator based on a machine learning classifier.

III. DECISION TREE LEARNING AS A PROPOSED TECHNIQUE

Breast cancer classification was considered in many recent researches [13][14] using most of machine and deep learning techniques, because such classification is very important to be accurate as much as possible since it is related with most of women lives.

A decision tree is described as a classifier using a recursive split of the instance space. It generates a predictive model that connects node observations to inferences about the desired value of the nodes. The leaf in a tree structure represents the class.

Labels and branches represent the attributes that lead to the class labels. Fig. 2 is an illustrative example of a binary decision tree [11].

The proposed technique comprises constructing a prediction model for detecting whether a tumor is benign or malignant based on various characteristics associated with a given medical record using a decision tree data mining methodology. A decision tree is an excellent tool for classification and prediction in the case of Breast Cancer diagnosis. A number of decision tree approaches are available to categorize the data. Following data pre-processing (in CSV format), WEKA (Java Toolkit for Different Data Mining Techniques) is used to apply the Decision tree algorithm to the dataset, and the data is classed as benign or malignant based on the decision tree's final conclusion. Fig. 3 depicts the flow of the research that was utilized to create the model.
Fig. 3. Example of Binary Decision Tree.

The algorithm is carried out according to the following steps:

1) Collect datasets on breast cancer.
2) Pre-processing data in for performing the Decision Tree data mining approach (Benign, Malignant).
3) Data that has been pre-processed is submitted to the WEKA toolbox for analysis.
4) Implement the Decision Tree algorithm, which generates a decision tree with leaf nodes as class labels (benign and malignant).
5) New patient diagnoses are made by cross-referencing new attribute values in the decision tree and continuing the route until the leaf node is reached, which indicates whether the tumor is benign or malignant.

IV. EXPERIMENTAL STUDIES

A. Dataset

The CSV (Comma Separated Value) format was utilized in this study. Breast cancer data is supplied in CSV format via sex, age, menopause, tumor-size, inv-nodes, node-caps, deg-malig, breast, and breast-quad, irradiate, Class. These records were prepared in an Excel spreadsheet and saved as a CSV file, then uploaded to WEKA which accepted this format. In breast cancer data two types of properties, benign and malignant. In this study, these data are used and analyzed.

B. Experimental Results

The major goal of this paper is to evaluate the effectiveness of the breast cancer classification algorithms depending on a variety of input factors. They are analyzed using a Decision Tree algorithm. For the performance evaluation, the WEKA application is employed. Two setoff experiments are used to test each classifier. The first experiment has 10 samples. While the second one has 286 samples. This involves categorizing pre-processing based on all of the values of the attributes that have been taken. This paper compares the accuracy of categorization in the Decision Tree algorithm. The analysis of precision, FT Rate, and TP Rate is also performed. The following are the numerous formulas used to calculate various metrics. Precision P is calculated using the Formula (1) where TP = True Positive Rate, which is the proportion of expected positive instances, and FP = False Positive Rate, which is the part of the anticipated false positive cases:

\[ Precision \, P = \frac{TP}{TP + FP} \]  

(1)

The proportion of positive instances that were accurately detected has been described as True Positive Rate (TPR), Sensitivity, or Recall. Formula (2) will be used to calculate it:

\[ Recall = \frac{TP}{TP + FN} \]  

(2)

Where FN=False Negative Rate

\[ Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \]  

(3)

The accuracy in (3) will be computed as the fraction of the total number of correct predictions, where TN = True Negative. The calculation of an average of the recall and precision measures for retrieving information, which called as F-Measure as shown in Formula (4).

\[ F = \frac{2 \times Recall \times Precision}{Precision + Recall} \]  

(4)

1) First experimental results: The first experiment has 10 samples of breast cancer [12]. Tables I to VI show the results of algorithms and compared with them.

Table I shows the summary of accuracy for proposed technique. Where the number of samples is 10.

| Table I. SUMMARY ACCURACY OF DECISION TREE ALGORITHM |
|--------------------------|---------|--------|
| Total Number of Instances | 10      | 100%   |
| Correctly Classified Instances | 10      | 100%   |
| Incorrectly Classified Instances | 0      | 0%     |
| Kappa statistic          | 1      |        |
| Mean absolute error      | 0.1429 |        |
| Root mean squared error  | 0.1429 |        |
| Relative absolute error  | 28.5714% |       |
| Root relative squared error | 28.5714% |   |
TABLE II. METRICS RESULTS ACHIEVED BY DECISION TREE ALGORITHM

<table>
<thead>
<tr>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>MCC</th>
<th>ROC Area</th>
<th>PRC Area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0</td>
</tr>
<tr>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1</td>
</tr>
<tr>
<td>Weighted Avg.</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

TABLE III. CONFUSION MATRIX OF DECISION TREE ALGORITHM

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>a = 0</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>b = 1</td>
</tr>
</tbody>
</table>

Table III shows the confusion matrix.

Table IV shows the summary of accuracy in a Random Forest algorithm, where the number of samples is 10.

Table V shows the values of the using measures to evaluate Random Forest algorithm classification.

TABLE IV. SUMMARY ACCURACY OF RANDOM FOREST ALGORITHM

<table>
<thead>
<tr>
<th>Total Number of Instances</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified Instances</td>
<td>5</td>
</tr>
<tr>
<td>Incorrectly Classified Instances</td>
<td>5</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>0</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.5</td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>0.5</td>
</tr>
<tr>
<td>Relative absolute error</td>
<td>100 %</td>
</tr>
<tr>
<td>Root relative squared error</td>
<td>100 %</td>
</tr>
</tbody>
</table>

TABLE V. METRICS RESULTS ACHIEVED BY RANDOM FOREST ALGORITHM

<table>
<thead>
<tr>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>MCC</th>
<th>ROC Area</th>
<th>PRC Area</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.667</td>
<td>0.352</td>
<td>0.500</td>
<td>0.500</td>
<td>0</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.200</td>
<td>0.352</td>
<td>0.500</td>
<td>0.500</td>
<td>1</td>
</tr>
<tr>
<td>Weighted Avg.</td>
<td>0.500</td>
<td>0.500</td>
<td>0.250</td>
<td>0.500</td>
<td>0.516</td>
<td>0.352</td>
<td>0.500</td>
<td>0.500</td>
</tr>
</tbody>
</table>

TABLE VI. CONFUSION MATRIX OF RANDOM FOREST ALGORITHM

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>a = 0</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>b = 1</td>
</tr>
</tbody>
</table>

The results that attained from Tables I to VI illustrate the loss and accuracy throughout training and validation. Based on the results, it is clear that the maximum training and validation accuracy is seen in the Decision Tree architecture, with a loss rate of 0%. The Random Forest, on the other hand, achieves the lowest training and validation accuracy of 50% and a loss of 50% at iterations 100. Fig. 4 and Fig. 5 show that the loss values of decision tree equal to zero.

2) Second experimental results: When used large number of samples [12], the accuracy will be change as the Tables VII, VIII and IX. The classification of the attributes (age, menopause, tumor-size, inv-nodes, node-caps, deg-malign, breast, breast-quad, irradiat, Class) can be shown in the Fig. 6.

Table VII shows the accuracy summary in the Decision Tree algorithm, where the number of samples is 286.

Table VIII shows all measures values that were used to evaluate classification in studied methods.

Fig. 4. Accuracy Comparison of Algorithms.

Fig. 5. Loose Comparison of Algorithms.

Fig. 6. Attribute Classification.
The results obtained from the Tables VII to IX demonstrate the loss and accuracy during the training and validation stages. The maximum training and validation accuracy are observed for Decision Tree architecture 97.9021% and loss is 2.0979%. These results show that the proposed technique is active in all cases. Fig. 6 illustrates the classification depending on attributes.

V. CONCLUSION

This study demonstrates the use of decision trees to represent actual breast cancer diagnosis for local and systemic treatment, as well as additional strategies that may be employed. The study assesses the performance of the Decision Tree algorithm in terms of classification accuracy, using several accuracy metrics such as the F-measure, ROC Area, Precision, Recall, TP rate, and FP rate. Decision trees are well-known and simple to comprehend structures from that rule may be derived. The studied model's efficacy is demonstrated by experimental findings. For the detection of breast cancer, the effectiveness of the decision tree approach was evaluated and explored. Throughout the implementation phase, only the numerical values of particular breast cancer features are assessed. The experimental findings reveal that the Decision Tree classifier has a 100% accuracy rate, while the Random Forest method only has a 50% accuracy rate. The performance of Decision Tree is superior than the other method for the specified dataset on the basis of the four algorithms' categorization results.
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Abstract—Indonesia has natural diversity in the form of tropical rain forests, the sea, flora, and fauna. Information technology adaptation is needed considering its development and use is getting higher, especially during the pandemic and post-pandemic periods. Through information technology in the form of E-books based on local wisdom, an attitude of caring for the environment grows. This research aims to combine information technology, environmental-based science learning, and local wisdom in growing students' environmental care character. Through the use of e-books based on Google's website as information technology in implementing a green science learning model that is oriented to local wisdom. This study develops and validates an e-book based on local wisdom through the ADDIE research design. The results of the analysis and discussion are that the development of an e-book based on Google's website with a green science model oriented to local wisdom is declared valid and feasible to use with an average percentage of 90.74% from the three experts. Then the results of student responses also showed a positive response from students with a percentage of 90.29%. The application of google site-based e-books in the green science model oriented to local wisdom in learning can increase the growth of environmental care characters for junior high school students as evidenced by the results of multiple regression analysis of significance 0.00 below 0.05.

Keywords—e-Book; Google site; green science learning model; local wisdom; environmental care character

I. INTRODUCTION

In the new normal era after being released from the pandemic, Indonesia began to rise and begin to be able to adapt to the pandemic environment. Likewise, education was also affected by the pandemic which eventually adopted technology and information as a solution in the learning process. Adaptation in digital learning is beneficial in pandemic learning because it can reduce the spread of the coronavirus [1]. Layali et al in their research argue that E-learning can be positively accepted in learning during a pandemic [2]. In addition to the pandemic, Indonesia has experienced a decline in culture and care for the environment because people cannot leave their homes so cultural activities do not run effectively. Research conducted by Yanuarita & Haryati [3] took samples in socio-cultural conditions in Indonesia which showed a negative impact during this pandemic. Meanwhile, Indonesia is a country that is rich in cultural diversity. This culture has been passed down from generation to generation by the ancestors until now. If these problems are not addressed, Indonesia can lose its original culture and education can also have an impact.

Local culture or local wisdom is also essentially the foundation of the philosophy of education in Indonesia as a filter in an outside culture that enters through electronic media. This local wisdom can also shape the character of discipline, honesty, cooperation, responsibility, environmental care, and tolerance [4]. This local wisdom can be developed and integrated into the educational curriculum [5]. Even in the research of Ratminingsih et al [6], learning media integrated with the local culture can increase students' basic competence in learning. In social life, local wisdom is ingrained and becomes a guide in determining a decision. The local wisdom can be expressed in the form of learning models or learning tools. Local wisdom is associated with scientific and rational real life. Local wisdom also has a relationship with the environment or nature so that local wisdom in learning is more contextual.

The green science learning model is a learning model that contains the characteristics of the learning model according to Arends [7]. The characteristics of the model include the underlying theory, learning objectives, syntax, and classroom management. The green science learning-oriented model is a learning model that is based on the environment. Environmental-based learning was first initiated by Jan Ligthart in 1859. The next figure who moved environment-based learning was J.J. Rousseau. The learning idea is to bring students to real situations within the main learning environment. Piaget [8] supports this by stating that children's thinking in the formal operational period is no longer centered on what is seen, but can think of a hypothesis. Besides being able to have an impact on student character, the green science learning model also requires learning media and, books/student worksheets as an aid in learning.

Previous research on educational technology in general regarding the use of technology in learning has not discussed integration into aspects of local wisdom. For example in research Sindi et al [9] stated that today's education, especially in pandemic conditions, applies technology and information in the classroom because it includes kinesthetic, visual, and auditory aspects. Learning media in education in the digitalization era is now applying technology and information as mandatory. Constraints in digital learning are concentration...
in learning, interaction in activities, and decreased motivation, but information technology-based learning can still find a place if it is packaged interactively and innovatively to generate enthusiasm for learning [10]. It is indeed needed in the development of learning media in technology because in the digital era there are now many programs that are used. According to Xin & Singh [11], the transformation in educational technology is now available in various platforms that can be used, such as e-learning, e-books, learning management systems, and evaluation systems learning. E-books are part of the learning media in the form of interactive electronic-based textbooks for access [12], [13], [14].

The difference and the novelty of the research carried out is the development of e-books made into google sites for easy access, e-book content containing local wisdom-based science learning models in growing environmental care characters. The choice of developing an e-book makes it easier for students to access and use it because it can be used with electronic media [15]. The use of the google site is easier in design, development, and implementation, especially free and unpaid aid, which can be used by all groups. The cultural element is local wisdom in green science learning as character building. So to combine the components of technology, teaching, and culture, it is developed, integrated, and implemented to grow the character of caring for the environment.

II. METHOD

A. The Research Model

The research was conducted using a research and development (R&D) research model. The development procedure used refers to the ADDIE development model. Branch [16] describes the ADDIE model development procedure including analysis, design, development, implementation, and evaluation steps. The procedure for developing the ADDIE model in this study can be explained through the flow chart in Fig. 1 below:

![ADDIE Model Development Flow](Image)

Following Fig. 1 shows the stages of development to implementation. The analysis phase contains an analysis of needs in learning, especially during a pandemic and online learning. Regarding the need for technology and information in learning, these componentexamingninginto learning materials that can be linked to culture and environmentnmin learningnig natural sciences. The Design and Develop stage is a follow-up to the analysis stage, which requires learning media that combines technology, local culture, and green science learning model learning in growing the character of caring for the environment. The selection of e-books through the Google site as a development product with the contents of the green science learning model based on local wisdom foster a caring character for the environment. The developed learning media products are then tested for feasibility and discussed with the Experts in the Group Discussion Forum.

![Product Implementation Paradigm](Image)

Product development results are implemented in learning to be tested using quantitative analysis. According to Fig. 2, $X_1$ is the independent variable. The first independent variable is the development of e-books based on google sites, $X_2$ is also the independent variable is a green science learning model based on local wisdom, and $Y$ is the dependent variable is the character of environmental care. This is followed by the evaluation stage of the implementation of the e-book based on the Google site as a development product with the contents of the green science learning model based on local wisdom to cultivate the character of caring for the environment, questionnaires, and student responses.

B. Research Sample and Instrument

To implement and evaluate product development, a sample of 32 students was taken at Bumiayu Junior High School, Brebes Regency, Indonesia to collect response data. Evaluation of the application of student worksheets was taken using a questionnaire and student responses. The student response instrument using student worksheets also uses a response questionnaire. Both instruments use a Likert scale of 1-4 with a description of a score of 1 is not good, a score of 2 being quite good, a score of 3 being good, and a score of 4 being very good.

C. Data Analysis

The feasibility test data is used to determine the feasibility of the product that has been developed through expert validation, which consists of 3 experts including material experts, technology media, and models. Furthermore, implementation is carried out to students to determine student responses using student worksheets. Taking expert validation sheets and student response questionnaires through qualitative data which is converted into quantitative data with a Likert scale of 1-4. Furthermore, the data is analyzed and considered feasible if it is declared valid using descriptive analysis. Based on the following equation (1):

$$P = \frac{\sum x}{\sum x^i} \times 100\%$$

Info :
- $P$ : percentage of expert/practitioner validity.
- $\sum x$ : total number of respondents' answers.
- $\sum x^i$ : the total number of ideal scores in one item.
The data from the implementation of the use of e-books based on Google sites in the local wisdom-oriented green science learning model were analyzed through multiple regression tests. Multiple regression test aims to determine the effect of the use of e-books through Google sites in the local wisdom-based green science learning model on the character of environmental care. By using the IBM SPSS 25 application in multiple regression tests with the following hypothesis:

H₀ The variable of e-books based on Google sites in the local wisdom-oriented green science learning model affects the character of caring for the environment.

H₁ Variable e-books based on Google sites in the green science learning model oriented to local wisdom do not affect the character of caring for the environment.

The multiple linear regression equation used for data analysis on Eq. (2).

\[ Y = a + b_1X_1 + b_2X_2 \] (2)

According to equation (2), the values of \( X_1 \) and \( X_2 \) are independent variables of the study with \( Y \) as the dependent variable. Where \( a \) is a constant coefficient, \( b_1 \) is a variable coefficient of \( X_1 \) and \( b_2 \) is a variable coefficient of \( X_2 \) which is obtained from the results of data analysis.

The result of the multiple regression test is interpreted that the significance value of the SPSS calculation results is less than the degree of freedom, which is 5% (Sig. < 0.05), then the hypothesis \( H_0 \) is accepted. This means that there is an influence on the use of e-books based on Google sites in the green science learning model oriented to local wisdom on the character of caring for the environment. Conversely, if the significance value is more than 5% (Sig. > 0.05), then there is no effect, meaning that \( H_0 \) is rejected.

### III. RESULT AND DISCUSSION

The findings and discussions were carried out by developing an e-book of local wisdom oriented towards green science learning through the ADDIE design. The development of this e-book product was validated by several experts to test its feasibility. Then it was tested and evaluated on improving the attitude of caring for the environment in junior high school students. The ADDIE development process is produced as follows:

#### A. Analysis Stage

The analysis stage is carried out by analyzing needs, materials, and the environment. At this stage, as complete information as possible is extracted to obtain everything needed to proceed to the next stage. The analysis phase is carried out by direct observation of students, teachers, curriculum, and the school environment. The needs, material, and environmental analysis stages are carried out by analyzing essential learning materials and learning media so that they can be used in learning that relates to these myths and fosters an attitude of caring for the environment. The results of observations for the analysis of needs, materials, and the environment in the development of learning media, the following is a description of the analysis:

#### Table II. Description of the Analysis Stage

<table>
<thead>
<tr>
<th>No.</th>
<th>Aspects analyzed</th>
<th>Analysis Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Need analysis</td>
<td>Innovative natural science learning based on technology without losing cultural and environmental values. By using an e-book-based Student Worksheet in which students interact in learning activities.</td>
</tr>
<tr>
<td>2.</td>
<td>Material Analysis</td>
<td>Natural science learning has themes and materials that can be related to cultures such as mythical culture and the environment. All of Indonesia has a wide variety of cultures and nature because it is an archipelagic country.</td>
</tr>
<tr>
<td>3.</td>
<td>Environmental Analysis</td>
<td>The education sector can contribute to environmental sustainability. Students are taught indirectly through learning in nature.</td>
</tr>
</tbody>
</table>

Table II shows the need for learning that combines learning about natural science, culture, and technology to develop e-books based on Google sites in a green science model oriented to local wisdom to foster an attitude of caring for the environment.

#### B. Design and Development Stage

The next stage is product development, namely from product drafts according to Fig. 3. The use of Google sites is easy to use in the process of making e-books, without using complicated web coding, you can create good website features.

![Fig. 3. Product Draft Start Page View.](image-url)
TABLE III. MODEL EXPERT VALIDATION SCORE

<table>
<thead>
<tr>
<th>No.</th>
<th>Assessment Indicators</th>
<th>Score</th>
<th>Percentage Conversion Score</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Products are presented systematically</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>2.</td>
<td>Each technology-based activity presented has a clear purpose</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>3.</td>
<td>The activities presented can foster conceptual understanding, environmental care attitudes, and observation skills</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>4.</td>
<td>The product provides sufficient answer space</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>5.</td>
<td>Use of google sites</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>6.</td>
<td>The language used is following the level of students' cognitive development</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>7.</td>
<td>The language used is communicative</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>8.</td>
<td>The sentences used are clear and easy to understand</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>9.</td>
<td>Clarity of instructions or directions</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>total score</td>
<td></td>
<td>31</td>
<td>86.11</td>
<td>Valid</td>
</tr>
</tbody>
</table>

TABLE IV. MATERIAL EXPERT VALIDATION SCORE

<table>
<thead>
<tr>
<th>No.</th>
<th>Assessment Indicators</th>
<th>Score</th>
<th>Percentage Conversion Score</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Products are presented systematically</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>2.</td>
<td>Each technology-based activity presented has a clear purpose</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>3.</td>
<td>The activities presented can foster conceptual understanding, environmental care attitudes, and observation skills</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>4.</td>
<td>The product provides sufficient answer space</td>
<td>4</td>
<td>100</td>
<td>Valid</td>
</tr>
<tr>
<td>5.</td>
<td>Use of google sites</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>6.</td>
<td>The language used is following the level of students' cognitive development</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>7.</td>
<td>The language used is communicative</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>8.</td>
<td>The sentences used are clear and easy to understand</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>9.</td>
<td>Clarity of instructions or directions</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>total score</td>
<td></td>
<td>32</td>
<td>88.89</td>
<td>Valid</td>
</tr>
</tbody>
</table>

Even by using the Google websites that we have designed, they can be accessed in the form of a smartphone display as shown in Fig. 4. The goal is to facilitate access so that students can use it anywhere and anytime.

The feasibility test of the product development draft from Fig. 3 and Fig. 4 was carried out through a Forum Group Discussion (FGD) between product makers and experts who assessed the feasibility of the product. Each expert who participated in the FGD provided an assessment and suggestion for the product. The results of the e-book validation questionnaire based on Google sites in the local wisdom-oriented green science model from the Learning Model Experts obtained scores according to Table III.

Following Table III, the total score is 31, and the conversion score is 86.11%, so it is included in the Valid category. From the two scores, according to experts, the product model is valid and suitable for use in learning. Suggestions from model experts are to realize the application of e-books in the learning of green science models oriented to local wisdom with student activities in the environment.

The results of the e-book validation questionnaire based on google sites in the local wisdom-oriented green science model from the Material Experts obtained scores according to Table IV.

Based on Table IV, the total score of 32 is calculated, and conversion score is 88.89, so it is included in the Valid category. From the two scores, according to the expert, the product material is valid and feasible to be implemented or applied in learning. Suggestions from material experts for product development, namely the learning theme is made to foster an attitude of caring for the environment.

The results of the questionnaire validation assessment of e-books based on google sites in the local wisdom-oriented green science model from Media Technology and Information Experts obtained scores according to Table V.
TABLE V. MEDIA TECHNOLOGY AND INFORMATION EXPERT VALIDATION SCORE

<table>
<thead>
<tr>
<th>No.</th>
<th>Assessment Indicators</th>
<th>Score</th>
<th>Percentage Conversion Score</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Products are presented systematically</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>2.</td>
<td>Each technology-based activity presented has a clear purpose</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>3.</td>
<td>The activities presented can foster conceptual understanding, environmental care attitudes, and observation skills</td>
<td>3</td>
<td>75</td>
<td>Valid</td>
</tr>
<tr>
<td>4.</td>
<td>The product provides sufficient answer space</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>5.</td>
<td>Use of google sites</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>6.</td>
<td>The language used is following the level of students' cognitive development</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>7.</td>
<td>The language used is communicative</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>8.</td>
<td>The sentences used are clear and easy to understand</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td>9.</td>
<td>Clarity of instructions or directions</td>
<td>4</td>
<td>100</td>
<td>Very Valid</td>
</tr>
<tr>
<td></td>
<td>total score</td>
<td>35</td>
<td>97.22</td>
<td>Very Valid</td>
</tr>
</tbody>
</table>

Based on Table V, the total score is 35 and the result of the calculation of the conversion score is 97.22, so it is included in the Very Valid category. From the two scores, according to the Media Technology Expert, the product is very valid and feasible to be implemented or applied in learning.

Nine assessment indicators in validating e-books based on Google sites in a local wisdom-oriented green science model, each measuring the feasibility of several aspects. These indicators become the basis for the assessment of experts. Based on the scores obtained from the three experts, then the scores of the three experts on average obtained a score of 90.74% which means that the student worksheets are very valid and can be applied to local wisdom-oriented green science learning models.

The expert's assessment of the product is suitable for use in learning, the comments of the experts support technology as a means of learning media by combining culture. Due to the pandemic conditions that force people not to leave the house, learning is now adapting to online-based learning [17]. Through this e-book, students can be helped in re-learning the material because the content can be accessed anytime and anywhere. Expert comments regarding the development of e-books based on Google sites which are implemented in a local wisdom-oriented green science learning model must be applied in learning to find out how it affects students.

C. Implementation and Evaluation Stage

The implementation phase through the use of the product in grade 7 junior high school students as many as 32 students. The implementation is carried out by bringing students to open natural locations, precisely at Telaga Ranjeng in Brebes Regency, Central Java Province, Indonesia according to Fig. 5. This activity is carried out by integrating technology, namely e-books based on Google sites that can be accessed via smartphone applications.

Fig. 5. Students Conduct Learning Activities at Ranjeng Lake.

Students are asked to carry out activities according to the instructions on the student worksheets in the e-book while at Telaga Ranjeng as shown in Fig. 5. Student activities continue to apply the health protocol when interacting with the environment and the community around Telaga Ranjeng. The teacher only directs and guides in activities and explains learning material. After the students carried out the activity, a response questionnaire was distributed to find out the student's responses to the student worksheet. From the results of the student response questionnaires obtained in Table VI.

TABLE VI. STUDENT RESPONSE QUESTIONNAIRE RESULTS

<table>
<thead>
<tr>
<th>No.</th>
<th>Response Indicator</th>
<th>Total Score of Respondents</th>
<th>Percentage Conversion Score</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The e-book presented is interesting and based on information technology</td>
<td>120</td>
<td>93.75</td>
<td>Very Valid</td>
</tr>
<tr>
<td>2.</td>
<td>Each activity presented has a clear purpose</td>
<td>102</td>
<td>79.68</td>
<td>Valid</td>
</tr>
<tr>
<td>3.</td>
<td>Activities related to environmental care</td>
<td>104</td>
<td>81.25</td>
<td>Valid</td>
</tr>
<tr>
<td>4.</td>
<td>Clarity of description of local wisdom</td>
<td>122</td>
<td>95.31</td>
<td>Very Valid</td>
</tr>
<tr>
<td>5.</td>
<td>The clarity of local wisdom, namely the myth of Telaga Ranjeng in science learning</td>
<td>123</td>
<td>96.09</td>
<td>Very Valid</td>
</tr>
<tr>
<td>6.</td>
<td>Accuracy of presentation of material with learning objectives</td>
<td>120</td>
<td>93.75</td>
<td>Very Valid</td>
</tr>
<tr>
<td>7.</td>
<td>Environmental awareness in learning</td>
<td>123</td>
<td>96.09</td>
<td>Very Valid</td>
</tr>
<tr>
<td>8.</td>
<td>The suitability of the material with google sites-based technology media</td>
<td>107</td>
<td>83.59</td>
<td>Valid</td>
</tr>
<tr>
<td>9.</td>
<td>Use of standard and clear language</td>
<td>100</td>
<td>78.12</td>
<td>Valid</td>
</tr>
<tr>
<td>10.</td>
<td>The language used is communicative</td>
<td>119</td>
<td>92.96</td>
<td>Very Valid</td>
</tr>
<tr>
<td>11.</td>
<td>The sentences used are clear and easy to understand</td>
<td>124</td>
<td>96.87</td>
<td>Very Valid</td>
</tr>
<tr>
<td>12.</td>
<td>Ease of use</td>
<td>123</td>
<td>96.09</td>
<td>Very Valid</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>1387</td>
<td>90.29</td>
<td>Very Valid</td>
</tr>
</tbody>
</table>
Based on Table VI, the percentage score of student responses to student worksheets is 90.29%, indicating that students after using and carrying out activities on the student worksheets have a positive response. Judging from direct observation, students enjoy and have fun during learning. Enjoy the learning process based on technology, environment, and local wisdom. During the learning activities, students were supervised and observed to collect data on the environmental care characters that grew in junior high school students. The environmental care character data were analyzed through multiple regression tests to determine the effect of the independent variable (X_1 & X_2) on the dependent variable (Y).

The results of the partial variable test in multiple regression analysis are to determine the effect of each/partial of the independent variables (X_1 & X_2) on the dependent variable (Y) obtained following Table VII using SPSS 25 software.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>21.984*</td>
<td>13.142</td>
<td>1.673</td>
</tr>
<tr>
<td></td>
<td>X1</td>
<td>0.430*</td>
<td>0.118</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td>X2</td>
<td>0.368*</td>
<td>0.123</td>
<td>0.409</td>
</tr>
</tbody>
</table>

Based on Table VII in row X_1 obtained the value of Sig. 0.001 is smaller than the value of the degree of freedom, which is 0.05 (0.00 < 0.05). Supported by the value of t-count SPSS analysis results in Table VII in row X_1 get a value of 3.634 which is greater than the t-table that is 2.045 (3.634 > 2.045). The significance interpretation and t-test analysis show that the X_1 variable is the use of e-books based on google sites which affects the Y variable of caring for the environment.

This shows that the independent variable of e-books based on google sites can influence the development of environmental care characters for junior high school students. Through e-books based on Google sites in a green science model oriented to local wisdom, students are allowed to cultivate themselves individually with group collaboration. Research, by Harjono et al. [18] stated that e-books by adding interaction features by adding student activities, videos, and animations helped in strengthening students’ concepts. Alqahtani et.al [19] also in their research on the effectiveness of e-learning during a pandemic, the current e-learning needed must prioritize different individual learning and provide control to students in learning. Through interactive activities carried out in e-book content based on Google sites in a local wisdom-oriented green science model, students are invited to interact fully in learning activities.

The second independent variable analysis, seen in Table VII rows X_2, obtained the value of Sig. 0.006 is smaller than the value of the degree of freedom, which is 0.05 (0.006 < 0.05). Supported by the t-count row X_2, the result of the SPSS Table VII analysis is 2.994, the value is greater than the t table is 2.045 (2.994 > 2.045). The significance interpretation and t-test analysis showed that the variable X_2 was the implementation of the local wisdom-oriented green science model which affected the Y variable for the environmental care character. The green science model itself applies the concept of environmental-based natural science learning, coupled with an Indonesian local wisdom oriented that is obedient and protects the environment in its application. The research of Sera et al. [20], explains that local wisdom knowledge is considered very relevant to modern ecological principles so that it can be used in environmental or natural management. Ismawati [21] also stated that through local wisdom, we can instill environmental care with trusted habits and cultures. Christiawan [22] through strong local wisdom in an area can control the exploitation of nature, including forests. So, through learning the green science model oriented to local wisdom, students get to know environmental care by getting to know the culture that is embraced around them.

Then the results of the analysis of two independent variables (X_1 & X_2) on the dependent variable (Y). Data from e-books based on Google sites in a local wisdom-oriented green science model that is carried out to foster an attitude of caring for the environment. Based on multiple regression analysis using SPSS 25 software according to Table VIII.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>194,897</td>
<td>2</td>
<td>97,449</td>
<td>12,928</td>
<td>0.000</td>
</tr>
<tr>
<td>Residual</td>
<td>218,603</td>
<td>29</td>
<td>7,538</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>413,500</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on Table VIII in column Sig. shows a value of 0.000 when compared to the value of the degree of freedom of 0.05, the value is smaller (0.000 < 0.05). It is confirmed that the calculated F value is 12,928 which is greater than the F table value, which is 3.32 (F_{count} > F_{table}). Following the significant value and F value, a decision was made that the accepted hypothesis is that there is a simultaneous influence on the use of e-books based on google sites (X_1) in the green science model oriented to local wisdom (X_2) there is a simultaneous influence on environmental care characteristics (Y).

E-books based on Google sites in the green science model are oriented towards local wisdom to foster an attitude of caring for the environment, basically instilling in junior high school students to protect the environment, ecosystem management, and conservation. Due to the effects of a pandemic that does not allow students to go out for activities, as a result, they form a character who is indifferent to the environment [23]. Combining technology, and green science learning, namely learning natural sciences based on the environment and local culture can grow the character of caring for the environment. It is evident from the results of the SPSS analysis in Table VIII which shows the simultaneous effect on increasing the character of caring for the environment by using e-books based on google sites in a local wisdom-oriented green science model.
This can also be applied in learning in other schools so that students have a sense of concern for their environment. The values contained in local wisdom are closer and closer because they are part of everyday life so they are easy to understand. According to Glasson et al. [24] and Ilhami et al. [25] also stated that learning that links local content will deepen the material and increase the community's concern for environmental sustainability. According to Uge et al. [26], it is explained that local wisdom is rarely used properly, especially in learning it can have an impact on environmental sustainability. Sofyan et al. [27] also support local wisdom that is applied in learning, through modules based on local wisdom students can learn about the culture and the environment.

IV. CONCLUSION

The conclusion from the data analysis and discussion shows the success of combining information technology, green science learning and local wisdom through the development of e-books. The success of e-book development is shown by the percentage of the three experts, namely 90.74%, indicating that the e-book based on Google sites in a local wisdom-oriented green science model is declared valid and feasible to use. Activities and the use of student worksheets and from direct observation students enjoy and have fun during learning. The implementation also shows the results of multiple regression analysis of Sig. 0.000<0.05, which means that the development of an e-book based on Google sites in a local wisdom-oriented green science model influences and fosters an attitude of caring for the environment.

V. RECOMMENDATIONS FOR FURTHER RESEARCH

Indonesia has a diversity of cultures and rich natural resources so it is necessary to introduce students so that they know about culture and the environment as well as learn. It takes learning to link culture and the environment both in media, models, teaching materials, and other learning materials
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Abstract—In the sphere of IoT, one of the most significant issues is quality of service (QoS), which is critical for both developers and customers. As a result, IoT platform developers are working to enhance models that will meet consumer expectations in terms of IoT services meeting their expected specified levels of quality. The multidimensional architecture of the IoT platform, combined with the ambiguous mindset of consumers’ thinking, makes QoS evaluation a difficult process. As a result, this study seeks to solve these issues and proposes a new paradigm for assessing QoS in IoT ecosystems. The proposed approach evaluates QoS in two steps, with the goal of assessing QoS at all levels. To address the issue of uncertainty, the metric values and QoS were represented using a fuzzy logic method. The model correctly estimated the QoS for 50 services in the dataset, and the results show that 16 services are classed as high quality, while 25 are rated as medium quality and the rest rated as low quality.
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I. INTRODUCTION

The IoT service is a key component in IoT ecosystems and is actually considered to be the backbone of it. Obviously, service plays a crucial role in any IoT platform as it is always the center of attention for both providers and consumers, for after all, it is the source from which both ends of the equation are potentially going to benefit. In general, the concept of services as defined by [1] is the commercial transaction between two parties in which one party allows another to access specific resources. Recent years have witnessed a significant development in IoT market, in turn, the number of IoT services have increased rapidly. This rapid increase in IoT services has been on the rise due to the dramatic increase in the number of devices, that are considered the main source of IoT services. There is no unanimous opinion on the number of things that will connect to the Internet [2]. According to most surveys undertaken by reputable companies such as Gartner, HIS Markit, and Ericson, the number of internet-connected devices will reach nearly 30 to 50 billion in 2021. (excluding smartphones, tablets, and computers) [3]. However, according to a recent estimate which conducted by [4], the number of linked devices worldwide will approach 75 billion by 2025. This reported big jump in the number of devices gives an indication of the massive number of IoT services that we will have and underpins the projection of a significant increase in the number of IoT services in the near future.

This consequential growth in IoT market motivates huge number of consumers to adopt IoT services. However, one of the big challenges that face most of the consumers is how to find the services fulfilling their specific requirements among massive numbers of services that have similar functionality but different in non-functional attributes. Therefore, the IoT developers endeavor to develop IoT platforms that would allow consumers to have access to services meeting their requirements. One of the most requirements most consumers seek and are concerned with is the quality of Services (QoS). According to [5], QoS is the overall performance of a telecommunication system, computer network, or IoT platform, explicitly, the performance perceived by network or platform users, and there are numerous metrics used to measure performance. As QoS is a key metric in measuring the performance of IoT platforms, many researches have been conducted with the view to tackling the issue of QoS in terms of QoS metrics and assessment methods. Researcher in [6] addressed the challenge of how to meet the consumers QoS-based demand whereas [7] discussed the problem of how to calculate the aggregate QoS of a composite service.

As we have noticed, QoS has significant impact on IoT performance. Hence, many researches have been developed in order to address the all issues related to the QoS in IoT platforms. QoS assessment is one of the most challenging issues that must be taken into consideration in any IoT platform, for more explanation, to develop a convenient IoT platform that would allow consumers to get the services with the desirable level of quality, it is necessary first to have a convenient approach for assessment of the QoS. However, developing an assessment approach for QoS in IoT is a rather challenging task for several reasons including: initially, the architecture of IoT platforms is made up of many layers and each layer has a conspicuous impact on the QoS. Thus, firstly, we assume that assessment the QoS for one layer and ignore the other layers will give a result that doesn’t express the QoS for all IoT platform, secondly, calculate the QoS for all layers but deal with each result of layer individually also will affect the final result of QoS for IoT platform. On the other side, the non-functional attributes (QoS metrics) are represented in numerical values, in contrast, humans always think in inexact ways in their daily life, and used linguistic terms such as Short/tall, close/far, and hot/cold. Therefore, we assume that the way of representing the metrics of QoS has a great impact in the final results.
The goal of this work is to address the issues raised above by offering a new method for assessing QoS in IoT ecosystems. The suggested model examines QoS in two steps, with the goal of computing QoS at all layers. To address the uncertainty issue, we employed the fuzzy logic approach to describe metric values and compute QoS.

II. BACKGROUND

A. IoT Service Profile

The IoT service profile consists mainly of three models: Service profile, service model and service grounding, Fig. 1.

1) Service model: This model addresses the functional component of services at a high level; it specifies what a service does and is mostly used for service discovery [8].

2) Service profile: Mainly used for service selection. The goal of this section is to aid service selection by semantically describing the service's non-functionality. There are several QoS attributes that used to specify the non-functional of services such as: accuracy, reliability, security, reputation etc..

3) Service grounding: This section contains information about the message format and transfer protocol that are required for service invocation. Some models, for example, employ WSDL to deliver messages over common network protocols [9].

B. IoT Architecture from QoS Prospective

Form QoS prospective, IoT architecture made up of three layers, the perception layer, the network layer and the application layer, Fig. 2. In the perception layer we find the IoT devices from which services publish. The network layer represents the medium communication used to transfer services such as WiFi, ZigBee. The application layer is the interface where the end users access the services. Each layer has its own QoS metrics and based on these metrics the quality of services will be computed.

1) QoS of Perception Layer: This layer is the backbone of the IoT and it is described as the five sense organs of IoT ecosystems [10]. In this layer we find the IoT devices. These can be the edge devices such as sensors, actuators, RFID, cameras, GPS, wearable devices that interact with their environment. Several QoS metrics can be defined under this layer and they include:

a) Accuracy: Accuracy is one of the parameters that play vital role in QoS. Accuracy of sensor as defined by [11] is the greatest uncertainty between a sensor's actual value and the standard value defined at output settings.

b) Precision: Precision refers to the sensors' capacity to measure the deviation in the output obtained when the same signal is measured repeated under the same conditions [11].

c) Reliability: Reliability provides a high degree of trust and trustworthiness during the operation of IoT systems [12]. The reliability also reflects the ability of systems to recover and self-configure in the changing environment.

d) Sensor Time Constant (τ): A sensor constant time is defined as the time required for the sensor reading/output to reach to 63.2% of its total step change in measurement” [13].

e) Response Time: It is defined as the time taken by the sensors to change its output state with the change in input parameters. The Sensors that have low response time are more desirable for any application [11].

2) QoS of Network Layer: Network layer connects the IoT devices to other smart objects, servers, and network devices, it is considered as an intermediate between the application layer and perception layer [14] [15]. Several QoS metrics can be defined under this layer and they include:

a) Bandwidth: Represents the measured amount of data that transmitted over network at a given period of time. For accessing, the ones with a high available bandwidth are preferred for accessing [11].

b) Reliability: If the packet arrives at its destination without any loss or security breach, the service is considered reliable. [15].

c) Availability: Availability represented as the percentage of time, in a specific time interval, during which network components such as (a server, cloud service, or other machine) can be used for the task that it was mainly designed and created for [16] [17].

d) Security: There is an increasing demand for security among the IoT users. Most of the users want to ensure that the network used to provide IoT services is secure and the information provided will be treated confidentially [18].

3) QoS of Application (Cloud) Layer: It is responsible of providing the user with application-specific services. or what the user interacts with [19]. Several QoS metrics which can be defined under this layer and they include:

a) Price: The price of getting services in IoT is one of the metrics that reflects the QoS.

b) Reputation: Reputation of IoT services is measured based on the individual’s experience and reviews. Many
services selection approaches are customized based on the preferences [20].

c) Availability: As in sensor layer the availability also used as metric of QoS in application layer. It can be defined as a probability ratio that the service is operational and accessible when selected [21].

III. RELATED WORK

The non-functional or QoS attributes are the key criteria when IoT end users need to select specific service to perform specific task. Therefore, it is important to develop an approach that allows providers of services to evaluate the QoS before making them available for the end users. Recently, many researches have been developed in order to improve tools to calculate or assess the QoS.

A study conducted by [22] investigated the problem of how to find the best service providers that offer smart parking services. The researchers identified 25 parameters that play a vital role in identifying the QoS in such a service. In [23], investigated the most suitable QoS criteria for optimal services selection problem in composition and classify them to the negative and positive criteria. In order to develop a good services evaluation model for IoT environment, a model based on multi-objective decision making (MODM) is proposed by [24]. The parameters that used to assess the QoS are: battery energy cost RE, CPU cost RC, memory usage RM, user-friendly RU and network bandwidth usage RB. The result obtained showed that this model successfully evaluated the QoS. A model based on fuzzy logic is developed by [25] in order to propose an assessment method to evaluate the level of QoS in IoT. The authors used execution time and reliability as the measurement metrics to the QoS. Fuzzy Logic Estimating Level (FLEL) estimates the QoS level by performing many tests. To evaluate the model, the researchers compares the proposed model with the existing model such as a Randomization Test (RT) and the estimating method by a Single Test in Steps (STS), and the result revealed that the efficiency of the FLEL is close to the STS and RT or even higher through the comparison of Average Paased Times APTs. in [26], a model developed to assess the QoS in IoT network layer. The parameters used in this study are end to end delay, energy consumption, energy fairness, jitter, throughput, routing load, packet delivery ratio and normalized routing overhead. The QoS of each parameter is evaluated by testing the performance of each parameter by increasing and decreasing the number of nodes in IoT network. The result obtained showed that, as the number of nodes grows, the performance of QoS measures such as end-to-end delay, energy consumption, energy fairness, routing load, and normalized routing overhead improves.

In [27], a model for evaluating QoS is developed based on five attributes. The attributes are classified in two categories: positive attributes (reliability, reputation, security) and negative attributes (cost, response time). To compute the QoS, the weight for each attribute is identified based on users’ preferences, then the QoS is aggregated for negative and positive attribute separately using tow aggregation formulas.

To improve the services selection, [28] developed QoS model based on three components of IoT (things, communication and computing). The model provides description to the services in all three components. The aim of this study is to improve the services selection by considering the QoS in the three mentioned components. Evaluation of the quality of services in the proposed model passes through three steps: first the QoS parameters will be identified; secondly, the weight of each QoS parameter is calculated using Analytic Hierarchy Process (AHP) method. In the last steps the IoT services are ranked by using Order Preference by Similarity to Ideal Solution (TOPSIS). To validate the model, it compared with AHP, the evaluation showed that execution time taken by AHP- TOPSIS is less that than the time taken AHP.

A QoS model was established by [21] in order to compute QoS in the application layer. The main goal of this study is to tackle the issues of selecting the ideal service among similar functionally identical services and varied non-functionality needs. They classified the QoS factors into two categories: the first one is Business Quality Type (BQT), which assesses the quality of services from a business view point, the factors in this type like Reputation and Execution Price. The second type is System Quality Type (SQT). This type relates to the processing time of system and used factors such as Reliability, Availability and Response Time.

As we have seen, though the assessment of QoS in IoT ecosystems has been addressed by many researchers, however, some of the adopted solution developed based one specific layer and ignore the other layers. Moreover, most of the proposed solution did not consider the fuzziness of the QoS attributes. Therefore, in this paper is going to address all these issues by proposing new approach for computing the QoS in IoT ecosystems.

IV. ASSESSMENT QoS MODEL

In this research our assessment QoS model is based on a new approach. The model is based on three-layers IoT architecture as shown in Fig. 2. We used the fuzzy logic system to assess the QoS in each layer. The assessment of QoS performed in two stages (Fig. 3).

![Fig. 3. Show the Two Fuzzy Stages of Assessment QoS for IoT Services.](image-url)
In the first stage we have three FCSs which assess the QoS in perception layer, network layer and application layer. The metrics of each layer represent the inputs of the FCS. The result of this stage is three outputs named Perc_QoS, Nw_QoS and App_QoS, which represent the QoS of perception layer, network layer and application layer, respectively.

In the second stage the Perc_QoS, Nw_QoS and App_QoS obtained from first stage will be inputs of the FCS of the second stage. The result of this stage is the QoS which represents the final output of the system. The methodology that we used to perform the two stages mentioned is fuzzy control system which based on Lotfi A. Zadeh's fuzzy logic theory, which was developed in the 1960s to offer mathematical rules and functions that allowed natural language queries. The general idea behind the Fuzzy Logic is to mimic the way humans think [29], which tends to think in approximate rather than precise terms [30]. In other word, fuzzy logic is a method for describing and processing vague information that is commonly used by humans in their daily lives. Unlike traditional propositional logic, fuzzy logic assigns numeric values between 0 and 1 to each proposition in order to reflect uncertainty [31]. It is possible to calculate the degree to which an item belongs using fuzzy sets. For example, if a person is.83 tall, they are considered "rather tall." Fuzzy logic determines the shades of gray between black and white and true and false. The fuzzy logic control system typically consists of three major components, which are as follows:

1. Fuzzifier
2. Inference rules
3. Defuzzifier. These components represent the sequences processes of the fuzzy logic controller (Fig. 4).

\[
\mu(x) = \begin{cases} 
\frac{x-a}{b-a} & a \leq x \leq b \\
\frac{c-x}{c-b} & b \leq x \leq c \\
0 & \text{otherwise}
\end{cases} \tag{1}
\]

\[
\mu(x) = \begin{cases} 
\frac{x-a}{b-a} & a \leq x \leq b \\
1 & b \leq x \leq c \\
\frac{d-x}{d-c} & c \leq x \leq d
\end{cases} \tag{2}
\]

B. Inference Mechanism

This is the main intelligent control of this system. Forming the rules base doesn’t has systemic tools that can be used as standard in developing the fuzzy logic controller [30]. As a controller designed as expert system, thus, developing the rule base depend on intuitive knowledge and the experience.

C. Defuzzification

After examining the fuzzy rules, the defuzzification component of fuzzy logic converts the fuzzy data values into real-world data values, and these real-world data values are determined by the defuzzification method. Different methods are used for defuzzification process such Center of Gravity (SOG), Weighted Average method, Mean of Maxima (MOM) and Smallest of Maxima (SOM). These methods are set by the controller designer.

V. IMPLEMENTATION AND RESULTS

Based on the above definition and steps of developing FCS, we used Fuzzy Logic Designer in MATLAB to develop the proposed model. Our purpose of this research is to assess the QoS of IoT service in all layers. As shown in Fig. 3, the calculation of QoS will be performed in two stages:

![Fig. 4. Shows Fuzzy Logic Control System Architecture [32].](image)

![Fig. 5. Shows a Triangular Fuzzy Shape [34].](image)

![Fig. 6. Shows a Trapezoid Fuzzy Shape [35].](image)
A. Stage One

In this stage we develop three FCSs for the three layers. For straightforwardness we selected two metrics in each layer to represent inputs for FCS. Upcoming in this we will describe in details the steps of building the FCS for the three layers:

1) Fuzzification: For each layer we choose two QoS metrics to represent the inputs of the FCS. For example, we choose price and reputation for application layer, bandwidth and reliability for network layer and accuracy and response time for perception layer. Then we identified the fuzzy set of each input and outputs in each layer as showed in Table I and Table II.

We used triangular and trapezoid shapes to represent the fuzzy set for all inputs and outputs in the three layers.

2) The rule base: The inputs identified in the fuzzification step will be applied to a set of IF/then control rules in this step. The results of this step are combined to produce a set of fuzzy outputs. In our proposed model we have 2 inputs for 3 outputs which represent the QoS for IoT services in perception layer, network layer and application layer, these outputs are Perc_QoS, Nw_QoS and App_QoS respectively.

B. Result of Stage One

To test the new model, we used the random function in MATLAB to generate a data set of 50 services. By applying the model to this stage, the model successfully calculates the QoS for all 50 services in perception layer, network layer and application layer. The Table III shows random samples of results obtained in this stage.

C. Stage Two

The FCS for this stage is based on the outputs of the FCSs of stage one. As we mentioned before, we received three outputs from the FCSs of stage one, which are: App_QoS, Nw_QoS and Perc_QoS. These outputs will be the inputs of the FCS for this stage. To develop the FCS, we follow the same steps as in the first stage.

1) Fuzzification: In this step we identified the fuzzy set of the inputs parameters as shows in Table IV.

The result of this stage is one output which represents the QoS. And as the purpose of this research is to assess the Quality of IoT service and put it into three categories (high quality, medium quality and low quality), we identified the fuzzy set of the output based on these categories, Table V.
TABLE IV.  SHOWS THE MEMBERSHIP FUNCTION FOR INPUTS

<table>
<thead>
<tr>
<th>Inputs Parameters</th>
<th>Fuzzy set</th>
<th>Universe of Discourse</th>
</tr>
</thead>
<tbody>
<tr>
<td>App_QoS</td>
<td>Low, Medium, High</td>
<td>0–100</td>
</tr>
<tr>
<td>Nw_QoS</td>
<td>Low, Medium, High</td>
<td>0–100</td>
</tr>
<tr>
<td>Perc_QoS</td>
<td>Low, Medium, High</td>
<td>0–100</td>
</tr>
</tbody>
</table>

TABLE V.  SHOWS THE MEMBERSHIP FUNCTION FOR OUTPUTS OF FCS FOR STAGE TWO

<table>
<thead>
<tr>
<th>Outputs Parameters</th>
<th>Fuzzy set</th>
<th>Universe of Discourse</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS</td>
<td>Low, Medium, High</td>
<td>0–10</td>
</tr>
</tbody>
</table>

We used triangular and trapezoid shapes to represent the fuzzy set for all inputs and output in FCS Fig. 7(a-b-c-d).

Fig. 7.  Shows the Representation Fuzzy Set for Inputs and Output.

2) The rule base: As we have 3 inputs and 3 fuzzy set for each input, and referred to the equation (3), the number of the rules will be \( 3^3 = 27 \) rules.

3) The defuzzification: We received from the previous step the output which represents the QoS. To convert the fuzzy output to crisp form, we used MOM defuzzification method.

D. Result of Stage Two

The result obtained from stage one has become the dataset for stage two. By applying the dataset in this stage, the model successfully calculates the QoS for all 50 services which are based on the three layers. Table VI shows the final result we obtained and which represents QoS of some of the targeted services.

TABLE VI.  SHOWS QoS OF SOME OF SERVICES

<table>
<thead>
<tr>
<th>Service_ID</th>
<th>App_QoS</th>
<th>Nw_QoS</th>
<th>Perc_QoS</th>
<th>QoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.00</td>
<td>5.10</td>
<td>5.10</td>
<td>5.00</td>
</tr>
<tr>
<td>5</td>
<td>5.00</td>
<td>5.10</td>
<td>3.50</td>
<td>5.00</td>
</tr>
<tr>
<td>8</td>
<td>8.50</td>
<td>8.50</td>
<td>4.20</td>
<td>8.50</td>
</tr>
<tr>
<td>9</td>
<td>5.00</td>
<td>8.50</td>
<td>5.10</td>
<td>8.50</td>
</tr>
<tr>
<td>10</td>
<td>1.10</td>
<td>5.10</td>
<td>0.10</td>
<td>1.50</td>
</tr>
<tr>
<td>11</td>
<td>5.00</td>
<td>1.40</td>
<td>7.50</td>
<td>5.00</td>
</tr>
<tr>
<td>12</td>
<td>5.00</td>
<td>8.50</td>
<td>5.10</td>
<td>8.50</td>
</tr>
<tr>
<td>13</td>
<td>1.30</td>
<td>8.50</td>
<td>0.10</td>
<td>1.50</td>
</tr>
<tr>
<td>16</td>
<td>1.10</td>
<td>1.40</td>
<td>7.60</td>
<td>1.50</td>
</tr>
<tr>
<td>17</td>
<td>5.00</td>
<td>5.10</td>
<td>0.10</td>
<td>5.00</td>
</tr>
<tr>
<td>21</td>
<td>1.40</td>
<td>1.10</td>
<td>3.20</td>
<td>1.50</td>
</tr>
<tr>
<td>24</td>
<td>1.10</td>
<td>8.50</td>
<td>5.10</td>
<td>5.00</td>
</tr>
<tr>
<td>31</td>
<td>5.00</td>
<td>1.50</td>
<td>3.90</td>
<td>5.00</td>
</tr>
<tr>
<td>33</td>
<td>8.50</td>
<td>0.80</td>
<td>7.40</td>
<td>8.50</td>
</tr>
<tr>
<td>35</td>
<td>5.00</td>
<td>5.10</td>
<td>7.90</td>
<td>8.50</td>
</tr>
<tr>
<td>50</td>
<td>8.50</td>
<td>8.50</td>
<td>0.10</td>
<td>8.50</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

Through two stages our model calculated the QoS for 50 services. In the first stage the model calculated the QoS for all services in perception layer, network layer and application layer. Then in the next stage the model used the results of the first stage to calculate the QoS for all targeted services. Unlike other approaches which calculate QoS by focusing on some layers and ignore the other layers, or calculate the QoS in all layers but deal with each layer separately, our model evaluated the QoS in three layers and combined the results of all layers in order to get the final result which represents the QoS for all targeted services.

Based on the final result obtained and reference to the range of fuzzy set of QoS parameters that we identified earlier in the FLC Fig. 7(d), we have successfully classified the all services into three categories: high quality services, medium quality services and low quality services. Based on this classification: the number of high quality services is 16, the number of the medium quality services is 25 and the number of the low quality services is 9.

Our findings show that our model was able to calculate the QoS for all services in the dataset. As a result, the model will be of great assistance to service providers by providing them with convenient tools that allow them to accurately assess QoS before delivering it to end users. In addition, the model enables end users to request services using linguistic terms rather than numerical values. When compared to existing models such as AHP-TOPSIS, our developed model is more flexible while AHP-TOPSIS is very restricted because the end user is required to use numerical values to identify the weight of each metric. To explain this point, for example suppose that we have a user need an IoT services with a medium quality. AHP-TOPSIS the user must use numeric value as the model does not support fuzziness. The user has to say "I need a service with..."
quality = 55\%\), but if there is no service with exact number in registry, the system will replies “null”, maybe in registry there are services with medium quality = 56 or 54, But because the AHP-TOPSIS model is very restricted, the other services will not be recommended to the end user. In our model we have solved this problem by using fuzzy logic technique. Instead of use numbers, end user just has to say (“I need a service with a medium quality”), immediately the model will recommend 25 services that match the user requirement.

To validate the model, we compare its execution time with AHP-TOPSIS. AHP-TOPSIS took 0.0386 second to rank 50 services, whereas our model took 0.2274 second to assess QoS for 50 services. This slight increase in execution time in our developed model is due to the model calculating QoS across all layers and then aggregating the results to obtain the final results.

VII. CONCLUSION

Delivering a service that meets certain standards of quality demanded by end users in the realm of IoT has clearly piqued the interest of many academics. As a result, it is essential to first build a model that allows IoT service providers to measure QoS before making them available to users. We solved this issue in this research by building a novel model that allows us to calculate QoS for all targeted services. The main contribution of this model lies in the evaluation of QoS in IoT platforms at the level of three layers. Moreover, the model used the fuzzy logic system in order to support the uncertainty thinking of humans. Over all, the model provides IoT services providers with a convenient tool which allows them to evaluate QoS for all available services. In future work, firstly we will try to improve the performance of the model, then we will use the results obtained from this model to develop a selection model that would allow IoT service consumers to select the kind of services meeting the levels of Quality they anticipate and look for.
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Design and Usability Study of Hypertension Management Guideline Mobile Application with Hypertension and Non-hypertension Patients
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Abstract—Hypertension is currently rising steadily among the world population. The first level of screening to know whether one is suffering from hypertension is essential as this lays the foundation for the actual diagnosis. This research details the user interface design and usability evaluation of the hypertension management guideline. The proposed mobile application prototype assists people in screening themselves with regards to hypertension based on symptoms. This prototype also acts as a sharing platform for hypertension patients to help them share their concerns and advice within the related online community. The eye-tracker experiment was used to support the visual strategy of the prototype design. In studying the usability of the mobile application, an experiment carried out with two groups of people, of which one group of people have hypertension. In contrast, the other group of people do not have hypertension. An independent-samples t-test conducted to compare the user performance scores using the proposed prototype. Based on the usability study, both user groups understood and used the applications with ease. However, the findings revealed there was a significant difference in overall scores for hypertension patients and non-hypertension patients. The findings of this study could help software developer design an effective application for hypertension guideline tool for monitoring health and well-being.

Keywords—Hypertension management guideline; hypertension patient; hypertension symptoms; user interface; user experience

I. INTRODUCTION

High blood pressure (hypertension) is not usually something that one can feel or notice. It does not give any symptoms ahead or apparent signs. The only way to know that one is suffering from high blood pressure is to have it measured [1-2]. Recently in 2015, a survey was conducted by National Health and Morbidity concerning hypertension. Based on the overall prevalence of hypertension, 30.3% hypertension-related disease is among adults of 18 years and above in Malaysia. Apart from age, hypertension patients are also categorized based on the grouping of areas. In rural areas, the prevalence of people suffering from hypertension is 33.5% compared to an urban area with a percentage of 29.3%. Other findings from the survey are that the overall percentage prevalence of people suffering from hypertension according to their gender is lower among females with 29.7% whereas higher among males with 30.8%. The survey result provides the observation that hypertension diseases can attack anyone regardless of their age, gender, and even their place [3]. This evidence directs that hypertension is a severe and dangerous disease and should be firmly dealt with as it can also lead to death.

The information gathered helps to conduct an in-depth study which in turn helps in creating an application that can help hypertension patients [4]. Various difference methods have used to build a related mobile app [5-9]. However, based on previous studies, it is found that most related applications provide guidance that is too general and less helpful for patients with different symptoms. In this study, a user-centred approach is adopted in designing Hypertension Management Guideline mobile app for helping the hypertensive patients. Interviews were conducted with hypertension patients as used in Jolles et al. [10] to get to know more about the hypertension disease and how they handled the condition. Also, two different groups of people were invited, one group that suffers from hypertension disease and another group that does not suffer from hypertension disease. This study also used the visual strategy with an eye tracker in order to find out the pattern behaviour of the selected users looking at the proposed mobile app design. The proposed framework also supports a simpler user interaction through the user interface. In the following section, the brief description of Hypertension Management Guideline mobile app prototype is developed as MYHpGuide and the methods used to complete this study are discussed.

The rest of the article is structured as follows. Section 2 details the recent literatures of the prototypes used for self-diagnosis of hypertension; Section 3 illustrates the materials and methods used for the development of proposed prototype design; Section 4 describes the prototype design and user experimental results; and finally, Section 5 concludes the paper.

II. RELATED WORK

In this technology era, people are quite advanced and prefer to self-diagnose their ailments with the help of the World Wide Web before visiting the doctors. In the case of hypertension, self-screening helps the patients to measure their blood pressure, symptoms, and diagnose their disease [11].

Carrera et al. [12] offer a user-friendly high blood pressure (HBP) app to monitor hypertensive patients. The HBP app called BP control is an Android and IOS app which allows the hypertensive patients to communicate their blood pressure measurements with their clinician, thus providing monitoring
and diagnosis. Cruz et al., [13] propose a mobile application called HeartBeat+ for recording and monitoring blood pressure readings for hypertensive patients. It provides an easy way for self-monitoring. The application is a combination of a mobile application for patients and web applications for the clinician to monitor the status of their patients. The web application keeps track of the vital records of the patient, charts of the previous readings, medical history, allergies, habits, and medications. The mobile application can be used by hypertensive patients to feed and monitor their vital signs, daily activities, medications, and food intake. In turn, it helps in identifying what triggers the patients’ high blood pressure every time.

Alvarez et al., [14] provide a hypertension prevention method in the lower economic region of Peru with information and communication technology. In this paper, a mobile application called Wondershare-MobileGo is used, which provides a record of the blood pressure of the patients in real-time. Some of the papers also focus on using smartwatch along with smartphone and mobile applications for blood pressure monitoring [15]. Schaeffer et al., [16] present a prototype in his paper that combines an Android application called Lifestyle App, a smartphone, and a smartwatch which all integrated with a Server Lifestyle. The data input from the smartwatch and the smartphone application integrates with the server which lets to several abstract concepts of connection and communication between different devices, which facilitates the development of better lifestyle for patients based on the blood pressure measurement and daily activities.

Meanwhile, Pulgarin et al., [17] study presents the integration of a physical arterial blood pressure monitor with a web server with the help of WIFI interconnection module. They use a wrist blood pressure monitor that measures the heart rate, systolic, and diastolic pressure data, which in turn stores the measured data in an EEPROM storage memory with I2C connectivity, integrates with a Wi-Fi interconnection module to enable communication with the server [18]. The major drawback of conventional hypertension management system is its higher cost of purchasing and system maintenance.

III. MATERIALS AND METHODS

The overview of the design, development and evaluation phase of the proposed model is illustrated in Fig. 1.

![Fig. 1. Overview of the Design, Development and Evaluation Process. Milestones: Application Discussion Study (Rough Dotted), Concept Development (Medium Dotted), Visual Strategy and usability Evaluation (Dense Dotted), and Summative Evaluation (Solid Line).](image)

A. Identifying User Needs

An experiment was carried out to identify the user needs on the proposed prototype applications. Two main user groups were involved in this experiment. The first group comprises of hypertension patients who have experience with other hypertension applications previously, and the second group includes non-hypertension patients. To gain information and in-depth understanding of hypertension disease, a focus group discussion was conducted from the perspectives of hypertension patients. Each talk was audio recorded. A survey was also conducted with a set of questionnaires with other people on their requirements of the related applications.

B. Prototype Design

Low fidelity prototype has been designed based on the findings of identifying user requirements experiment and Gestalt Principle [19]. Also, the visual strategy is used by conducting eye tracker experiment for the proposed prototype screen and layout design. The proposed prototype design was also tested using an eye tracker device and software called Tobbi Pro. The device detected the movement of the user's eye during the testing of the application's user interface [20]. The device is linked to the software and generates a heat map based on the user's eyes focus during the testing of the user interface.

C. User Experiment

Ten participants are chosen for the usability study of MYHhGuide mobile application. Those who are non-hypertension patients were eager to take part to know more about this application. After the testing, the participants need to give their opinion about the app. Smartphones and laptops were used as a platform to do the testing. The instructions were given to each participant on how to use the proposed prototype mobile application. Below are the tasks that assigned to the participants for the experiment:

Task1: Use the search bar and select headache symptom
Task2: Browse and select headache symptom guidelines
Task3: Bookmark, like and share headache symptom guidelines
Task4: Give feedback on headache symptom guidelines by typing "The guidelines were very helpful" on the feedback box for bulleted list.

IV. RESULTS AND DISCUSSION

A. Identifying user Needs

The results from the interview indicate that most hypertension and non-hypertension patients come from various age ranges for both men and women. Thus, it is concluded that the proposed application design and directions should not be complicated and rather be friendly to the user so that the application is accessible among adults and elderly users. The main component is consisting of sets of guidelines to manage hypertension disease. The priority of proposed system feature and functionality of hypertension management guideline application is divided by hypertension and non-hypertension patients. Table 1 shows the percentages of hypertension and non-hypertension group who have chosen each component.
TABLE I. PRIORITIES OF NON-HYPERTENSION AND HYPERTENSION ON HYPERTENSION MANAGEMENT GUIDELINE APPLICATION COMPONENTS

<table>
<thead>
<tr>
<th>Component of Self-care Application</th>
<th>Hypertension (%)</th>
<th>Non-Hypertension (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Monitoring</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Diet</td>
<td>70</td>
<td>86</td>
</tr>
<tr>
<td>Exercises</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Personal Data</td>
<td>75</td>
<td>90</td>
</tr>
<tr>
<td>Activities Planning</td>
<td>55</td>
<td>70</td>
</tr>
<tr>
<td>Goal Setting</td>
<td>90</td>
<td>97</td>
</tr>
<tr>
<td>Online Education</td>
<td>45</td>
<td>88</td>
</tr>
<tr>
<td>Forum</td>
<td>39</td>
<td>80</td>
</tr>
<tr>
<td>Social Support</td>
<td>98</td>
<td>80</td>
</tr>
<tr>
<td>Alert / Reminder</td>
<td>56</td>
<td>88</td>
</tr>
<tr>
<td>Coaching</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>Meditation</td>
<td>89</td>
<td>77</td>
</tr>
<tr>
<td>Reward System</td>
<td>45</td>
<td>56</td>
</tr>
</tbody>
</table>

B. Prototype Design

Our proposed prototype is MYHpGuide application, as shown in Fig. 2(a), a hypertension management guideline application on a smart phone that designed specifically for patients diagnosed with hypertension. It has a database of hypertension guideline management for a patient to refer. Other than that, user can also like, share, save and give feedback for any guideline that they want as illustrated in Fig. 2(b).

In the first task, participants need to type "headache" as a symptom in the search box, as shown in Fig. 3 below. Participants can also browse through the symptoms already shown in the app and can choose the headache symptom and or choose any other additional symptoms as per their need. However, some participants were confused about attempting the first task, as most thought that they can only choose the symptoms shown in the list and not type in.

In the second task, the participants need to browse the headache symptom guidelines and select the proper guidelines, as shown in Fig. 3 (Task 1). A list of hypertension guidelines regarding the headache symptom is shown in a list (Task 2). The list view of guidelines shows the title and a short description of the guideline, including the number of people who have read it. In the third task, the participants need to bookmark, like or share the headache symptom guidelines. The application allows the participants to like and share the guidelines if the participants think that the guidelines are helpful. A bookmark button provided so the participants can save the guidelines for future use. The final task for the participants was that the users could give feedback for the guideline that they choose. A feedback box was provided for the users to share their thoughts and comments regarding the guidelines.

C. Visual Strategy

The primary purpose of the visual strategy in the usability study was to identify the suitable user interface design. The group conducted the visual strategy by using the eye tracker test. In the Color mapping result, the region where the eye focused longer represented with an increasing degree of a warmer colour. For the front page, Fig. 4 shows the logo of the apps had the warmest tone because it had the most observation from the test by the users.

Other than that, the result for the guideline page shows that the author’s name had the warmest tone because the users were inquisitive about the author app, as shown in Fig. 5.

Fig. 2. Front Page (a) and Main Menu of MYHpGuide Application (b).

The task given to participants is to take note of the time in which they complete a task, their understanding of the tasks and tracking their eyes to understand their point of focus. These parameters were noted for both the participating groups.
Fig. 4. Heat Map for Front Page of MYHpGuide Apps.

Fig. 5. Heat Map for Guideline of MYHpGuide Apps.

Lastly, Fig. 6 shows the result of the guideline system main menu. The results show that the users were more keenly observing the logo of each menu as all the logos had the warmest tone, especially for bookmarks and guideline menu logo.

D. User Experimental Results

An independent-samples t-test conducted to compare the performance scores for hypertension patients and non-hypertension patients. There was a significant difference in scores for hypertension patients (M=3.33, SD=0.08) and non-hypertension patients [M=4.08, SD=0.33]; t(8)=-5.41, p<0.01]. The magnitude of the differences in the means is (eta squared=0.079). Based on the result, all participants successfully managed to complete all the task given. Table II shows the result of user performance. For task 1, 2, 3 and 4, the time difference between the users spending their time on the application was not too big between the two groups. All the data have been recorded in Table II as shown, the time users spend using the application (minutes) with the task given to two groups of hypertension patients and are non-hypertension patients are provided. The result shows that the mean difference between hypertension patients (m=3.3333) and non-hypertension patients (m=4.0750) is approximately 7 second apart. When compared with all the tasks, the value may seem significant, but in real life situation, the 7-second difference is not that big and noticeable.

<table>
<thead>
<tr>
<th>TASK</th>
<th>The Time Users Spend Using the Hypertension Management Guideline Mobile Application (minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
</tr>
<tr>
<td></td>
<td>(HP)</td>
</tr>
<tr>
<td>Task 1</td>
<td>0.8</td>
</tr>
<tr>
<td>Task 2</td>
<td>1.0</td>
</tr>
<tr>
<td>Task 3</td>
<td>0.5</td>
</tr>
<tr>
<td>Task 4</td>
<td>1.1</td>
</tr>
<tr>
<td>TOTAL TIME</td>
<td>3.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RESULT</th>
<th>Type of Participant</th>
<th>Amount of Participant</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hypertension Patient (HP)</td>
<td>6</td>
<td>3.3333</td>
<td>0.08165</td>
</tr>
<tr>
<td></td>
<td>Non-Hypertension Patient (HP)</td>
<td>4</td>
<td>4.0750</td>
<td>0.33040</td>
</tr>
</tbody>
</table>
However, it still shows the difference between the performances of the two-user group to complete the task. The standard deviation of hypertension patients overall time taken to complete all tasks is more prominent (SD: 0.33040) than non-hypertension patients (SD: 0.08165). It proves that, in using the hypertension guideline management application, non-hypertension patients take more time than hypertension patients.

Usability testing result was analyzed; both groups can complete all given tasks successfully. In using the MYHpGuide application, non-hypertension patients take more time than hypertension patients to complete all task. An independent-samples t-test showed that there was a significant difference in time taken to complete all the tasks between hypertension patients and non for non-hypertension patients. This result may be due to the lack of experience of non-hypertension patients with hypertension symptoms and related terminology. Compared to non-hypertension users, patients with hypertension are using the proposed apps efficiently, and they took a shorter time to complete all task given because they already familiar and have some experienced with various hypertension symptoms.

The result from the eye tracker test shows that users focused more on visual content (e.g., icons and graphics) compared to words. It can also be concluded that user’s eye is more focus on symbols rather than texts because users maybe need to identify and analyze the logo meaning. Other than that, the eye tracker test results also show that users may be more interested in looking at the name of the author's guideline because of their curiosity (see Fig. 5(B)).

It can also be concluded that the eye heat tracker test used on the visual strategy for the proposed design is sufficient to prove the understanding of the target user on the user interface features and the structure of the proposed application. Other than that, the result also shows the design strength and weakness that have on the user interface design, which can guide us to improve the user interface design of related applications.

V. CONCLUSION

The ability of user-centered design in considering the user’s needs, devise a plan to meet them, and direct the elderly person’s perspective to a positive attitude, has made it plays a significant role throughout the design phase of mobile application for hypertension management guideline. The result shows that the app presented in this paper has a higher engagement of user interaction with the features present in the user interface. Based on the heat map, it can be concluded that the visual engagement with icon and graphic has higher interaction and ease of use for the user. It is also observed that the hypertension group users spend less time on each task as they usually use other similar apps and are experienced with this, while the other non-hypertension group users take more time to get to know each feature in the app. The reported usability evaluation demonstrates that hypertension user performs positively with ease. The app can assist them and provide considerable benefit with the interaction with other similar hypertensions user. This study could help in designing an effective application for hypertension guideline and innovative tool for monitoring health and well-being during daily life activities.
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Abstract—Handwritten character recognition is the most critical and challenging area of research in image processing. A computer's ability to detect handwriting input from various original sources, such as paper documents, images, touch screens, and other online and offline devices, may be classified as this recognition. Identifying handwriting in Indian languages like Hindi, Tamil, Telugu, and Kannada has gotten less attention than in other languages like English and Asian dialects like Japanese and Chinese. Adaptive Moment Estimation (ADAM), Root Mean Square Propagation (RMSProp) and Stochastic Gradient Descent (SGD) optimization methods employed in a Convolution Neural Network (CNN) have produced good recognition, accuracy, and training and classification times for Telugu handwritten character recognition. It’s possible to overcome the limitations of classic machine learning methods using CNN. We used numerous handwritten Telugu Guninthalu as input to construct our own data set used in our proposed model. Comparatively, the RMSprop optimizer outperforms ADAM and SGD optimizer by 94.26%.
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I. INTRODUCTION

In today's world, the internet is brimming with images and video representations, providing sufficient opportunity for building numerous research applications for image and video analysis [1] to educate people about more complex material and techniques. With the rise of Artificial Neural Networks, machine learning has advanced significantly in recent years (ANN). These ideas enhance the model's capabilities beyond machine-learning tasks and other domains. Convolutional neural network (CNN) architecture has been considered as one of the most inventive. Using CNN in image processing became clearer and more beneficial as ANN performance deteriorated in object recognition and image classification. As better CNN became accessible, research using CNN in image processing domains grew dramatically [2-4]. CNNs have had a lot of success in various domains, including computer vision, natural language processing, and speech recognition.

One of the most widely used machine learning models is CNN which has been expanded to handle a wide range of visual image applications, item classification, and audio identification challenges by applying mathematical representations. Multi-layer network structure that may be learned and consists of several layers [5]. Raw pixel values may be utilized as input to the network instead of feature vectors, which are often employed in machine learning. Even though there are many different kinds of CNNs (fig.1), they always have the same basic structure: a convolutional layer, a pooling layer, and an entirely connected layer.

1) Convolution layer: Images are filtered using this tool, which identifies characteristics that are used to identify matching spots during testing. Enlarged images need a convolution procedure with minimum parameters. With a filter or kernel, the input data is transformed into a feature map for use by CNN.

2) Pooling layer: This layer receives the extracted characteristics. It reduces bigger images while keeping the most critical data. It keeps the maximum value from each window by preserving the best fit value. This function shrinks the picture spatially to minimize the number of parameters and computations in the model. Max Pooling is a typical strategy in pooling. It selects the greatest element from the feature map covered by the filter.

3) Fully connected layer: High-level filtered images are fed in and categorized using labels in the final layer. Every neuron in this layer is related to the one below it. Layers of convolution and pooling are common in most designs.

Fig. 1. Layers CNN.
II. LITERATURE REVIEW

CNN performs well in various applications, inspiring academics to work on it in key fields such as natural language processing (NLP), image classification and face recognition, predictive analytics, and so on. P.V. Ramana Murthy et al. [6] built a model that recognizes online handwritten Telugu letters for various domains and companies, yielding a model with 98.3 per cent accuracy, exceeding their expectations. P. Sujatha et al. [7] used CNN architecture to identify a few deep learning strategies for detecting Telugu and Hindi scripts. They also developed a new architecture for identifying low-level textual properties of handwritten characters. Buddhharaju Revathi et al. [8] also conducted a survey on Optical Character Recognition (OCR) for the Telugu language, demonstrating the progress of processing the characters stage by stage and performing operations such as segmentation and processing, which resulted in higher accuracy.

B. Hari Kumar et al. [9] used data from several sources to conduct script identification in Telugu. Konkimalla Chandra Prakash et al. [10] used CNN for Telugu script recognition. They supplied a list of Telugu typefaces, a client-server solution for the algorithm's online deployment, and deep learning-based OCR techniques in their study. The segmentation method can be improved so that each character, along with its gunintham and vattu, is segmented. Chirag I Patel et al. [11] developed a technique for identifying characters in a given digitalized text and reading the changing effects of the Models utilizing ANN by employing a back growing neural network to improve script identification accuracy. A.Ram Bharadwaj et al. [12] built a model for Telugu text extraction and recognition using CNN and a recurrent neural network (RNN) with their own data set, achieving an accuracy of 81% by selecting 100 random words from the validation set.

III. PROPOSED METHOD

In image-based classification, the CNN architecture is a popular choice. To distinguish features like edges and forms, CNNs apply a range of filters composed of trainable parameters to an image. These high-level filters often utilize weights learned from the spatial attributes of each subsequent level to capture an image's spatial properties. For this design, parameters named as Hyper Parameters are employed. These parameters may influence both the network architecture and training before the training begins.

Hyper Parameters used for building the network are:

- One complete prediction cycle of a neural network is one epoch.

Batch Size: The number of subsamples sent to the network.

Fig. 2 [13] depicts the suggested model’s implementation stages.

To speed up CNN model training, all of the images in the build data set were categorized, reduced to 70 by 70 pixels, transformed to greyscale, and saved in .npz format. Telugu Guninthalu dataset was trained using three hidden layers of a CNN and tested on it. The network consists of three convolutional layers, two Maxpooling layers, and a fully connected layer. The first hidden layer is a Convolution2D layer. A Maxpooling layer with a pool size of 22 was then employed, along with 256 filters, each with a kernel size of 33 and a stride of 1. A layer of padding has been added to the design to keep the original input size.

Each of the 256 convolution filters in the second convolution layer has a kernel size of 33, followed by a Maxpooling layer of 22. New features have been added to the algorithm, including an additional 256-filter convolution layer and a Maxpooling layer of pool size 22. The two-dimensional matrix data is first transformed into a one-dimensional vector using a Flatten layer before the fully connected layers are generated. Next, we used a totally corresponding layer with the activation of ReLu in it. Dropout, a regularization layer, is set to randomly eliminate 20% of the layer neurons to prevent overfitting.

Hyper Parameters used for building the network are:

- Count the number of hidden layers: the layers between input and output.
- To prevent overfitting, dropouts are employed.
- The activation function is used to add some nonlinearity.
- Learning Rate: It specifies the rate at which the network's parameters are updated.
- Momentum: It keeps things from oscillations.
At long last, a sigmoid activation function is added to the 16-neuron output layer. An essential part of CNN is the activation function; it determines the output of a neuron concerning a set of inputs. The activation function is used to introduce nonlinearity into the model. A CNN model's performance is improved by selecting the appropriate activation function. The ReLu and Sigmoid activation functions are used in the suggested model.

1) Rectified Linear Unit (ReLU): It's a biologically and mathematically sound activation function [14]. If the input is negative, ReLu returns 0, if the input is positive; it returns the value itself (Eq 1). ReLu's max operation calculates more quickly than other activation functions. For many kinds of neural networks, it is the default activation function.

\[ f(x) = \max(0, x) \]  

(1)

If we are doing a matrix-vector product, this is often done element by element to get the desired outcome. Nonlinearity is vital for CNN since every layer in the network contributes to it.

2) Sigmoid: Eq 2 indicates that it is a probabilistic strategy for decision-making with a range of 0 to 1. We used this activation function to forecast an output since it would be more accurate.

\[ f(x) = \frac{1}{1+e^{-x}} \]  

(2)

It's beneficial for models that forecast probability as a result. Because the probability of anything spans between 0 and 1, a differentiable sigmoid function is the best option. As a result, this function yields the curve's slope at any two locations.

Training and validation errors were calculated after each cycle. The training is completed when the number of epochs in training and validation hasn't changed considerably. On the test set, faults in training and validation were discovered, and the network was approximated. It is vital to utilize optimizers in order to improve accuracy and decrease mistakes. Optimizers alter the weight settings in order to minimize the loss function. To get the greatest possible design, we considered a set of priorities or limitations. Adaptive Moment Estimation (Adam), Root Mean Square Propagation (RMSprop) and Stochastic Gradient Descent (SGD) were used in the proposed model.

3) Adaptive Moment Estimation (Adam): Using Adam, an adaptive learning rate technique, individual learning rates are calculated. The exponentially declining average of the preceding squared gradient is stored, and the value of previous historical gradients is preserved, much as momentum. It may also be used to replace stochastic gradient descent systems when updating the network weights in training data. Equations 3 and 4 are used to derive the gradients, which are then used to estimate the moments using exponentially moving averages. Where \( m_t \) and \( v_t \) are moving averages, \( g \) is gradient, \( \beta_1, \beta_2 \), and second moment of gradients are gradient forgetting features, and index \( t \) is the current training iteration.

\[ m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t \]  

(3)

\[ v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2 \]  

(4)

The recommended Adam configuration parameters [15] of \( \beta_1=0.9 \) and \( \beta_2=0.999 \).

4) Root Mean Square Propagation (RMSprop): This approach is similar to a gradient descent with the momentum that confines oscillations to the vertical plane. Thus, increasing the learning rate enables the algorithm to make considerable horizontal jumps toward rapid convergence. The magnitude of recent gradient descents is used to normalize the gradient. Selecting alternative learning rates for each parameter causes the pace of learning to be automatically changed. The parameters are updated using Eq. 5, 6, where \( g_t \) is the gradient at time \( t \), \( v_t \) is the exponential average of squares of gradients, and \( \eta \) is the learning rate, which is set at 0.001.

\[ v_t = \rho v_{t-1} + (1 - \rho) g_t^2 \]  

(5)

\[ \Delta \omega_t = -\frac{\eta}{\sqrt{v_t} + \epsilon} g_t \]  

(6)

5) Stochastic gradient descent: Stochastic Gradient Descent (SGD) is a simple yet efficient optimization algorithm used to find the parameters/coefficients of functions that minimize a cost function. In other words, it is used for discriminative learning of linear classifiers under convex loss functions such as SVM and Logistic regression.

\[ E(w, b) = \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i)) + \alpha R(w) \]  

(7)

IV. EXPERIMENTAL RESULTS

A. Data Set

Due to the lack of publicly available training data for Telugu characters, we had to construct our own dataset. There is an initial gathering of people's handwritten Guninthalu in various formats and scanning them into precise symbols. Fig. 3 shows a scanned copy of a handwritten Guninthalu both online and offline. There are 16 characters in each of the 21 Guninthalu, for a total of 275520 handwritten characters.
V. REQUIREMENTS

The backend engine for the recommended model is TensorFlow 2.2. CNN was implemented using the built-in dataset. These tests were run on a 64-bit operating system with an Intel i7-4770 CPU running at 4.00GHz and 16GB of RAM.

A. Results

The suggested model is applied to the pre-existing data set in the system. This research aims to develop a system for recognizing handwritten characters in Telugu, which makes extensive use of classification. Table I displays the model's layer-by-layer attributes. The proposed network will handle a total of 1,986,640 parameters.

Metrics including recall, precision, and accuracy [16] are used to assess the proposed system.

- Positive patterns that can be correctly anticipated from the totality of other positive patterns are "predicted with precision".

\[
\text{Precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}
\]

- Recall computes the fraction of positive patterns that are appropriately classified.

\[
\text{Recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}
\]

- In order to measure the model's classification accuracy, the percentage of accurate predictions is calculated. The formula provided may be used to figure this out.

\[
\text{Accuracy} = \frac{\text{true positives} + \text{true negatives}}{\text{true examples}}
\]

Tables II to V illustrate the results of different optimizers such as Adam, SGD and RMSprop with all the performance metrics. When compared to Adam, and SGD the RMSprop optimizer generated superior results. When RMSprop is employed, the learning rate is enhanced since it takes huge horizontal steps and converges faster. The loss function quantifies how close the network's predicted output and given ground truth labels are through forward propagation. The confusion matrices of different optimizers are shown in Fig. 4 to 6.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output Shape</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv2d_16 (Conv2D)</td>
<td>68, 68, 256</td>
<td>2560</td>
</tr>
<tr>
<td>activation_21 (Activation)</td>
<td>68, 68, 256</td>
<td>0</td>
</tr>
<tr>
<td>max_pooling2d_</td>
<td>34, 34, 256</td>
<td>0</td>
</tr>
<tr>
<td>conv2d_17 (Conv2D)</td>
<td>32, 32, 256</td>
<td>590080</td>
</tr>
<tr>
<td>activation_22 (Activation)</td>
<td>32, 32, 256</td>
<td>0</td>
</tr>
<tr>
<td>max_pooling2d_</td>
<td>16, 16, 256</td>
<td>0</td>
</tr>
<tr>
<td>conv2d_18 (Conv2D)</td>
<td>14, 14, 256</td>
<td>590080</td>
</tr>
<tr>
<td>activation_23(Activation)</td>
<td>14, 14, 256</td>
<td>0</td>
</tr>
<tr>
<td>max_pooling2d_</td>
<td>7, 7, 256</td>
<td>0</td>
</tr>
<tr>
<td>flatten_6 (Flatten)</td>
<td>12544</td>
<td>0</td>
</tr>
<tr>
<td>dense_11 (Dense)</td>
<td>64</td>
<td>802880</td>
</tr>
<tr>
<td>dropout_6 (Dropout)</td>
<td>64</td>
<td>0</td>
</tr>
<tr>
<td>dense_12 (Dense)</td>
<td>16</td>
<td>1040</td>
</tr>
<tr>
<td>activation_24(Activation)</td>
<td>16</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 3. Notations used in the Model (Both Online and Offline).

Fig. 4. Confusion Matrix with RMSprop.
TABLE II. TRAINING AND TESTING ACCURACIES USING THE THREE OPTIMIZERS

<table>
<thead>
<tr>
<th>Guninthalu</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adam Optimizer</td>
<td>RMSprop Optimizer</td>
</tr>
<tr>
<td></td>
<td>Adam Optimizer</td>
<td>RMSprop Optimizer</td>
</tr>
<tr>
<td></td>
<td>Adam Optimizer</td>
<td>RMSprop Optimizer</td>
</tr>
<tr>
<td>94.5</td>
<td>96</td>
<td>93.8</td>
</tr>
<tr>
<td>94.55</td>
<td>96.02</td>
<td>94.1</td>
</tr>
<tr>
<td>94.6</td>
<td>96.1</td>
<td>94.21</td>
</tr>
<tr>
<td>94.2</td>
<td>96.06</td>
<td>82.21</td>
</tr>
<tr>
<td>92.6</td>
<td>94.29</td>
<td>81.64</td>
</tr>
<tr>
<td>92.42</td>
<td>94.2</td>
<td>80.64</td>
</tr>
<tr>
<td>95</td>
<td>96.5</td>
<td>93.25</td>
</tr>
<tr>
<td>93.3</td>
<td>93.4</td>
<td>91.6</td>
</tr>
<tr>
<td>95.2</td>
<td>97</td>
<td>94.32</td>
</tr>
<tr>
<td>93.3</td>
<td>94.9</td>
<td>91.52</td>
</tr>
<tr>
<td>95.2</td>
<td>96.2</td>
<td>93.89</td>
</tr>
<tr>
<td>95.72</td>
<td>96.26</td>
<td>94.12</td>
</tr>
<tr>
<td>94.41</td>
<td>95.62</td>
<td>92.98</td>
</tr>
</tbody>
</table>

TABLE III. PRECISION USING THE THREE OPTIMIZERS

<table>
<thead>
<tr>
<th>Guninthalu</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adam Optimizer</td>
</tr>
<tr>
<td></td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>0.841</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>0.862</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>0.856</td>
</tr>
<tr>
<td></td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>0.885</td>
</tr>
</tbody>
</table>
### TABLE IV. Recall using the three optimizers

<table>
<thead>
<tr>
<th>Guninthalu</th>
<th>Recall Adam Optimizer</th>
<th>Recall RMSprop Optimizer</th>
<th>Recall SGD Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.812</td>
<td>0.89</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>0.836</td>
<td>0.893</td>
<td>0.821</td>
</tr>
<tr>
<td></td>
<td>0.842</td>
<td>0.897</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td>0.821</td>
<td>0.894</td>
<td>0.811</td>
</tr>
<tr>
<td></td>
<td>0.819</td>
<td>0.881</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td>0.804</td>
<td>0.864</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>0.826</td>
<td>0.916</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>0.806</td>
<td>0.864</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>0.829</td>
<td>0.871</td>
<td>0.816</td>
</tr>
<tr>
<td></td>
<td>0.806</td>
<td>0.864</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>0.824</td>
<td>0.912</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>0.841</td>
<td>0.925</td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td>0.808</td>
<td>0.884</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>0.824</td>
<td>0.89</td>
<td>0.813</td>
</tr>
<tr>
<td></td>
<td>0.824</td>
<td>0.884</td>
<td>0.818</td>
</tr>
<tr>
<td></td>
<td>0.831</td>
<td>0.889</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>0.836</td>
<td>0.91</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td>0.846</td>
<td>0.921</td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td>0.854</td>
<td>0.933</td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>0.862</td>
<td>0.941</td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td>0.868</td>
<td>0.948</td>
<td>0.795</td>
</tr>
</tbody>
</table>

### TABLE V. Loss using the three optimizers

<table>
<thead>
<tr>
<th>Guninthalu</th>
<th>Loss Adam Optimizer</th>
<th>Loss RMSprop Optimizer</th>
<th>Loss SGD Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.63</td>
<td>0.39</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>0.68</td>
<td>0.41</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>0.71</td>
<td>0.5</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.44</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.4</td>
<td>0.62</td>
</tr>
</tbody>
</table>

### TABLE VI. Total precision, recall, accuracy and F1 score with Adam, RMSprop and SGD optimizers

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Total Precision</th>
<th>Total Recall</th>
<th>Accuracy</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAM</td>
<td>0.9924</td>
<td>0.9921</td>
<td>99.21</td>
<td>0.9923</td>
</tr>
<tr>
<td>RMSprop</td>
<td>0.9944</td>
<td>0.9941</td>
<td>99.41</td>
<td>0.9942</td>
</tr>
<tr>
<td>SGD</td>
<td>0.948</td>
<td>0.943</td>
<td>94.33</td>
<td>0.945</td>
</tr>
</tbody>
</table>

### TABLE VII. Details of various Guninthalu of proposed database

<table>
<thead>
<tr>
<th>Hand Written Characters</th>
<th>Train-Test Split</th>
<th>No of Train Samples</th>
<th>No of Test Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80-20</td>
<td>220416</td>
<td>55104</td>
</tr>
<tr>
<td></td>
<td>80-20</td>
<td>220416</td>
<td>55104</td>
</tr>
</tbody>
</table>
The training, testing accuracy, loss, precision, and recall with Adam optimizer, RMSprop optimizer, and SGD optimizer are shown in Fig. 7 to 11. The results show that the RMSprop optimizer has a higher testing accuracy than the Adam and SGD optimizers. The mean values acquired with all the guninthalu are used to determine the overall training, testing accuracy, precision, and recall. Tables III to VI show that when compared to Adam and SGD optimizers, the RMSprop optimizer performs well on all guninthalu.

There are 820 different handwritten characters for each guninthalu used to train the model. Each of the 21 guninthalu contains 16 characters, for a total of 21X16X820 = 275520 handwritten characters, which are used to train the model as shown in Table VII. After training, the model is checked using a 20% data mean and 55104 characters. Accuracy, Precision, Loss, and Recall are used to evaluate the model after it has been evaluated on 55104 data points.
B. Augmentation

Data augmentation is a method of artificially creating fresh training data from existing data. This is performed by transforming examples from the training data into fresh and unique training examples using domain-specific techniques.

C. Dropout

Dropout is a technique for preventing overfitting in a model. Dropout operates by setting the outgoing edges of hidden units at random. As the augmentation factor is increased, the validation accuracy improves. The test accuracy increased to 90.12 with ADAM optimizer, 94.26 with RMSprop, and 86.72 with SGD optimizer after data augmentation as shown in Fig. 12 to 14.

VI. CONCLUSION

With CNN, our goal is to improve the quality of handwritten Telugu guninatham identification. The contributions of Adam, RMSprop, and SGD were critical in improving the model's accuracy and performance. The dropout and activation functions ReLU and Sigmoid are used to prevent overfitting. In CNN models, RMSprop optimizer outperformed Adam and SGD in terms of accuracy. This model might be adjusted to enhance the identification of handwritten Telugu characters. In the future, we want to continue experimenting with new approaches to improve the identification of Telugu handwritten guninthalu.
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**Abstract**—Information security is a crucial issue and needs to be addressed efficiently. Encryption of the original information is used to ensure privacy during exchange of information. In GSM (Global System for Mobile) standard, once the voice traffic initiates after signaling, encryption comes into the picture to ensure privacy during the call, after authentication. Here in this process, the plaintext is encrypted in to cipher-text using stream ciphers. For stronger security, strong ciphers with strong randomness are required. Linear Feedback Shift Registers (LFSRs) based A5 algorithm family is used for encryption in GSM. There are many shortcomings of this cipher and with these, privacy can’t be assured. Some ways are proposed in this paper to ensure better security by enhancing the randomness of the generated bit stream being used for encryption. These are incorporation of user’s current location, reuse of already generated 32 bit SRES during authentication process and conversion of linear FSRs into nonlinear FSRs. Statistical Test Suite NIST is used to test the various properties of random bit stream and an attempt has been made to achieve better randomness, hence more security.

**Keywords**—Security; encryption; A5/1 stream cipher; randomness; NIST test suite

I. INTRODUCTION

Although with the advancement of technology, many vulnerabilities of security threats of GSM have been addressed in EDGE, 3G (HPA/HSDPa) & 4G (LTE) but this is still relevant as a large number of people use GSM specially in rural areas. In addition to this, stream ciphers are used in many other wireless applications like modems / routers, smart appliances & security devices. Few algorithms like A3, A8 & A5 are used in GSM for authentication & encryption process over Abis air interface between user mobile (MS) and base station (BS). The details of inputs, outputs & use of these algorithms are described in Table I. Here the SRES is Signed Response of 32 bits, \(K_c\) is a 64 bits Cipher Key and RAND is a 128 bits random number. Fig. 1 shows that the combination of \(K_c\), RAND and SRES is called “Triplet”.

A5 is mainly responsible for encryption as shown in Fig. 2. Here by using Cipher Key \(K_c\) of 64 bits along with TDMA Frame number \(F_n\), a 228 bits pseudo random number PRAN is generated which is XORed with 228 bits plain-text in bit-by-bit manner to get cipher-text. This cipher form of information after encryption is finally transmitted over the air interface between the user mobile station & base station.

Two stage security, i.e. “Authentication” & “Encryption” is implemented in GSM. Initially, the access of the network resources is granted to any new or existing subscriber on its request after authentication process on every location update.

During this “Authentication Process”, the core network challenges MS and in response to this, MS sends SRES. This is matched with the SRES available with itself and grants the access on matching only as described in Fig. 3. After getting the access of the network, the encryption process takes place to ensure the privacy during the call. Here in this process, the plaintext is encrypted in to cipher-text using stream ciphers of A5/1 algorithm. In the same way, decryption occurs at the other end to reconstruct the original information.

As the transmission of information is bursty in nature in GSM, the 114 bit frame sequence in downlink (BS to MS) & the same way a 114 bit frame sequence in uplink (MS to BS) is transmitted every 4.6 milliseconds. \(K_c\) is produced and mixed with a publically known TDMA frame number \(F_n\) for each frame for every new voice call.

The configuration of A5 was never shared by the ETSI [1]. Although, it got reverse engineered & became available to all. Many crypto attacks occurred by cryptanalysts to reveal the internal structure of this algorithm and hackers & intruders managed to decrypt the transmitted information by users. Golic [2, 3] presented the functional design in the year 1994 and later Marc Briceno [4] revealed the entire design by reverse engineering in the year 1999 [15,16,17,19,20].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Inputs</th>
<th>Output</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>(K_c) (128 Bits)</td>
<td>SRES (32 Bits)</td>
<td>Authentication Process</td>
</tr>
<tr>
<td></td>
<td>RAND (128 Bits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A8</td>
<td>(K_c) (128 Bits)</td>
<td>(K_c) (64 Bits)</td>
<td>Cipher Key Generation ((K_c))</td>
</tr>
<tr>
<td></td>
<td>RAND (128 Bits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td>TDMA Frame No. (22 Bits)</td>
<td>Cipher Text (228 Bits)</td>
<td>Encryption Process (Voice &amp; Data)</td>
</tr>
<tr>
<td></td>
<td>Plain Text (228 Bits)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. ALGORITHMS USED FOR INFORMATION SECURITY IN GSM

www.ijacsa.thesai.org
Logicsm simulator (primarily developed by Dr. Carl Burch) is used to realize the structure of the proposed A5/1 algorithm and its randomness parameters are analyzed by NIST Suite [7]. Brief description about the internal structure of A5/1 is given in Section II, modifications are proposed in Section III, observations and randomness analysis is given in Section IV and Section V concludes the results.

II. INTERNAL STRUCTURE OF A5/1

It has three Linear Feedback Shift Registers (LFSRs) of different bit lengths to generate a pseudo random binary stream. The total bit length of this cipher is 64 bits in which LFSR-1 (R1) has 19 bits, LFSR-2 (R2) has 22 bits, and LFSR-3 (R3) has 23 bits as depicted in Fig. 4.

Following its own feedback polynomial, periodic bit sequence is generated by these registers. The feedback bit positions are predefined at 13, 16, 17, 18 and 20, 21 and 7, 20, 21, 22 for R1, R2 and R3, respectively.

Similarly, the single clocking taps of these registers are also predefined at tap 8, 10, and 10 for R1, R2 and R3, respectively. Bit length, clocking bit, tap bits and primitive polynomial are shown in Table II.

<table>
<thead>
<tr>
<th>LFSR</th>
<th>Length (in bits)</th>
<th>Clocking Bit</th>
<th>Tap Bits</th>
<th>Primitive Feedback Polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>19</td>
<td>8</td>
<td>13, 16, 17, 18</td>
<td>$x^{19}+x^{18}+x^{14}+1$</td>
</tr>
<tr>
<td>R2</td>
<td>22</td>
<td>10</td>
<td>20, 21</td>
<td>$x^{22}+x^{11}+1$</td>
</tr>
<tr>
<td>R3</td>
<td>23</td>
<td>10</td>
<td>7, 20, 21, 22</td>
<td>$x^{23}+x^{22}+x^{14}+x^{9}+1$</td>
</tr>
</tbody>
</table>

TABLE III. MAJORITY RULE TRUTH TABLE

<table>
<thead>
<tr>
<th>Clocking Bit</th>
<th>Majority Function</th>
<th>Clocked LFSR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R1</td>
</tr>
<tr>
<td>0 0 0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>0 0 1</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>0 1 0</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>0 1 1</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>1 0 0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>1 0 1</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>1 1 0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>1 1 1</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Many cryptanalysts proved that due to weaknesses of this stream cipher, information security can be compromised in GSM [25, 28, 29]. These weaknesses are:

1) Weak Linear Complexity (LC).
2) Poor clocking system (Majority Function Rule).
3) Clocking period is too short.
4) Poor clocking taps selection.
5) Collision issue.

Using an improved clocking system with a combinational function of high correlation immunity and high algebraic degree, the security can be increased [6, 11].
The clocking mechanism of each register is decided by Majority Rule as shown in the truth table Table III below. For each cycle, only those registers will be clocked and updated whose clocking bit values have majority. The majority value \( m \) is decided by \( m = \text{maj}(C_1, C_2, C_3) \), here \( C_1 \), \( C_2 \) and \( C_3 \) are the clocking bits of all three registers.

In simple words, “at least two out of three” is the majority rule i.e. the majority among these bits. If two or more clocking bits are 1, the majority value \( m \) will be 1, and similarly if two or more are 0, the majority value \( m \) will be 0.

Thus, in this mechanism, two or more, whose clocking bit is the equal to \( m \), will be clocked at each clock cycle. Every register has the clocking probability of 0.75 and non-clocking probability of 0.25. The majority rule function can be realized using logic gates as shown below in Fig. 5 (Logisim simulator).

![Fig. 5. Realization Majority Function in Logisim.](image)

All three registers are reset by setting a zero value. In next 86 cycles, \( K_c \) and \( F_n \) are loaded bit by bit with regular clocking. The output ignored during initial stage of the first 100 clock cycles and during this period the irregular clocking continues for all three LFSRs as per the majority rule. Now the required random bit stream of 228 bits is obtained for 228 clock cycles [28]. The same steps are repeated for the next frame.

### III. PROPOSED CIPHER

To overcome some of the problems mentioned above in previous section, the following schemes / modifications are proposed to increase the randomness:

1) MOD-I: Here in this scheme as shown in Fig. 6, the nonlinearity is introduced in the feedback path of the shift registers by adding universal gates. Thus, the LFSRs have been converted into NLFSRs. By this, the randomness of the generated bit stream will be improved.

![Fig. 6. Proposed MOD-I Scheme.](image)

Polynomial equations of this MOD-I scheme will have the impact of NAND and NOR logic gates in it.

2) MOD-II: Here in this scheme, the 32 bit SRES is reused in the feedback path of the shift registers, which is already generated during the authentication process by A3 algorithm, as shown in Fig. 7. The SRES is XOR’ed in the feedback unit of LFSR through a NAND gate on bit by bit basis. This scheme reuses the output of another algorithm, hence increases the randomness of the cipher key.

![Fig. 7. Proposed MOD-II Scheme.](image)

3) MOD-III: The user location is mixed with the bit stream generated using XOR (only last 32 bits). This works as a key feature as generally users have different locations and intruders cannot crack it easily. This is very important proposal, because the location of each individual user is not known to intruders and many times dynamic in nature. The CGI changes with the movement of the user and this makes the bit stream more complex. The idea is shown in Fig. 8.

![Fig. 8. Proposed MOD-III Scheme.](image)

4) MOD-C: In this, all the above three modifications are combined to get the simultaneous impact of all above modifications.

The idea of combining all three modifications is shown in Fig. 9.

The proposed A5/1 cipher is realized and simulated in Logisim as shown in Fig. 10.
IV. OBSERVATIONS AND RANDOMNESS ANALYSIS

In a broader sense, the randomness of a data set is the lack of predictability, i.e. more uncertainty or more entropy. If a data set has more randomness means it has more encryption capability, hence more security. Such tests are carried out to check recognizable or repetitive patterns in any data set under test. Randomness is related to the theory of information entropy, probability, and chance. Entropy is a measuring tool for randomness.

NIST Suite is a statistical test suite based on Linux operating system and is used for statistical parameters testing of the output bit stream of both the actual and proposed scheme of A5/1 cipher. This test suite is also used in various cryptographic applications [7]. Performance comparison has also been done between these two with respect to various parameters. Following are the main tests which were carried out for the randomness test:
1) The frequency test (monobit & within a block): It tests the balance of 0’s and 1’s in the bit stream. The equilibrium between 0’s and 1’s should be maintained for a perfectly random data set. Therefore, the probability of availability of 0’s and 1’s should be close to 0.5 [7].

2) The cumulative sums test (cusums): It tests the randomness of a sequence of 0’s and 1’s which are called “random walks” or “partial sequences”. It tells that the sum of the partial sequences is too large or too small [7].

3) The runs test: It analyzes the occurrence of similar patterns that are separated by different patterns [7].

4) The DFT (spectral) test: It finds out the patterns which are periodic in nature in a random bit sequence. The repetitive or periodic patterns close to each other are detected in this test [7].

5) The serial test: It detects the pair or patterns like 00, 01, 10, 11, 100 & 101 etc and checks the balances with its complimentary pair/pattern [7].

6) The linear complexity test: It is directly related to the bit length of the LFSRs used to generate the random bit stream [7].

The P-value parameter is defined for all these tests in NIST suite. It shows the probability of a bit stream of being random in nature. For an ideal random bit set, this P-value is 1 and if it is 0, then the bit stream is completely nonrandom. Thus, a higher value or close to 1 is desirable.

Different sizes of data (up to 10,000 blocks of 114 bit i.e. 10,000 x 114 =10, 00,000 consecutive bits) are used during the statistical tests both for the actual and proposed cipher [28]. The observations of different tests conducted upon the generated bit stream are as follows:

As the LFSRs of the actual cipher have been converted into NLFSRs in MOD-I scheme, we see a slight increase in the P-values of various tests. The 32 bit SRES is reused in feedback path of the shift registers in MOD-II and again slight increment in the P-values of various tests. As the last 32 bits of current location (CGI) of the user incorporated in output bit stream the slight increment in the P-values of various tests can be observed I MOD-III. Because all proposed modifications are implemented here simultaneously in MOD-C, a huge increase in the P-values of various tests can be observed.

The details of observations of different sizes of the data set are also provided in Table V for this MOD-C scheme.

### Table IV. Observations of the Proposed Schemes

<table>
<thead>
<tr>
<th>Test Parameter</th>
<th>Actual A5/I (P-Value)</th>
<th>Proposed MOD-I Scheme (P-Value)</th>
<th>Proposed MOD-II Scheme (P-Value)</th>
<th>Proposed MOD-III Scheme (P-Value)</th>
<th>Proposed MOD-C Scheme (P-Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0.46</td>
<td>0.55</td>
<td>0.58</td>
<td>0.57</td>
<td>0.77</td>
</tr>
<tr>
<td>Block Frequency</td>
<td>0.82</td>
<td>0.87</td>
<td>0.87</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>Cumulative Sum</td>
<td>0.44</td>
<td>0.61</td>
<td>0.62</td>
<td>0.64</td>
<td>0.80</td>
</tr>
<tr>
<td>Runs</td>
<td>0.90</td>
<td>0.91</td>
<td>0.92</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>Serial</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>Linear Complexity</td>
<td>0.79</td>
<td>0.82</td>
<td>0.81</td>
<td>0.82</td>
<td>0.88</td>
</tr>
</tbody>
</table>

### Table V. Statistical Test Results by NIST Test Suite (A: Actual A5/I & P: Proposed A5/I)

<table>
<thead>
<tr>
<th>MOD-C Scheme</th>
<th>Bit Stream</th>
<th>Bits</th>
<th>Frequency</th>
<th>Block Frequency</th>
<th>Cumulative Sum</th>
<th>Runs</th>
<th>DFT</th>
<th>Serial</th>
<th>Linear Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>114</td>
<td>0.43</td>
<td>0.76</td>
<td>0.80</td>
<td>0.89</td>
<td>0.42</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>114</td>
<td>0.47</td>
<td>0.79</td>
<td>0.79</td>
<td>0.86</td>
<td>0.41</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>114</td>
<td>0.49</td>
<td>0.81</td>
<td>0.82</td>
<td>0.91</td>
<td>0.43</td>
<td>0.78</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>114</td>
<td>0.48</td>
<td>0.80</td>
<td>0.80</td>
<td>0.90</td>
<td>0.43</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>8000</td>
<td>114</td>
<td>0.43</td>
<td>0.78</td>
<td>0.81</td>
<td>0.90</td>
<td>0.41</td>
<td>0.77</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>114</td>
<td>0.46</td>
<td>0.77</td>
<td>0.82</td>
<td>0.92</td>
<td>0.44</td>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>0.46</td>
<td>0.79</td>
<td>0.81</td>
<td>0.90</td>
<td>0.42</td>
<td>0.78</td>
<td>0.85</td>
</tr>
</tbody>
</table>
V. CONCLUSION

The improvements in P-values of various tests of all four modifications (MOD-I, MOD-II, MOD-III & MOD-C) have been described in different tables of previous section. Based on these test results, it is stated that there is slight improvement in the randomness of generated bit stream of all three MODs but when all MODs are combined simultaneously in MOD-C a huge improvement can be observed in the P-values of Cumulative Sum test, Frequency test and most importantly in Linear Complexity test. There is a good balance between 0’s and 1’s (results of Frequency test), better random walks (results of Cumulative test), less occurrence of similar patterns and that too are well separated by different patterns (results of Run tests), low periodic patterns (results of DFT test) and enhanced entropy (results of Linear Complexity test) in random bit stream generated by proposed cipher.

An effort is made in this paper to improve the randomness by making three modifications MOD-I, II & III and then comparing the NIST test results. These modifications are the incorporation of nonlinearity I feedback path of LFSRs, reusing the SRES of A3, and inclusion of current CGI of the user, respectively to improve the entropy. After that, all three modifications are implemented simultaneously in a combined manner to achieve better results. These are the major improvements and contributions in the proposed cipher scheme.

The weakness issues mentioned in early part of this paper are addressed significantly by these proposed schemes. Simulation & testing results confirmed it.

The test results of MOD-C scheme for different data sizes as shown in Table V and depicted in graphical form in Fig. 11 above. The P-values of all the tests of proposed A5/1 have been increased by a significant value in comparison with the original A5/1 cipher. For better randomness, higher P-values are desired and better randomness means stronger encryption and enhanced security. Therefore, as per the observations and test results, it is concluded that the proposed scheme of cipher is having better security against the cryptographic attacks with respect to the actual A5/1 cipher due to increased randomness (at the cost of slight increment in hardware).

![Graph](image.png)

**Fig. 11. Comparative Analysis of Test results of MOD-C Scheme.**
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Abstract—Agriculture and modern farming is one of the fields where IoT and automation can have a great impact. Maintaining healthy plants and monitoring their environment in order to identify or detect diseases is essential in order to maintain a maximum crop yield. The implementation of current high-precision technologies including artificial intelligence (AI), machine learning, and deep learning has proved to be extremely important in modern agriculture as a method of advanced image analysis domain. Artificial intelligence adds time efficiency and the possibility of identifying plant diseases, in addition to monitoring and controlling the environmental conditions in farms. Several studies showed that machine learning and deep learning technologies can detect plant diseases upon analyzing plant leaves with great accuracy and sensitivity. In this study, considering the worth of machine learning for disease detection, we present a convolutional neural network VGG-16 model to detect plant diseases, to allow farmers to make timely actions with respect to treatment without further delay. To carry this out, 19 different classes of plants diseases were chosen, where 15,915 plant leaf images (both diseased and healthy leaves) were acquired from the Plant Village dataset for training and testing. Based on the experimental results, the proposed model is able to achieve an accuracy of about 95.2% with the testing loss being only 0.4418. The proposed model provides a clear direction toward a deep learning-based plant disease detection to apply on a large scale in future.

Keywords—Machine learning; VGG-16; disease detection; convolutional networks; Plant Village; modern farming

I. INTRODUCTION

Agriculture has always been a basic human need ever since humans’ existence as plants were a primary source of food. Even nowadays, agriculture is still considered an essential food resource and is the center of several aspects in humans’ lives [1]. As a matter of fact, agriculture serves as the pillar of economy in many countries regardless of their developmental stages. The various domains that show the importance of agriculture include the fact that agriculture is a main source of livelihood where approximately 70% of the population depends on plants and their cultivation for livelihood. This great percentage reflects on agriculture being the most important resource that can actually stand a chance in the face of the rapidly increasing population [2].

One of the most critical challenges that face agriculture and affects it trade is plant diseases and how to timely detect them and deal with them to improve the health of crops. By definition, plant disease in a type of natural problems that occur in plants affecting their overall growth and might lead to plant death in extreme cases. Plant diseases can occur throughout the different stages of plant development including seed development, seedling, and seedling growth [3]. When diseased, plants go through different mechanical, morphological, and biochemical changes [4, 5]. Truthfully, there are two main types of plant stress classified as biotic stress represented by living creatures that interact with plants in a way that negatively affects their growth [6] such as bacteria, viruses, or fungi [7], or abiotic stress represented by the collection of non-living factors or the environmental factors. Fig. 1 illustrates the collection of factors that contribute to plant diseases.

Typically, the commonly used approach for farmers, scientists, and even breeders, to detect and identify plant disease was the manual inspection of plants. Of course, this process requires expertise and knowledge for the proper detection. With time, manual inspection became tiresome and time consuming and not as quite efficient especially when large amounts of plants needed to be inspected. Another factor that proves the inefficiency of manual inspection is the similar conditions that might be caused by different pathogens that might look alike in their effect on the plant [6].

Fig. 1. Plant Disease Causes Detailed as Biotic and Abiotic Factors.
Fig. 2. Steps in the Implementation of Machine Learning Models in Plant Disease Detection.

For this reason, humans needed a better suited technique that can deliver effective plant detection results in less time.

Technology and the rise of both deep and machine learning came as a benefit in various fields, most importantly medicine. Nonetheless, advanced technological approaches can also be implemented for the purpose of detecting diseases in plants. Thus, machine learning and deep learning approaches can be considered non-destructive disease detection methods since they are based on image-processing techniques, as opposed to destructive serology or molecular methods [8]. However, for these techniques to work, the disease must have already caused a visible change in the plant, particularly in the leaf area or stem [9].

Artificial intelligence, computer vision and machine learning utilizations can greatly enhance the process of plant disease detection, and is already applied in multiple research papers [10]. Such technologies are capable of not only detecting the presence of a disease, but it is also possible to determine its severity, and to classify exactly which kind of disease is present in a given plant sample [11].

Based on their depth, the plant disease detection methods can be divided into shallow architectures and deep architectures. Basic machine learning methods like Random Forest (RF), Support Vector Machine (SVM), Naïve Bayes (NB), and K-Nearest Neighbor (KNN) rely on specific design intended for features such that good features and patterns must be recognized. These specific features include hue saturation value (HSV), Histogram of Oriented gradient (HOG), linear binary pattern (LBP), and red-green-blue RGB color features [12]. In machine learning, according to the complexity of the classifier, the more data is required for its training in order to achieve satisfactory results. The Fig. 2 illustrates the general flow of the implementation of machine learning techniques in detecting plant diseases. Initially, the data is acquired and labeled according to disease classes or healthy class. A specific dataset is then created for the model, where the input images can be pre-processed before feature extraction can take place. Machine learning algorithms are capable of recognizing the changes in features upon comparison, and thus determining the output as diseased or healthy [13].

On the other hand, deep architectures like CNN (Convolutional Neural Networks) have also been heavily used in studies that are concerned with plant disease detection. These deep architectures differ from the shallow ones by not requiring hand-designed features since deep learning algorithms are able to learn the features themselves. Thus, deep learning approaches undergo three basic stages in detecting plant diseases (see Fig. 3): classification, detection, and segmentation [14].

After SVM machine learning approach was the most commonly used one for so long, approximately after the year 2015 CNN replaced SVM as the most popular ML technique for detection of diseases. CNN is considered state-of-the-art model that has been used in plant disease detection nowadays, especially since this task requires dealing with image data applications [13].

CNN can execute tasks such as classification of images, segmentation, object detection, and recognition. In their structure, CNNs are made up of artificial neural networks where tens and even hundreds of layers are used [15, 16]. CNNs is made up of an input layer, several convolutional layers, along with pooling layers in between them, and finally full connection layer in addition to activation function layers, and output layer. There exist several forms of CNN architectures like VGG-16, Inception-V3, ResNet50, and AlexNet. However, CNN architectures need large data numbers which is often considered as a challenge [17-19].

Since agriculture is essential there’s a need to provide methods that enhance the agricultural methods in terms of planting, monitoring crop environment, detecting plant disease, and even harvesting. These important details led to significant research to be conducted and several papers to be published with the purpose of providing solutions to these agricultural challenges. This study proposes a model based on CNN, namely VGG-16 architecture in order to detect and classify a total of 19 plant conditions (several crop types and diseases) with the best accuracy possible.

Our contributions in this study can be summed up as follows:

1) Updating a large dataset based on Plant Village. The dataset comprises 15 thousand images of plant leaves which are captured on the field, which means that they are photographed within their surroundings, and thus it is efficient in terms of not needing to isolate the plant for disease detection.
2) Implementing the proposed VGG-16 model which is an effective convolutional neural network architecture, and it achieves a great accuracy. Our proposed model is capable of scanning through thousands of leaf images in order to identify if a plant has a certain type of disease based on its leaf image. The proposed model achieves a great accuracy of detection among 19 different disease classes in a short period of time, and it doesn’t require a long time in training either.

The arrangement of the current paper is as follows: section two is a description of some of the published similar studies about ML and DL in plant disease detection. Section three describes the proposed methodology including the dataset and the proposed model. Results are provided and compared theoretically with some of existing techniques in section four, while section five concludes the article by sharing the future research intentions.

II. RELATED WORK

A large number of studies have been performed and published about the detection of diseases in plants, especially since disease detection and classification can help in treating the diseased plant. The more technology emerges, the more it will be implemented in the agricultural field, one of the reasons being the continuous enhancement of already existing machine learning and deep learning methods that identify and classify plant diseases. This section describes five studies conducted in this regard.

The study by Ashwin et al. [20] discussed the development of a machine learning approach for the detection of diseases in Soybean plant in Mazandaran province in Iran. The study aimed to illustrate the importance of incorporating physiological features as well as the morphological features in realizing the diseases presence in a plant. The dataset used by the authors contains two randomly chosen subsets one for the healthy soybean plants (negative) and one for the diseased soybean plants (positive), which makes up to 2,500 images total. These images were collected from 10 different regions in the Mazandaran province. Several features were selected based on one-way ANOVA F1-score which include stem length, root length, number of pods per plant, empty pods per plants and seed oil content. Six different machine learning techniques with ten-fold cross validation and internal cross validation, which are the binary Logistic Regression, Multilayer Perceptron with Adam optimization, Random Forest, Gradient Tree Boosting (GBT), and Support Vector Machine. These ML techniques are evaluated based on confusion matrix, precision, F1-score, AUC, etc. Out of the six techniques, GBT achieved the best results of 96.79% accuracy, 96.68% F1-score, and 97% sensitivity and specificity depending on 21 features. The same technique achieved similar results (96.13%) depending on 12 morphological features.

Xian et al. [21] relied on a supervised machine learning termed Extreme Learning Machine “ELM” to determine the presence or absence of tomato diseases. The developed system was based on analyzing tomato leaves; the whole dataset was acquired from Kaggle, specifically the Plant Village dataset. The dataset comprises 10 classes, which makes a total of 1,000 images. The model is a feed forward neural network made up of several hidden nodes with weights that connect and the complete neural network has no iterations. Image preprocessing is done on the images in the dataset including image resizing, segmentation, color space conversion, and HSV. A scatter plot of HSV is done on the resized image of tomato late blight, where a mask can be performed on the segmented image. 7,000 images of tomato leaves were selected for training (70%) whereas 3,000 were selected for testing (30%). The features HSV histogram, Haralick textures, and Colour Moments were selected and the labels were transformed into numerical values via the One Hot Encoding method. In the ELM model, using 1024 neurons and Sigmoid activation function yielded the best disease detection accuracy of 84.94%. When compared to Decision Tree model, ELM achieves better overall accuracies, 77.8% vs. 84.94%, respectively, in all of the 10 classes. On the other hand, SVM is slightly better in terms of accuracy (91.43%) when compared with this ELM model.

In their paper discussing plant disease detection, Bedi et al. [22] proposed a detection model based on convolutional auto encoder “CAE” and CNN as two parts of a hybrid system. The system was implemented on leaf images of peach plants specifically, but it can also be used to spot diseases in other plants. The dataset consists of two different classes healthy peach leaves (2160) and diseased leaves with bacterial spots (2297) which sums up 4457 images in total. 70% of the images in the dataset were used for training the system whereas the remaining 30% were kept for testing the detection performance. After gathering the data into the dataset, the usual pre-processing procedures are performed on the images. The next step is the training of the CAE model and getting compressed domain representations of leaf images from which, a CNN model will be trained afterwards. Upon testing, new leaf images will be used as input and their respective compressed representations will be compared for the CNN to determine if the leaf is healthy or not based on whether a defect is found. The CAE network was made up of 14 layers while the hybrid system was made up of 17 total layers through concatenating layers of the CAE with the CNN layers. Adam optimizer and binary cross entropy were used on the proposed system, where parameters such as NRMSE loss and accuracy measures were used for evaluation. As a result, the testing NRMSE loss was 0.0607, the testing accuracy reached 98.38%, and the F1-score was 98.36%.

Jeyalakshmi et al. [23] developed an approach based on machine learning for classification of diseases of potato and grape crops depending on their leaf images. The dataset was acquired from Pant Village dataset, consisting of 1000 healthy leaf images, as well as 2000 images of diseased potato leaves, and 3270 of diseased grape leaves. In the potato subset, there exist three different classes, while there are four classes in the grape leaves subset. From each RGB leaf images, the background was removed through using “enhanced GrabCut algorithm”. Several features were selected from the images such as the intensities of red, green and blue, weighted mean and weighted standard deviation (belonging to histogram features), and texture features including contrast, entropy, etc. After that, the features were normalized and fed into several classifiers, namely KNN, Naïve Bayes, and SVM. It was observed that the number of features (ranging between 7 and
instance, the datasets are created which contain false positive information and classification of plant networks [22].

Autoencoder and convolutional neural model [21] based on convolutional networks [20] achieved the best results in the tomato dataset. In conclusion, from the large set of experiments, the authors concluded that in binary classification, DL with Softsign is the best, whereas Softmax is better suited for multi-class classifications. Table I compares between these similar systems.

From the analysis of these previous studies, a group of limitations can be seen, as most of the studies focus on detecting the diseases in one type of crops. On the other hand, logically, most farms are interested in growing more than one crop, especially if the farmer is using these crops for the local market, whereas in some cases a field might be planted with one specific type of crop which is grown for a huge demand and can be used for exportation and national trade. However, the aim is to create a model that can be used by the various farmers, whether they have a small farm growing multiple crops, or they had large farms with more than one type of crop. For this reason, we chose to take into consideration a group of plants to be analyzed and to train our model to detect their diseases respectively. Furthermore, the second aim is to create a reliable model which achieves very accurate results with minimal loss and minimal false detection (both false positive and false negative), for this reason the majority of the studies focus on CNN models for the disease detection class. Similarly, our chosen CNN architecture in VGG-16 still stands as one of the best computer vision models. VGG provides better results while having smaller convolutional layers since it doesn’t rely on a large number of hyper-parameters, yet it has several 3x3 filters with stride 1, and max layers and padding with stride 2 that are distributed throughout the architecture. In addition, the VGG16 model not only perform image recognition and detection, but it is also capable of localization, meaning that in our case and objectives, the model can be improved to detect the exact location of the classified disease on the plant leaf.

### Table I. Comparison between Similar Systems

<table>
<thead>
<tr>
<th>Study</th>
<th>Year of Publication</th>
<th>Crop Type</th>
<th>Dataset</th>
<th>Technique</th>
<th>Performance Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Machine Learning Approach to Prediction of Soybean Disease [20]</td>
<td>2021</td>
<td>Soybean</td>
<td>Real samples from Mazandaran province</td>
<td>LR-L1, LR-L2, MLP, RF, GBT and SVM</td>
<td>Accuracy: 96.7% F1-score: 96.5%</td>
</tr>
<tr>
<td>Plant Diseases Classification using Machine Learning [21]</td>
<td>2021</td>
<td>Tomato</td>
<td>Plant Village</td>
<td>Extreme Learning Machine (ELM)</td>
<td>Accuracy: 84.94% F1-score: -</td>
</tr>
<tr>
<td>Plant diseases detection using hybrid model based on convolutional autoencoder and convolutional neural network [22]</td>
<td>2021</td>
<td>Peach</td>
<td>Plant Village</td>
<td>CAE and CNN</td>
<td>Accuracy: 98.38% F1-score: 98.36%</td>
</tr>
<tr>
<td>An effective approach to feature extraction for classification of plant diseases using machine learning [23]</td>
<td>2020</td>
<td>Potato and grape</td>
<td>Plant Village</td>
<td>Naive bayes, K nearest neighbor and support vector machine classifier</td>
<td>Accuracy: 96% F1-score: 95%</td>
</tr>
<tr>
<td>“Classification of plant diseases using machine and deep learning [24]</td>
<td>2021</td>
<td>Rice, pepper, potato and tomato</td>
<td>Plant Village</td>
<td>Auto-color correlogram and deep learning</td>
<td>Accuracy: 99.4% F1-score: 95%</td>
</tr>
</tbody>
</table>
III. IMPLEMENTATION OF THE MODEL

In order to maintain constant care of plants in any farm, especially a vertical farm, you need to constantly keep a close eye on the crops and their leaves as well as their stems and all the surrounding conditions. Of course, detecting plant diseases from looking into plant leaves manually takes a lot of time and effort from the farmer, which is why automation could be a game changer in the field of plant disease detection. Computational techniques can be applied such that the images of the plants are being taken and analyzed or screened for diseases in a time efficient manner, without facing human effort or human error challenges.

In this project, we implement several deep learning technologies in order to classify the diseases in crops. Among machine learning techniques, deep learning is an interesting area since it can easily recognize patterns and perform complicated procedures, which makes it suitable for the disease classification task. In deep learning, deep neural networks are created, among which is the CNN, short for Convolutional Neural Networks, that can easily analyze images upon training. In our project, VGG-16 was selected to be the CNN classifier of different plant diseases.

A. Dataset

The chosen dataset for our study is the Plant Village dataset which contains numerous images of plant diseases totaling for 15,915 images. From these images, the dataset is divided into nineteen different classes, each class resembles a disease, and these classes do not overlap, meaning that a single image only belongs to one class and cannot simultaneously belong to two or more classes.

The nineteen classes include tomato, grape, apple, tomato, and corn diseases as well as healthy classes. The Fig. 4 and Fig. 6 demonstrate in detail the different classes and to which crop they belong.

The number of images per class varies between the classes, as shown in the Fig. 5. After the data had been selected, they are collected in a csv file, where each image is labeled with a path that indicates the health conditions of the crop within the image.
The Fig. 7 illustrates some images of the tomato late blight class which refers to a disease in the tomato crop.

In order for the data to be convenient for our chosen model, all the text value had to be converted into numeric values that are suitable for the model. Moreover, the majority of dataset’s images (80%) were utilized in the training procedure, and the rest 20% were kept for testing.

B. Proposed Model

VGG-16 is one of the most commonly used CNN architecture, especially since it works well with the ImageNet, which is a large project utilized for visual object recognition procedures and it is considered one of the best models to be proposed so far due to its extreme usefulness in the image classification’s field in the deep learning domain. Initially, this model was created by Karen Simonyan and Andrew Zisserman in 2014, where they developed in during their work in Oxford University titled “Very Deep Convolutional Networks for Large-Scale Image Recognition”. In fact, “V” means Visual, “G” Geometry while “G” stands for research group who contributed in the development of this Convolutional Neural Network model, whereas the number 16 refers to the neural network layer’s number. ImageNet is so large that it contains more than fourteen million images distributed over thousand classes. This architecture is one of the top 5 models in terms of performance achievement in the ImageNet dataset, where its accuracy reached 92.7%. As an approach for the AlexNet enhancement, this architecture was submitted to ImageNet.

Large Scale Visual Recognition Challenge (ILSVRC), where this model has replaced the large kernel-sized filters of numbers 11 and 5 in both first and second convolutional layer, respectively by a multiple three × three kernel-sized filters consecutively. Moreover, the training of this model was trained by utilizing NVIDIA Titan Black GPUs for several weeks.

C. VGG-16 Architecture and Training Procedure

The training Procedure is made up of three consecutive steps as shown in Fig. 8:

- Preparing the images.
- Classifying the photos.
- Printing the decision.

Image Processing: The input of the convnets is 224 × 224 RGB image with a fixed size where the value of each pixel is subtracted from the RGB mean value of the training image.
and the convolution stride are fixed to 1 pixel for 3 x 3 convolutional layers, in which the spatial resolution’s preservation becomes easy to occur. Also, spatial pooling is easier in case of a five max-pooling layers’ addition after some of the convolutional layers and the Max-pooling layer takes place over a 2x2-pixel window, with stride 2.

In addition to that, a total of three varying FC (Fully Connected) layers in depths are fixed behind a group of convolutional layers, where the first two FC layers is made up of 4096 channels per FC layer, and the third performs 1000-way ILSVRC classification and is made up of 1000 channels for each class. Finally, the final layer is the soft-max layer, it’s important to say the Fully Connected Layer’s configuration does not vary among different networks.

The architecture of the VGG-16 model is portrayed in details in the Fig. 9.

D. Activation Function Used

Two activation Functions were used for our model training where the Softmax activation and the ReLU function.

The ReLU function was used at the fully connected layers, where the ReLU or “Rectified Linear Unit” is one of the popular activation functions used in Neural Networks and specifically in Convolutional Neural Networks and is defined as in (1):

\[ y = \max (0, x) \] (1)

Moreover, the Softmax activation function is used for the output layers and this activation function is a type of logistic regression that is able of normalizing the inputted vector to a new vector where its probability distribution is equal to 1 and it is defined as in (2):

\[ \sigma(\bar{a})_i = \frac{e^{\bar{a}_i}}{\sum_{j=1}^{output \ size} e^{\bar{a}_j}} \] (2)

E. Loss Functions used

In the machine learning domain, the cost functions tend to optimize the model in the training procedure and the aim of the training procedure is to minimize the loss function and the model obtained is better as much as we tend to minimize this loss function. Therefore, one of the most important loss functions is the Cross Entropy Loss Function where it is used for Classification model’s optimization and the complete understanding of this loss function depends on the Softmax activation function understanding. Moreover, in our project, the Sparse Categorical Cross Entropy is used for training our model where it has the same loss function as that of the cross entropy as in (3):

\[ Loss = -\sum_{i=1}^{output \ size} y_i \log \hat{y}_i \] (3)

However, the truth labelling procedure is what differs between the two loss functions, where in the case of a one hot encoded true labels ([1,0,0], [0,1,0] and [0,0,1] in 3 classification problem) the categorical cross entropy is used, while the cross entropy is used in the case of an integer truth labels coding ([1],[2],[3]).

F. Accuracy Calculation

The accuracy of the model is calculated as in (4):

\[ Accuracy = \frac{True \ Positive}{True \ Positive + True \ Negative} \times 100 \] (4)

IV. RESULTS

The performance of our proposed model was assessed in terms of Loss Function and Accuracy, which was measured during the training/validation step as well as during the testing step. The Fig. 10 shows the performance during the training phase.
In the testing phase, the proposed VGG-16 model achieves the 93.5% accuracy, taking into consideration that the model performs classification on 19 different classes. The performance of our model is excellent for detecting diseases automatically from plant images. On the test set, which is excellent accuracy for classifying 19 items of plant images where the Test loss has reached 0.44 while the Test accuracy has reached 0.95. Moreover, the test accuracy was also computed for each of the 19 cases as well as the estimated distribution for the prediction and probability is shown in the Fig. 11 and Fig. 12.

A. Discussion

In the light of these results, and taking into consideration all of the parameters such as the big dataset and the variety of used crops, we can compare our results with those of similar studies that also used VGG networks for plant disease detection. For instance, the study by Ifikhar Ahmad implemented the VGG-16 model among others for the detection of diseases that infect tomato leaves, where the VGG16 network achieved a 76.2% accuracy by using feature extraction on augmented field dataset of 15 thousand images, and 84% accuracy for VGG16 when using parameter tuning [25]. Another study also used VGG and achieved an accuracy of 95.32% when using the Plant Village dataset of 4062 grape leaf images [26]. Narayani Patil and his colleagues also used VGG-16 networks for detection of plant diseases, and it achieved 97.53 % accuracy [27]. Finally, a pretrained VGG-16 model achieved an accuracy of 94.3% compared to 96.5% for the fine-tuned VGG16 while using the Plant Village dataset but only for tomato leaves [28]. Taking into consideration that in our model we used a large dataset and multiple crops, it can be concluded that our VGG-16 model performed better in terms of accuracy than these studies.

Increasing agricultural movement is becoming more and more important by the day due to the rapid increase in population which increases the food demand, and ultimately means the need for more crops. Maintaining crop health is a very important field, since growing the plants in their ideal conditions leads to better yield which comes with greater benefits. New technologies are invested in the agricultural domain to take care of the wellbeing of plants.

Crops Accuracy

<table>
<thead>
<tr>
<th>Crops</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple_Scab</td>
<td>94.11</td>
</tr>
<tr>
<td>Apple_Healthy</td>
<td>90.48</td>
</tr>
<tr>
<td>Corn_Healthy</td>
<td>96.15</td>
</tr>
<tr>
<td>Grape_Leaf_Blight</td>
<td>96.97</td>
</tr>
<tr>
<td>Potato_Late_Blight</td>
<td>91.43</td>
</tr>
<tr>
<td>Tomato_Late_Blight</td>
<td>98.08</td>
</tr>
<tr>
<td>Tomato_Late_Blight</td>
<td>99.75</td>
</tr>
<tr>
<td>Tomato_mosaic_virus</td>
<td>95</td>
</tr>
</tbody>
</table>

Fig. 11. Crops Accuracy.

One of the domains where technology can have a large impact is the detection of plant diseases. Machine learning and deep learning are often implemented in systems for this specific purpose especially since ML techniques have an important image processing capability.

V. Conclusion

In this study, we proposed a system for the detection of plant diseases through analyzing leaf images of plants to determine not only if they are healthy or diseased, but rather to classify which kind of disease exists in each crop type. Our
model is based on a VGG-16 architecture that classifies 19 classes of plant diseases, according to the data acquired from the Plant Village dataset. The model was able to achieve a 95.2% accuracy with a loss of 0.4418.

Despite achieving a high accuracy with a low loss, our model faces some limitations since the input images must have certain illumination conditions and a complex background behind them due to the fact that they are collected from actual leaves from planted plants. These conditions pose as a challenge for any model used for plant disease detection and they can be considered as areas for improvement when designing or trying to enhance the existing model. Furthermore, in the future studies, our efforts will be focused on achieving more precise disease detection, particularly through training our machine learning model to identify the exact location of the disease on each leaf, especially if more than one disease is detected in one plant leaf. In addition to that, the plant disease dataset can be further increased to take into consideration even more plant diseases and to incorporate additional crop types. Moreover, we can consider some advanced methods to increase the accuracy of processing of leaf images by applying technologies like Faster region-based convolutional neural network (Faster R-CNN), which is a unified network designed for object recognition. Faster R-CNN creates a network that proposes a region for the detection which is then fed to the developed model for training, and after that according to the features, the optimal detection region is selected for classification purposes. Another method that can be implemented is the You Only Look Once YOLO technology which presents a very fast detection in real time with approximately 45 frames for second. Another technique similar to YOLO is the Single Shot Detector (SSD) which provides a fast detection of objects from a single frame. SSD achieves its high accuracy by producing detection at different scales and separates between the predictions by aspect ratio.
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Abstract—This research aims to create a model, analyze the factors that influence the COVID-19 mortality rate in Indonesia. There are five independent variables and one dependent variable used in the research. The independent variables used are the percentage of poor people, the percentage of households using shared toilet facilities, the percentage of households using wood as the main fuel for cooking, the percentage of the population whose drinking water source comes from pumped water and the percentage of population who have health insurance from private insurance. While the dependent variable used is the Annual Parasite incidence COVID-19. The results obtained are as follows. First, a Zero-Inflated Negative Binomial regression model was obtained for the case of COVID-19 morbidity where this model could overcome overdispersion and excess zero values in observations. Second, there are 4 independent variables that have a significant effect on the count model and there is no independent variable that has a significant effect on the Zero inflation model. Third, a web application is produced that can display the Zero-Inflated Negative Binomial regression model (ZINB).
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I. INTRODUCTION

Health is very important for every human being. With a healthy body, the soul will be good, and the mind will be in balance. Having a healthy body and soul can support human activities without any obstacles. Steps that need to be taken to maintain health include exercising, getting appropriate nutrition coverage and guarding yourself from habits that damage the body. Public awareness is needed to carry out a healthy lifestyle to avoid disease. COVID-19 has become a health emergency in the past one month since the first case in Indonesia was reported in Depok in March 2020. The problem that Indonesia is currently facing is that the government is still not effective in conducting testing and COVID-19 cases and there is no enforcement of rules regarding social distancing and mobility [¹].

Research on the analysis of factors that influence COVID-19 in Indonesia is carried out using several different methods. The Zero-Inflated method used by the researcher in this research is the Zero-Inflated Negative Binomial method. This research was conducted to model the COVID-19 mortality rate using the web-based Zero-Inflated Negative Binomial method. The Zero-Inflated Negative Binomial method is used because there is overdispersion in the Poisson regression model and the data used has an excessive value of 0 [²]. Overdispersion is a condition where the value of the variance is greater than the average [³]. One of the causes of overdispersion is the number of observations that are zero in the dependent variable or variable Y. Zero-Inflated Negative Binomial Regression (ZINB) is a model formed from a mixed distribution of Poisson gamma [³]. If \( y_i \) is a discrete independent random variable with \( i = 1, 2, n \) the null value of the observation is assumed to appear in two appropriate ways for separate states. The first state called zero state occurs with probability \( pi \) and produces only zero observations, while the second state is called Negative Binomial state occurs with probability \( (1 - pi) \) and has a Negative Binomial distribution with mean \( \mu \), with \( 0 \leq pi \leq 1 \) [⁴]. Estimated ZINB regression parameters using the Maximum Likelihood Estimation (MLE) method with the EM (Expectation Maximization) and Newton Raphson Algorithm procedures [⁵]. This method is usually used to estimate the parameters of a model whose density function is known.

The use of the Zero-Inflated Negative Binomial (ZINB) method has been carried out by several researchers [⁶][⁷][⁸]. In research conducted concluded that the ZINB regression model is more appropriate to be used to model data on the number of maternal deaths in Bali Province which contains many zero values and experiences overdispersion [⁹]. In another research conducted and concluded that the Poisson regression model does not meet the overdispersion hypothesis, so another model is used, the proposed model is the Zero-Inflated Poisson (ZIP) model, but there is still overdispersion on the ZIP models [¹⁰].

To overcome this problem, the ZINB model and the hurdle negative binomial (HNB) model are used [¹¹]. The Akaike Information Criterion (AIC) value of the ZINB model is lower than the value of the HNB model [¹²]. This shows that the ZINB model is best used in data on the incidence of diphtheria in Indonesia [¹³]. The HNB model can control zero values and overdispersion, just like the ZINB model [¹⁴]. However, in the data on the incidence of diphtheria in Indonesia, the ZINB model is more suitable to control the value and over-dispersion of the data concludes that the appropriate model for the frequency of traveling during the last six months in South Tapanuli regency, North Sumatra, for the March 2016 period is the Zero-Inflated Negative Binomial model [¹⁵].
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The independent variables used in this research were the percentage of poor population, the percentage of households using shared toilet facilities, the percentage of the population whose drinking water source came from pump water and the percentage of the population who had health insurance from private insurance. The dependent variable used in this research is the COVID-19 mortality rate. Based on the data obtained, there are areas where the COVID-19 mortality rate is zero. This causes the data used to be overdispersion or the average value and variance are different. Therefore, the formulation of the problem in this research is:

1) Create a Zero-Inflated Negative Binomial model for the COVID-19 mortality rate in Indonesia.
2) Analyzing the Factors Affecting the COVID-19 mortality rate in Indonesia.

II. MATERIALS AND METHODS

A. Research Variable

The type of data used in this research is secondary data. The variables used in this research consisted of the dependent variable and the independent variable (can be seen in Table I). Measurement scale of the variables is ratio.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable type.</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 mortality rate</td>
<td>Dependent</td>
<td>API is the morbidity rate per 1000 population at risk in one year.</td>
</tr>
<tr>
<td>Percentage of poor people</td>
<td>Independent</td>
<td>Population whose average monthly per capita expenditure is below the poverty line. The unit used is Percent (%).</td>
</tr>
<tr>
<td>Percentage of households that use shared toilet facilities</td>
<td>Independent</td>
<td>MCK stands for bathing, washing, and toileting is one of the public facilities that are shared by several families for the purpose of bathing, washing, and defecating in certain residential locations which are considered to have a fairly dense population and low level of economic capacity. The unit used is Percent (%).</td>
</tr>
<tr>
<td>Percentage of households that use wood as the main fuel for cooking</td>
<td>Independent</td>
<td>Until now, household energy needs in rural areas are still supported by firewood and agricultural waste. In rural areas, especially in remote areas, people still use more than 60% of their energy needs from firewood or biomass. The unit used is Percent (%).</td>
</tr>
<tr>
<td>Percentage of population whose drinking water source comes from pumped water</td>
<td>Independent</td>
<td>Pump water is water that comes from pumping from a water source in the ground, then distributed into existing water pipes in the house or in the water tank. The unit used is Percent (%).</td>
</tr>
<tr>
<td>Percentage of population who have health insurance from private insurance.</td>
<td>Independent</td>
<td>Health Insurance is an insurance that provides insurance to the insured to replace any medical expenses which include hospital treatment costs, surgery costs and drug costs. The unit used is Percent (%).</td>
</tr>
</tbody>
</table>

B. Research Steps

The data analysis technique used in this research is descriptive analysis, Poisson regression and Zero-Inflated Negative Binomial. The following is a more detailed explanation of the steps taken by researchers in completing this research.

1) Perform secondary data collection.
2) Perform data processing so that the data used.
3) Determine the type of variable from each variable used.

Conducting descriptive analysis by calculating the Mean, Median and standard deviation values. In addition, it determines the maximum and minimum values of each variable.

The following is an explanation of the steps taken by researchers in making this Zero-Inflated Negative Binomial model (can be seen in Fig. 1):

![Fig. 1. Flowchart of Research Steps.](image-url)
1) Perform the Spearman rank correlation test to find out whether there is a relationship between the dependent variable and the independent variable with the following steps:
   - Specifies \( H_0 \) and \( H_1 \).
   - Calculate \( \rho_{\text{count}} \) according to equation.

Equation (1) if there is no the same rank.

\[
\rho_{\text{calculate}} = 1 - \frac{6 \sum d^2}{n(n^2 - 1)} \tag{1}
\]

Equation (2) If there is the same rank.

\[
\rho_{\text{calculate}} = \frac{\sum (R_x - \bar{R}_x)(R_y - \bar{R}_y)}{\sqrt{\sum (R_x - \bar{R}_x)^2 \sum (R_y - \bar{R}_y)^2}} \tag{2}
\]

- \( \rho_{\text{count}} \) = Spearman Correlation Coefficient.
- \( d \) = Rank difference for each data.
- \( n \) = Number of Samples or data.
- \( R_x \) = Rating for each data on Variable X.
- \( \bar{R}_x \) = Average Rating for each data on Variable X.
- \( R_y \) = Rank for each data on Variable Y.
- \( \bar{R}_y \) = Average Rating for each data on Variable Y.

- \( H_0: \rho = 0 \) which means there is no correlation between variables X and Y.
- \( H_1: \rho \neq 0 \) which means there is a correlation between the variables X and Y.

- Determine the \( \rho_{\text{table}} \).
- Comparing the value of \( \rho_{\text{count}} \) with the value of \( \rho_{\text{table}} \).
- Draw conclusions based on the results of the comparison.

2) Determine the estimated regression coefficient by using the Maximum Likelihood Estimation method and Newton Raphson iteration [16].

3) Create a Poisson Regression model using Equation (3).

\[
\ln \hat{\bar{\mu}}_i = \hat{\beta}_0 + \sum_{j=1}^{p} \hat{\beta}_j x_{ij}, i = 1, 2, \ldots, n \text{ and } j = 1, 2, \ldots, p \tag{3}
\]

4) where the coefficients used are the coefficients obtained is step 3.

5) Create a Poisson Regression model using Equation (3).

\[
\ln \hat{\bar{\mu}}_i = \hat{\beta}_0 + \sum_{j=1}^{p} \hat{\beta}_j x_{ij}, i = 1, 2, \ldots, n \text{ and } j = 1, 2, \ldots, p \tag{3}
\]

where the coefficients used are the coefficients obtained in step 3.

6) Perform the Overdispersion test on Poisson regression with the following steps [17]:
   - Specifies \( H_0 \) and \( H_1 \).
   - Determine the value of Deviance (\( \theta_1 \)) and Pearson Chi-Squared (\( \theta_2 \)).
   - Compares the values of \( \theta_1 \) and \( \theta_2 \) with 1.
   - Draw conclusions based on the results of the comparison.

7) If Overdispersion is found, then the model made is Zero Inflated Negative Binomial.

C. Analyzing

After the previous steps have been taken, the steps taken to analyze the factors that influence the COVID-19 mortality rate are as follows:

1) Determine the estimated regression coefficient by using the Maximum Likelihood Estimation method and Newton Raphson iteration.

2) Create a Zero-Inflated Negative Binomial model using Equations (4).

\[
\logit \hat{\pi}_i = \hat{\gamma}_0 + \sum_{j=1}^{p} \hat{\gamma}_j x_{ij}, i = 1, 2, \ldots, n \text{ and } j = 1, 2, \ldots, p \tag{4}
\]

\( p \): number of independent variables.
\( n \): number of observations.

\( \hat{\beta}: \) estimated ZINB regression model parameters.
\( \hat{\gamma}: \) estimated ZINB regression model parameters.

3) Conducting the test simultaneously with the following steps:

   a) Specifies \( H_0 \) and \( H_1 \).
   b) Calculating the value of the G test statistic according to Equation (5).

\[
W = \left( \frac{\hat{\beta}}{SE(\hat{\beta})} \right)^2 \tag{5}
\]

The test criteria is reject \( H_0 \) if \( W > t^{\alpha}(\frac{\alpha}{2}; n - 1) \). Denial \( H_0 \) at the level of significance \( \alpha \) means that a certain \( j \)-th independent variable has a significant contribution to the dependent variable Y.

   c) Determining the value \( X^2_{(\alpha; n-k-1)} \).
   d) Comparing the value of the G test statistic with the value of \( X^2_{(\alpha; n-k-1)} \).
   e) Drawing conclusions based on comparison results.

4) Conduct a parameter significance test for each of the independent variables in the former model to find out which variables influence the COVID-19 mortality rate. The test steps are as follows:
a) Specifies $H_0$ and $H_1$.

b) Calculating the value of the Wald test statistic according to Equation (5).

c) Looking for value $t_\left(\frac{a}{2}; n - 1\right)$.

d) Comparing the statistical value of the Wald test of each independent variable with the value of $t_\left(\frac{a}{2}; n - 1\right)$.

e) Determining the independent variables that affect the dependent variable based on the comparison results.

5) Choose the best model based on Akaike Information Criterion (AIC) based on Equation (6).

$$AIC = 2k - 2 \ln(\hat{L})$$  \hspace{1cm} (6)

$k =$ Number of parameter estimates in the model $\hat{L}$ The maximum value of the model Likelihood function

6) Make an interpretation of the model that has been made.

III. RESULT AND DISCUSSION

In this research, a web-based application was made. Users must register their personal data first as a complete account. After the account has been successfully created, the user will be directed to the Login page to input the registered Username and Password. If the Username and Password match, the User can access the features contained in the application. After successful login, the user will be directed to the home menu. In the home menu there is a Navigation bar that contains the features found in the application. Users can see the results of predictions of mortality rates that have been done before or Users can make new interpretations of COVID-19 mortality rates based on existing variables. After the user has finished using the application, the user can log out of the account by pressing the logout button. Use cases in this research can be seen in Fig. 2.

A. Correlation Analysis

The independent variables tested were the percentage of poor people ($X_1$), the percentage of households using shared toilet facilities ($X_2$), the percentage of households using wood as the main fuel for cooking ($X_3$), the percentage of the population whose drinking water source came from pumps ($X_4$), the percentage of the population who had health insurance from Private Insurance ($X_5$), Area Height ($X_6$), Number of Hospitals ($X_7$), Number of Doctors ($X_8$), and Percentage of Households with Ground Floor ($X_9$). For example, the correlation value of $X_1$ and $Y$ is -0.4570287, then the interpretation of the correlation value is that the relationship between the percentage of the poor and the COVID-19 mortality rate is in the moderate category and contradicts each other where if the percentage of the poor increases, then the mortality rate will decrease (can be seen in Table II).

Based on Table I, the correlation value of several independent variables is greater than $0.05; 29$ which means that several independent variables have a significant effect on the dependent variable. The influential variable is Percentage of poor people ($X_1$), the percentage of households using shared toilet facilities ($X_2$), the percentage of households using wood as the main fuel for cooking ($X_3$), the percentage of the population whose drinking water source came from pumps ($X_4$), and the percentage of the population who had health insurance from Private Insurance ($X_5$). Therefore, the variables Area Height ($X_6$), Number of Hospitals ($X_7$), Number of Doctors ($X_8$), and Percentage of Households with Ground Floor ($X_9$) are excluded from the modeling to be carried out.

B. Poisson Distributed Data Test

From the test, the results of the $D_n$ test statistic value of 0.4286. These results were compared with the statistical value of the Kolmogorov-Smirnov test (0.05:7) which was worth 0.48343. Because the statistical value of the $D_n$ test is smaller than the statistical value of the Kolmogorov-Smirnov test, it can be concluded that $H_0$ a failed to reject or the data came from a population that followed the Poisson distribution. Based on the conclusion, the regression model that will be made is Poisson regression modeling.

### TABLE II. SPEARMAN CORRELATION TEST

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\rho$</th>
<th>Direction</th>
<th>$\rho$ (0.05; 29)</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>0.4570287</td>
<td>Negative</td>
<td>0.368</td>
<td>There is a relationship p</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.435146</td>
<td>Positive</td>
<td>0.368</td>
<td>There is a relationship p</td>
</tr>
<tr>
<td>$X_3$</td>
<td>0.3951663</td>
<td>Negative</td>
<td>0.368</td>
<td>There is a relationship p</td>
</tr>
<tr>
<td>$X_4$</td>
<td>0.4761548</td>
<td>Positive</td>
<td>0.368</td>
<td>There is a relationship p</td>
</tr>
<tr>
<td>$X_5$</td>
<td>0.4286245</td>
<td>Positive</td>
<td>0.368</td>
<td>There is a relationship p</td>
</tr>
<tr>
<td>$X_6$</td>
<td>0.29007756 9</td>
<td>Negative</td>
<td>0.368</td>
<td>No connection</td>
</tr>
<tr>
<td>$X_7$</td>
<td>0.29205161 4</td>
<td>Positive</td>
<td>0.368</td>
<td>No connection</td>
</tr>
<tr>
<td>$X_8$</td>
<td>0.14653836 3</td>
<td>Positive</td>
<td>0.368</td>
<td>No connection</td>
</tr>
<tr>
<td>$X_9$</td>
<td>0.19619172 8</td>
<td>Negative</td>
<td>0.368</td>
<td>No connection</td>
</tr>
</tbody>
</table>

Fig. 2. Use Case.
The influential variable is Percentage of poor people (\(X_3\)), the percentage of households using shared toilet facilities (\(X_2\)), the percentage of households using wood as the main fuel for cooking (\(X_3\)), the percentage of the population whose drinking water source came from pumps (\(X_4\)), and the percentage of the population who had health insurance from Private Insurance (\(X_5\)). The model formed based on the values shown in Table III is as follows:

\[
\ln \mu_i = 3.772434 - 0.004478 \times X_1 + 0.078039 \times X_2 - 0.034350 \times X_3 + 0.085689 \times X_4 - 1.014189 \times X_5
\]

### C. Zero-Inflated Negative Binomial Modeling

The Zero-Inflated Negative Binomial (ZINB) regression model is a regression model that can be used to model data with the dependent variable having a Poisson distribution, many observations that are zero in the dependent variable and overdispersion occurs.

Table IV displays the coefficient values, Standard error, test statistics, and conclusions from each of the Zero-Inflated Negative Binomial regression variables. Based on the table, it is known that the percentage of the population who has health insurance from private insurance does not have a significant effect on both models. So that the Zero-Inflated Negative Binomial modeling was carried out without using the variable Percentage of the population who had health insurance from private insurance. The results of modeling can be seen in Table V.

### Table III. Poisson Regression Modeling Results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Test Statistic</th>
<th>Value</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Intercept})</td>
<td>3.772434</td>
<td>0.318566</td>
<td>11.842</td>
<td>Significant</td>
<td></td>
</tr>
<tr>
<td>(X_1)</td>
<td>-0.004478</td>
<td>0.013024</td>
<td>-0.344</td>
<td>Not Significant</td>
<td></td>
</tr>
<tr>
<td>(X_2)</td>
<td>0.078039</td>
<td>0.021383</td>
<td>3.650</td>
<td>Significant</td>
<td></td>
</tr>
<tr>
<td>(X_3)</td>
<td>-0.034350</td>
<td>0.008327</td>
<td>-8.975</td>
<td>Significant</td>
<td></td>
</tr>
<tr>
<td>(X_4)</td>
<td>0.085689</td>
<td>0.011711</td>
<td>7.317</td>
<td>Significant</td>
<td></td>
</tr>
<tr>
<td>(X_5)</td>
<td>-1.014189</td>
<td>0.201304</td>
<td>-5.038</td>
<td>Significant</td>
<td></td>
</tr>
</tbody>
</table>

Table III shows the coefficient values, standard error, test statistics and conclusions from each Poisson regression variable. The influential variable is Percentage of poor people (\(X_1\)), the percentage of households using shared toilet facilities (\(X_2\)), the percentage of households using wood as the main fuel for cooking (\(X_3\)), the percentage of the population whose drinking water source came from pumps (\(X_4\)), and the percentage of the population who had health insurance from private insurance. The results of modeling can be seen in Table V.

### Table IV. Results of the Zero-Inflated Negative Binomial Regression Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Wald Test Statistic</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta_0)</td>
<td>2.26342</td>
<td>0.33687</td>
<td>6.719</td>
<td>Significant</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>0.48196</td>
<td>0.06754</td>
<td>7.136</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.12367</td>
<td>0.05760</td>
<td>2.147</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>-0.24037</td>
<td>0.04078</td>
<td>-5.894</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_4)</td>
<td>0.13436</td>
<td>0.02281</td>
<td>5.891</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_5)</td>
<td>-0.49147</td>
<td>0.48896</td>
<td>-1.005</td>
<td>No Significant Effect on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\gamma_0)</td>
<td>-15.2554</td>
<td>5294.8945</td>
<td>-0.003</td>
<td>Not Significant</td>
</tr>
<tr>
<td>(\gamma_1)</td>
<td>2.0205</td>
<td>709.9964</td>
<td>0.003</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_2)</td>
<td>-13.0143</td>
<td>3093.7702</td>
<td>-0.004</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_3)</td>
<td>-0.2961</td>
<td>287.7473</td>
<td>-0.001</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_4)</td>
<td>-1.2309</td>
<td>2178.5769</td>
<td>-0.001</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_5)</td>
<td>34.4325</td>
<td>8887.1670</td>
<td>0.004</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
</tbody>
</table>

### Table V. Zero-Inflated Negative Binomial Modeling Results without Variable Percentage of Population who have Health Insurance from Private Insurance

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Wald Test Statistic</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta_0)</td>
<td>2.13703</td>
<td>0.32859</td>
<td>6.504</td>
<td>Significant</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>0.52405</td>
<td>0.06850</td>
<td>7.650</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.14371</td>
<td>0.05981</td>
<td>2.403</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>-0.26860</td>
<td>0.04007</td>
<td>-6.704</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\beta_4)</td>
<td>0.15242</td>
<td>0.01937</td>
<td>7.870</td>
<td>Significant Influence on the Dependent Variable for the Count Model.</td>
</tr>
<tr>
<td>(\gamma_0)</td>
<td>-27.395</td>
<td>24062.983</td>
<td>-0.001</td>
<td>Not Significant</td>
</tr>
<tr>
<td>(\gamma_1)</td>
<td>7.081</td>
<td>2213.102</td>
<td>0.003</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_2)</td>
<td>-17.144</td>
<td>697.278</td>
<td>-0.025</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_3)</td>
<td>-2.119</td>
<td>617.880</td>
<td>-0.003</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
<tr>
<td>(\gamma_4)</td>
<td>-9.382</td>
<td>2751.073</td>
<td>-0.003</td>
<td>No Significant Effect on the Dependent Variable for the Zero-Inflation Model.</td>
</tr>
</tbody>
</table>
The model formed can be as follows:

\[ \hat{\mu} = \exp(2.13703 + 0.52405 \times X_1 + 0.14371 \times X_2 - 0.26860 \times X_3 + 0.15242 \times X_4) \]

\[ \hat{\pi} = \frac{\exp(-27.395 + 7.081 \times X_1 - 17.144 \times X_2 - 2.119 \times X_3 - 9.382 \times X_4)}{1 + \exp(-27.395 + 7.081 \times X_1 - 17.144 \times X_2 - 2.119 \times X_3 - 9.382 \times X_4)} \]

**D. Best Model Selection**

The best model selection is done by looking at the AIC (Akaike Information Criterion) value. The selection of the best model is done by comparing the 2 models that have been formed, namely the Poisson Regression model and the Zero-Inflated Negative Binomial Model. The AIC values of the two models can be seen in Table VI.

<table>
<thead>
<tr>
<th>Regression Model</th>
<th>AIC Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regresi Poisson</td>
<td>817.4561</td>
</tr>
<tr>
<td>Zero-Inflated Negative Binomial (Full Model)</td>
<td>65.1253</td>
</tr>
<tr>
<td>Zero-Inflated Negative Binomial (Without (X_3))</td>
<td>62.1329</td>
</tr>
</tbody>
</table>

The AIC value in Table VI shows that the lowest AIC value is the Zero-Inflated Negative Binomial model without a Variable Percentage of the population who has health insurance from private insurance. These variables were excluded because they had no significant effect on the Count Model and Zero-Inflation Model. Therefore, the Zero-Inflated Negative Binomial modeling was carried out without using the Variable Percentage of the population who had health insurance from private insurance.

**E. Model Interpretation**

The ZINB model is used to deal with overdispersion in the Poisson Regression model. The ZINB model is divided into two components, namely the count model for and the zero inflation model for. The interpretation of the model formed from ZINB is based on the odd ratio value as seen from the exp (\(b\)) value.

1) The interpretation of the count model coefficient is as follows:

   a) The constant is 2.13703, meaning that if the variables are Percentage of poor people \(X_1\), Percentage of households using shared MCK facilities \(X_2\), Percentage of households using wood as the main fuel for cooking \(X_3\), and Percentage of population whose drinking water source comes from Pump Water \(X_4\), is zero, then the COVID-19 mortality rate is worth \(\exp(2.13703) = 1.688854\) times the original COVID-19 mortality rate, if other variables are constant.

   b) The coefficient of \(X_3\) is 0.26860, meaning that every 1 percent increase in the percentage of households using wood as the main fuel for cooking \(X_3\), it will reduce the COVID-19 mortality rate by \(\exp(-0.26860) = 0.764449\) times the original COVID-19 mortality rate, if the variable is else constant value.

   c) The coefficient of \(X_3\) is 0.15242, meaning that every 1 percent increase in the Percentage of the Population whose drinking water source comes from Pump Water \(X_4\) will increase the COVID-19 mortality rate by \(\exp(0.15242) = 1.164649\) times the original COVID-19 mortality rate, if other variables are constant.

   d) The \(X_4\) coefficient is 0.15242, meaning that every 1 percent increase in the Percentage of the Population whose drinking water source comes from Pump Water \(X_4\) will increase the COVID-19 mortality rate by \(\exp(0.15242) = 1.164649\) times the original COVID-19 mortality rate, if other variables are constant.

2) The interpretation of the zero inflation model coefficient is as follows:

   a) The constant is -27.395, meaning that if the variables are Percentage of poor people \(X_1\), Percentage of households using shared MCK facilities \(X_2\), Percentage of households using wood as the main fuel for cooking \(X_3\), and Percentage of population whose drinking water source comes from the Air Pump \(X_4\), is zero, then the value of the COVID-19 mortality rate is \(\exp(-27.395) = 1.266E-12\).

   b) The coefficient of \(X_1\) is 7.081, meaning that every 1 percent increase in the percentage of poor people \(X_1\), will increase the chance of the COVID-19 mortality rate to zero by \(\exp(7.081) = 1189.157\) times, if other variables are constant.

   c) The coefficient of \(X_2\) is -17.144, meaning that every 1 percent increase in the percentage of households using shared MCK facilities \(X_2\), will reduce the chance of the COVID-19 mortality rate to zero by \(\exp(-17.144) = 3.58E-08\) times, if other variables are constant.

   d) The coefficient of \(X_3\) is -2.119, meaning that every 1 percent increase in the percentage of households that use wood as the main fuel for cooking \(X_3\), it will reduce the chance of the COVID-19 mortality rate to zero by \(\exp(-2.119) = 0.1201\) times, if other variables are worth constant.

   e) The coefficient of \(X_4\) is -9.382, meaning that every 1 percent increase in the Percentage of the Population whose drinking water source comes from Pump Water \(X_4\) will reduce the chance of the COVID-19 mortality rate to zero by \(\exp(-9.382) = 8.42E-05\) times, if other variables are worth constant.

**F. Parameter Significance Test Results**

Based on Table VII, it can be concluded that in the count model there are 4 variables that have a significant effect on the COVID-19 mortality rate. In the zero-inflation model, there are no independent variables that affect the COVID-19 mortality rate. Based on the two models, it can be concluded that the variables used are not appropriate for the zero-inflation model.
TABLE VII. PARAMETER SIGNIFICANCE TEST RESULTS

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Count Model Coefficient</th>
<th>Zero-Inflation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of poor people ($X_1$)</td>
<td>Significant</td>
<td>Not significant</td>
</tr>
<tr>
<td>Percentage of households using shared toilet facilities ($X_2$)</td>
<td>Significant</td>
<td>Not significant</td>
</tr>
<tr>
<td>Percentage of households using wood as the main fuel for cooking ($X_3$)</td>
<td>Significant</td>
<td>Not significant</td>
</tr>
<tr>
<td>Percentage of Population whose drinking water source comes from Pump Water ($X_4$)</td>
<td>Significant</td>
<td>Not significant</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The conclusions obtained from this research are as follows:
- The factors that influence the COVID-19 mortality rate in the count model are percentage of poor people ($X_1$), the percentage of households using shared toilet facilities ($X_2$), the percentage of households using wood as the main fuel for cooking ($X_3$), and the percentage of the population whose drinking water source came from pumps ($X_4$). In the Zero-Inflation model, there are no factors that affect the COVID-19 mortality rate, so that the ZINB regression model used is the count model.
- Third, based on the evaluation of user satisfaction, the designed application has been able to help predict COVID-19 mortality and assist in providing information and insight to the public about COVID-19.
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Abstract—Infertility is one of the diseases in which researchers are interested. Infertility disease is a global health concern, and andrologists are constantly looking for more advanced solutions for this disease. The intracytoplasmic sperm injection (ICSI) process is considered as one of the most common procedures for achieving fertilization. Sperm selection is performed using visual assessment which is dependent upon the skills of the laboratory technicians and as such prone to human errors. Therefore, an automatic detection system is needed for quick and more accurate results. This study utilizes a deep learning technique for the classification of heads of human sperms which indicate the healthy human sperms. The Convolutional Neural Network (CNN) model of visual Geometry Group of 16 layers (VGG16) was used for classification, and it is one of the best architectures used for image classification. The dataset consists of 1200 images of human sperm heads divided into healthy and unhealthy. Here, the VGG16 model is fine-tuned and achieved an accuracy of 97.92% and a sensitivity of 98.82%. Moreover, it achieved an F1 score of 98.53%. The model is an effective and real-time system for detecting healthy sperms that can be injected into eggs for achieving successful fertilization. This model quickly recognizes healthy sperms and makes the sperm selection process more accurate and easier for the andrologists.

Keywords—Infertility; sperm morphology; deep learning; human sperm head; healthy sperms

I. INTRODUCTION

The inability of couples to achieve pregnancy after 1 year of regular coition is known as infertility [1]. Infertility is the problem of most couples around the world, about 30-40% of them related with male factor abnormalities [2]. The most important role in the intracytoplasmic sperm injection method is the selection of the best sperms that can be injected into the oocytes. Embryologists select the best sperm depending on the morphology of sperms by visual assessment. This process is time-consuming and so tiring compared to machine learning approaches [3]. Machine learning depends on manual extraction of features such as head area, length, and width of sperms [4]-[6]. The human sperms are composed of head, midpiece and tail. The head of human sperm contains the deoxyribonucleic acid which carries the genetic instructions needed for reproduction. The midpiece part has the mitochondria to supply the tail with energy required for movement. The tail part provides the sperm with motility required for its movement to oocytes for fertilization [34]. The tip of head contains acrosome which secretes enzymes that are useful for penetration and make the penetration process easier for human sperms.

Intracytoplasmic sperm injection (ICSI) process is considered as an optimum choice with male infertility diseases. ICSI process is done when the sperm count is low, and it is also preferable when the sperms have low motility according to the semen analysis. In Vitro Fertilization (IVF) process is different from ICSI since the fertilization is performed by the sperms themselves in the test tube without injection with any needles after keeping the human sperms with oocytes inside one tube [35]. Intrauterine Insemination (IUI) process is less costly in which the semen is injected directly into the uterine cavity and this method increases the success rate of pregnancy with some cases [34].

The rest sections of this paper is organized as follows: Section 2 discusses the literature review. Section 3 describes the methodology, dataset, and explanation of preprocessing stages in detail. Section 4 explains the proposed model for healthy sperm detection. Section 5 shows and discuss the results of this proposed model. Section 6 concludes the paper and mentions the scope of future work.

II. LITERATURE REVIEW

There are several researches about automatic detection of the best sperms used for the intracytoplasmic sperm injection process using machine learning and deep learning. In one of these studies, J Riordon et al. improved a model for classification of sperms using VGG16 using versatile dataset with accuracy reached 94.1% [9]. Javadi et al. proposed a method for sperm evaluation with 3 labels which are acrosome, head and vacuole [10]. Mirroshandel et al. improved automatic detection algorithm for human sperm images with accuracy reached 93.2% with tail and neck [11]. Revollo, Natalia V., et al. improved an automatic system for human sperm head detection using machine learning techniques in which the sperms were labeled manually achieving an accuracy of 92% [36]. Bijar et al. proposed a model for segmentation of different parts of sperms with high accuracy [12]. Erfan Miahi et al. developed a neural architecture search based on genetic algorithm for detection of different parts of human sperm with an accuracy of 91.66% and 77.33% in the vacuole and head abnormality detection, respectively [37]. Prabaharan, L., and A. Raghunathan. proposed a convolutional neural network for abnormal sperm detection based on morphology achieving an accuracy of 98.99% [38].

There are some researchers who used K-nearest neighbor and principal component for sperm analysis [7]. Several researches have proven the relationship between ICSI success...
and the morphology of the sperm head [8]. In some studies, stained sperms were used, and they are not useful for the intracytoplasmic sperm injection (ICSI) process, but this method has the advantage of detecting healthy sperms easily and it is more suitable for low quality and noisy images [14].

There are also many researchers used versatile types of deep learning architectures; Liu et al. used AlexNet architecture for classification of human sperms [13]. McCallum et al. improved a VGG16 model for detecting the best sperms of highest integrity of DNA [14]. Ghasemian et al. proposed a model for recognition of sperm abnormality with low computation time [15]. Some studies used segmentation procedures, shaker et al. proposed a method for detection and segmentation of human sperms achieving accuracy of 92% for sperm head segmentation [16]. Urbano et al. presented a model for tracking of human sperms [17]. Mirsky et al. developed a system for healthy and unhealthy sperm detection based on morphology using machine learning with precision of 90% [18]. Thirumalaraju et al. presented a deep learning model with accuracy of 89% in recognition of good sperms [19]. These algorithms could automate the process of sperm recognition with its types [14]. For computer vision tasks, there are many algorithms for transfer learning performed by researchers to find out the best processes for the image classifiers [22, 23]. The design of the neural network affects the accuracy of the classification, depending also on the type of dataset. Baker et al. used reinforcement learning in designing neural network architectures [24], zoph et al. also updated a neural network architecture using reinforcement learning [25]. Zoph et al. used versatile methods for producing the best architectures for classification of images and proposed learning architectures for image recognition [21].

Mathematical morphology is so important for sperm recognition and detection of healthy and unhealthy sperms. Rodríguez et al. used Lambertian model and sperm cell segmentation based on mathematical morphology [28]. There are several research studies that are interested in counting the sperms using versatile methods. One of these works is the method of Susrama, I. G., K. E. Purnama, and M. H. Purnomo, which proposed a model for human sperm concentration and number using Otsu’s threshold obtaining an accuracy of 91% [29]. There are some models for processing microscopic videos for detecting the motility of sperms [30]. It is helpful for tracking of the spermatozoa through the videos and this analysis is needed for motility assessment. Boumaza et al. improved an automatic system for concentration assessment based on decision trees machine learning [31]. Ilhan et al. presented an approach for analyzing spermiogram tests with high correlation with visual assessment results and proposed an algorithm for motile sperm detection [32]. Lv, Qixian, et al. proposed an algorithm for automatic segmentation of sperm head based on the U-Net network [39], Chandra, Satish, et al. utilized different deep learning models, and both ResNet50 and VGG19 models achieved an accuracy of 71%, 87.33%, 73% for acrosome, vacuole and head label, respectively [40].

The intracytoplasmic morphologically selected sperm injection (IMSI) usually is done using magnification of 10,000 and it has the property of motile spermatozoa selection properly [26]. Several researches demonstrated the effectiveness of IMSI over ICSI process due to the power of magnification of IMSI process and many factors that differ from patient to another. So, IMSI process in some cases showed clinically significant difference [26]. There are many factors that influence the success of intracytoplasmic sperm injection process, the World Health Organization (WHO) defined the criteria of reference values for the characteristics of semen. The reference volume of semen is 1.5 mL, reference sperm count is 15 million per mL and minimum total motility of 40% [27, 34]. The abnormalities of sperm heads can cause failure of fertilization, and then failure of ICSI process [8].

III. MATERIAL AND METHODS

A. Sperm Head Dataset

The Dataset used is freely available for public, collected from Hannam Fertility Centre in Canada and utilized by McCallum et al [14]. Some processing work was done on dataset before using, and then the dataset has been classified into healthy and unhealthy human sperm heads with the help of andrologists as shown some of dataset in Fig. 2. Google Colab in python is mainly used for implementing this paper with the aid of MATLAB program. Dataset is partitioned into training set, test set and validation set. The dataset consists of 1200 images of size 150x150 pixels and partitioned as 720 images for training, 240 images for test purpose and 240 images for validation purpose, as represented in Fig. 1, and Table I.

![Fig. 1. Overview of Sperm Head Dataset with Healthy and Unhealthy Classes.](https://example.com/f1.png)

<table>
<thead>
<tr>
<th>TABLE I. PARTITIONING OF DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dataset Partitions</strong></td>
</tr>
<tr>
<td>Training Dataset</td>
</tr>
<tr>
<td>Validation Dataset</td>
</tr>
<tr>
<td>Test Dataset</td>
</tr>
<tr>
<td>Total Dataset</td>
</tr>
</tbody>
</table>
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B. Image Preprocessing

Preprocessing of images is an important step for image enhancement (e.g., noise removal), the median filter is used for this purpose [33] as represented in Fig. 3. Image resizing also is necessary in the preprocessing steps. Dataset images were scaled up to 224x224 pixels according to VGG16 requirements. Image resizing has an important role in image processing technique to enlarge or reduce the dataset. Image interpolation can be divided into two different ways, both image down sampling and image up sampling are necessary when resizing the dataset for matching the requirements of the deep learning model and differ according to each model and the field of study.

![Fig. 2. A Selection of Sperm Head Dataset. (A), (B), (C), (D) Healthy Sperm Head Images. (E), (F), (G), (H) Unhealthy Sperm Head Images.](image)

![Fig. 3. Preprocessing of Input Images. (A) Noisy Image before Preprocessing. (B) Image after Applying Median Filter for Noise Removal.](image)

The main preprocessing methods used after denoising process are explained as the following.

1) Otsu’s thresholding process: In this technique, the thresholding on grayscale image is processed. Otsu’s method is used to perform automatic image thresholding by obtaining the image histogram and computing the threshold value (t) then the image pixels is replaced into white or black depending on the value of the threshold (t) [29]. The image pixels whose saturation is greater than the threshold is replaced into white and image pixels whose saturation is lower than the threshold is replaced into black color. It searches for the threshold that reduces the intra-class variance as shown.

\[
s_0(t) = \omega_0(t)\sigma_0^2(t) + \omega_1(t)\sigma_1^2(t)
\]

where \( s_0(t) \) is the intra-class variance, \( \omega_0 \) and \( \omega_1 \) are the probabilities of the two classes separated by a threshold \( t \) and \( \sigma_0^2 \) and \( \sigma_1^2 \) are the variances of these two classes.

This method is considered as one of segmentation techniques in image processing and this algorithm can be described as the following.

**Otsu’s thresholding algorithm:**

1. Given grayscale image.
2. Compute the histogram of this image.
3. Compute the probabilities of each intensity level.
4. Set up initial \( \omega_1 \) and \( \mu_1 \) at all possible thresholds \( t = 1, t = 2, \ldots \) till the maximum intensity.
5. Calculate \( \omega_1 \) and \( \mu_1 \) at all possible thresholds.
6. Calculate \( s_0(t) \) as the following equation:

\[
s_0(t) = \sigma_i^2 - s_0(t) = \omega_0(t)\sigma_0(t) + \omega_1(t)\mu_1(t) \quad (t = 0, 1, 2, \ldots, \text{max intensity})
\]

where \( \sigma_i^2 \) is the inter-class variance, \( \omega \) is the class probabilities and \( \mu \) is the class means.

7. Choose the best threshold value for optimum results corresponding to the maximum \( s_0(t) \) and apply this threshold to image [29].

2) Area opening method: Area opening technique is used for removal of objects with area smaller than a specified parameter from the foreground of binary images [33]. Mathematically, opening a set \( A \) by a structuring element \( B \) can be given by the following equation.

\[
A \circ B = (A \ominus B) \oplus B
\]

where the symbol \( \ominus \) denotes to erosion and \( \oplus \) denotes to dilation.

Area opening technique is utilized for removing vacuoles that may appear in the head of sperm in order not to affect the accuracy of the classifier of the proposed model as shown in Fig. 4, and this method contributes to get high accuracy.

3) Image complement process: The complement of a black and white image is converting the zeros to ones and ones to zeros [33]. Image complement is performed for getting white sperm head and black background as shown in Fig. 5. The image complement is used as a final step before training in which data augmentation is done through.

![Fig. 4. Area Opening of Input Images. (A) Image after Applying Otsu’s Thresholding Segmentation Method and before Applying Area Opening. (B) Image after Applying Area Opening for Removing Vacuoles in Sperm Head.](image)
IV. PROPOSED HEALTHY SPERM HEAD DETECTION MODEL

The deep learning architecture VGG16 is a convolutional neural network model proposed by Simonyan et al. [20] and pre-trained on ImageNet. The size of the input image of this architecture is fixed 224x224x3 then the image is passed through a stack of convolutional layers and the filter used of size 3x3 [9]. At first it has two convolution layers with pooling layer then another two convolution layers with pooling followed by three convolution layers with pooling repeated three times and finally three layers of fully connected (FC) attached with the output layer (e.g., sigmoid function) as shown in Fig. 7. In this proposed model, new layers are considered. Flatten layer, dense, dropout, dense and dropout layer are added respectively, and then dense layer with sigmoid activation function is used as represented in Fig. 8.

TABLE II. PARAMETERS OF DATA AUGMENTATION

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rescale</td>
<td>1./255</td>
</tr>
<tr>
<td>Width shift range</td>
<td>0.2</td>
</tr>
<tr>
<td>Height shift range</td>
<td>0.2</td>
</tr>
<tr>
<td>Horizontal flip</td>
<td>True</td>
</tr>
<tr>
<td>Zoom</td>
<td>0.25</td>
</tr>
<tr>
<td>Rotation</td>
<td>-30°</td>
</tr>
<tr>
<td>Image fill</td>
<td>&quot;Nearest&quot;</td>
</tr>
</tbody>
</table>

Fig. 5. Image Complement of Input Images. (A) Image after Applying Area Opening Process. (B) Image after the Complement Process.

4) Data augmentation: Image data augmentation is a technique used to increase the dataset by modifying images. Image data augmentation is performed only on training dataset. This is done by using ImageDataGenerator that is provided by Keras deep learning library. ImageDataGenerator class is used for augmentation of images with some parameters of image augmentation (e.g., shift, zoom and rotation) as represented in Table II. Some of these modifications for each parameter and its effect on the original images are shown in Fig. 6.

Fig. 6. Some Types of Image Augmentation Applied to Dataset. The First Row in Group (1) Including the Raw Dataset before Segmentation and the Second Row in Group (2) Including the Images after Segmentation (A) Original Image without Augmentation. (B) Image with Zoom Augmentation. (C) Image with Horizontal Flip. (D) Image with -30° Rotation.

Fig. 7. General Representation of VGG16 Architecture.

Fig. 8. Fine-Tuned Proposed Model for Healthy Sperm Head Detection.
The features of sperm head were extracted by convolutional layers, each convolutional layer has the same size of kernels [10]. Given an image $H$ of size $(u,v)$, the convolution can be estimated as follows,

$$G(u,v) = (H * Q)(u,v) = \sum_x \sum_y M(u-x,v-y)Q(x,y)$$

(4)

where $Q$ is the convolution kernel of size $x$, $G$ is the feature map of the output, $H$ is the feature map of the input and $(u,v)$ is the size of image.

In this proposed model, binary cross entropy loss function is performed since we have only 2 output categories, binary cross entropy loss function is used during adjusting the weights of the model, and then the loss can be minimized [10], this function is effective for optimizing the model and it is represented as the following formula.

$$E = - \frac{1}{n} \sum_{i=1}^{n} [y_i \cdot \log(\hat{y}_i) + (1 - y_i) \cdot \log(1 - \hat{y}_i)]$$

(5)

where $n$ is the number of scalar values in the model output, $y_i$ is the true label, $\hat{y}_i$ is the predicted label.

The proposed algorithm demonstrated its effectiveness in classification of healthy and unhealthy sperm head then detecting the best healthy sperm head which indicates the best healthy sperm that can be used for successful fertilization as proved in andrology [34]. The main steps of the convolution and the VGG16 algorithm can be summarized as the following.

1) **Steps of Convolution algorithm are:**

   a) The first step is to multiply the filter with the region of the input image of the same size using the convolution formula.

   b) Each element is multiplied with an element in the corresponding location then the results will be summed and give one output value.

   c) Repeating these steps by sliding the filter across the image until getting the final output.

2) **Main steps of VGG16 algorithm are:**

   a) 2D Convolution as previously described.

   b) Max Pooling. This operation is used for down sampling feature maps by calculating the maximum value in each patch of a feature map.

   c) Flattening, converting pooled feature map to a one-dimensional array (vector).

   d) Dense layer. It’s a layer that consists of neurons that detect input from neurons that’s in the previous layers.

   e) Dropout Layer. Used to prevent a model from overfitting.

   f) Activation function that finally used for defining the output [10]. In the last layer, the sigmoid function is used for the classification of sperms healthy or unhealthy. The sigmoid function is expressed as the following.

$$S(x) = \frac{1}{1 + e^{-x}}$$

(6)

where $S(x)$ is the sigmoid function of a variable $x$.

In this paper, the best sperms could be recognized using this proposed model. At the first, the dataset was uploaded. The preprocessing steps were done to be handled by VGG16 and they were effective in this process. The noises in the image were removed using median filter, the sperm heads were segmented using Otsu’s thresholding process, area opening was implemented for removing objects in the heads, the images were complemented, and then the model training and evaluation were done. Consequently, any image can be inserted after preprocessing for detection as shown in the proposed model flowchart in Fig. 9. There are also preprocessing steps should be done to the input images.

---

![Fig. 9. Flowchart of the Proposed Model for Healthy Sperm Detection.](image-url)
V. RESULTS AND DISCUSSION

The proposed model for classification of sperm heads is effective after using 1200 images of healthy and unhealthy sperm heads resulting in high accuracy. This proposed model is trained on a large dataset, and it is a real time system for andrologists for classification of healthy and unhealthy sperms. In Fig. 10, the results of the proposed model are shown for 4 unknown images of healthy and unhealthy sperm heads which are detected accurately. In this study, the median filter demonstrated the effectiveness of image denoising. Otsu’s thresholding process is done for segmentation then area opening technique is done and both have proved their success with the dataset. The accuracy of model reaches 97.92%, sensitivity equals 98.82%, precision equals 98.25%, specificity equals 95.71% and F1 Score equals 98.53% as shown in Table IV. The following formulas [7]-[11] respectively represents Accuracy, Sensitivity, Precision, Specificity and F1 Score. The following confusion matrix shows the values of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) [11]. The confusion matrix of our study is shown in Table III with 168 true positive and 67 true negative. The performance of our model is shown in Fig. 11 with high training and validation accuracy after training with 200 epochs respectively reached 99.51% and 98.48%. The training and validation loss respectively reached 0.9817 and 1.4251.

### Table III. The Confusion Matrix on the Test Set

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Healthy</td>
<td>Unhealthy</td>
<td></td>
</tr>
<tr>
<td>Healthy</td>
<td>TP = 168</td>
<td>FN = 2</td>
<td></td>
</tr>
<tr>
<td>Unhealthy</td>
<td>FP = 3</td>
<td>TN = 67</td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{Accuracy} = \frac{TN+TP}{TN+TP+FP+FN} \quad (7)
\]
\[
\text{Sensitivity} = \frac{TP}{TP+FN} \quad (8)
\]
\[
\text{Precision} = \frac{TP}{TP+FN} \quad (9)
\]
\[
\text{Specificity} = \frac{TN}{TN+FP} \quad (10)
\]
\[
\text{F1 Score} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \quad (11)
\]

### Table IV. Evaluation Parameters for the Proposed Model

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>Specificity</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>97.92%</td>
<td>98.82%</td>
<td>98.25%</td>
<td>95.71%</td>
<td>98.53%</td>
</tr>
</tbody>
</table>

![Fig. 10. Results of the Proposed Model with Preprocessing Steps of Four Images in which the Images in Groups (1) and (2) are Healthy Sperm Heads and the Images in Groups (3) and (4) are Unhealthy Sperm Heads. (A) Original Images before Segmentation. (B) Images after Applying Otsu’s Thresholding Segmentation. (C) Images after Applying Area Opening. (D) Images after the Complement Method.](image1)

![Fig. 11. Performance of the Proposed Model.](image2)
VI. CONCLUSION AND FUTURE WORK

In conclusion, the best sperms required for the ICSI process can be selected using the proposed deep learning model. Laboratory specialists always look for simple and precise methods for healthy sperm recognition for injection into oocytes process. This paper proposed a deep learning method based on VGG16 and its results have been approved by the andrologists. In this article, deep learning approach demonstrated the effectiveness of healthy sperm detection rather than machine learning. The fine-tuned VGG16 model resulting in high accuracy of 97.92% and this is one of the main advantages of this proposed model compared to the results of other models in literature review section. The VGG16 transfer learning model has proven its computationally efficiency for sperm head recognition. Assisted reproductive technology (ART) is necessary for finding more tools for the detection of the best sperms for increasing fertilization, pregnancy, and live birth rates. This proposed approach demonstrated its advantages of getting rapid results with high accuracy for detecting the healthy sperm heads which indicate to the healthy sperms that can be used in the intracytoplasmic sperm injection process.

For future work, different deep learning architectures can be used with a comparative study among them with using versatile dataset for better and more accurate evaluation. Taking another part of sperm into consideration with different preprocessing methods can be useful.
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Abstract—With the rapid growth and widespread implementation of Internet-of-Things (IoT) technology, Radio Frequency Identification (RFID) has become a vital supporting technology to enable it. Various researchers have studied the design of digital or analog blocks for RFID readers. However, most of these works did not provide a comprehensive design methodology. Hence, the motivation of this study is to fill the research gap. This paper proposes a comprehensive design and testing methodology for the Ultrahigh Frequency (UHF) RFID passive tag baseband processor at the register transfer (RTL). A complete design procedure of each block from state diagram to schematic level is presented; it comprises several blocks, i.e., transmitter, receiver, Cyclic Redundancy Check (CRC), command processing, and Pseudorandom Number Generator (PRNG). Each block produces low latency (<400 ns). Two CRCs were applied to this system for different purpose: CRC-5 and CRC-16. To perform multi-parameter combinations of as many as 1344 combinations (including timing parameter, query respond, state transition, and BLF), a Universal Verification Methodology (UVM)-based test is conducted. The simulation results reveal that the proposed RFID baseband processor passes all the testing scenarios using UVM (version 1.1d). Moreover, we also implemented the proposed design on the FPGA board (ALTERA DE2-115). The system consumes 976 logic elements and 173.14 mW of total power dissipation (i.e., 0.13 mW of dynamic power dissipation, 98.6 mW of static power dissipation, and 74.34 mW of I/O dissipation), which is reasonably low. This demonstrates that our design is synthesizable and ready to be processed further. All system design and test criteria were conducted following the EPC Gen-2 standard. The developed chip can be a solution for various kinds of RFID chip-based IoT applications.

Keywords—UHF RFID passive tag; baseband processor; register transfer level; universal verification methodology; Internet-of-things enabler; FPGA

I. INTRODUCTION

Within the last few decades, automatic identification system has become an essential part of industrial applications, such as logistics, retail, and manufacturing [1]–[4]. Now, with the rise of the Internet of Things (IoT), the use of Radio Frequency Identification (RFID) technology has a crucial role [5]. The RFID has been applied in various fields, e.g., smart agriculture, smart homes, health care, medicines, transportation sector, payment, environment monitoring, disaster warning, or even telepresence for distant objects monitoring [6]–[13]. RFID is a communications technology that uses electromagnetic fields to detect tags attached to objects wirelessly. RFID technology is preferred over other identification or wireless communication technologies due to its various advantages, including bigger information storage capacity, more comprehensive coverage, better security system, more affordable price, and a universal standard. RFID is usually designed under the EPC Gen-2 standard, then adopted into the ISO 18000-6C standard. Even though the typical reading distance of an RFID tag is relatively long, about 6 meters, most of the tags are passive, which means that they do not have a self-powered source [14]. Instead, it solely relies on a converted power obtained from the RF signal sent by the reader. The analog circuit part is responsible for this power conversion or generation. The tag will then use the generated power, especially the baseband processor, to run the whole system. The RFID tag design has been finalized and matures in the industry for many years. With the detailed technical description in the Gen-2 tag standard, it is effortless to come up with a Register-Transfer Level (RTL) design. However, further observation and exploration are still an exciting topic by many researchers worldwide to fulfill numerous requirements of the recent issues and use cases [15]–[18], such as IoT applications based on-chip technology.

Flourishing along with the emergence of IoT technology, various research projects have been conducted related to RFID tags or readers, including the analog and digital circuit building blocks. The baseband processor is part of the digital block. Most research on UHF RFID baseband processors explores low power/energy-efficient design. For example, Wei et al. [19] proposed a low-power baseband processor using several techniques, including low operating frequency clock, clock gating, and asynchronous design. Using these
techniques, they can achieve a low power consumption baseband processor as low as 2.7 µW. Similarly, Lee et al. [20] also proposed a low-power baseband processor. To achieve a low power consumption, they use numerous techniques, including the lowest possible clock frequency, latch-based clock gating, variable clock frequencies, and resource combining and sharing between blocks. Their design achieves a rather high-power consumption, 29.2 µW. However, this is due to their circuit also including the analog part. Despite their advanced circuit design, they did not provide a comprehensive design and testing methodology for the baseband processor. Ismail et al. [21] presented a comprehensive baseband processor design methodology, including the Finite State Machine (FSM). However, they did not describe the command processor design and the system test. Moreover, the testing only showed the signal encoding and decoding test results. There is no other parameter for the tests was shown. Indeed, to perform many test parameters, an additional test technique or tool is needed so that a large number of test combinations can be efficiently performed. Su et al. [22] proposed a novel automatic verification strategy for a UHF RFID baseband processor. Using their verification, they could perform a set of 2700 commands testing in total. In detail, the verification or test included several command responses tests, e.g., Ready, Arbitrate, Reply, Acknowledge, and random command test. Li et al. proposed an RFID tag IC that is fabricated on 0.13 µm CMOS technology. They achieved low power consumption: 4.8 µW for reading operations and 11.5 µW for writing operations [23]. Bhanushali, et al., successfully realized a digital UHF RFID Tag IC compatible with EPC Gen2 standard applied on 55 nm CMOS technology [16]. However, in their work, no comprehensive design methodology was provided. Design, implementation, verification methodology, and testing techniques is one set discussion that essential to be reported [24]; this will gain benefit, such as it can provide insights to early the designers/engineers who want to follow the proposed design.

This work presents a comprehensive and systematic RTL design and testing methodology specifically for UHF RFID passive tag baseband processors to fill the research gap. The baseband processor design includes receiver, transmitter, and command processing block. Before designing the schematic, the state diagram of each block is investigated to ensure all possible states are included. Then, each block and the design of the integrated block is tested based on the EPC Gen-2 standard to verify and ensure the functionality of the design. The latency of each block is also calculated. For the testing, numerous tests are performed, including query command, timing parameter, state transition, and Backscattering Link Frequency (BLF) test. To conduct the tests efficiently, a Universal Verification Methodology (UVM) is used as the test methodology. Using this UVM, a set of tests, as many as 1344 test combinations, was conducted, and thus, a rigorous parameter test was able to be performed. Additionally, the RTL design is also implemented on the FPGA development board to show the practicability of the design for future real chip implementation. Having this comprehensive RTL design and methodology, a more reliable baseband processor design can be realized. The developed chip can further be a strong candidate for IoT applications.

Our main contribution is providing a comprehensive RTL design and testing methodology. It includes each block's state diagram and schematic design, comprising a receiver, transmitter, command processing, Pseudorandom Number Generator (PRNG), Cyclic Redundancy Check (CRC), and their corresponding functional tests. In addition, the integrated system test is performed using UVM to perform the tests efficiently. The rest of this paper is organized as follows. To provide a short technical background and point out the distinct contributions, a description of related works is elaborated in Section I. The details of system design, starting from each block to its integration, are provided in Section II. Section III shows the testing results of the design, including an integrated system test using UVM, the implementation design, and the test of the baseband processor RTL design on the FPGA board. Lastly, Section IV provides the conclusion of this work.

II. METHODOLOGY

The structure of the proposed RFID tag system is depicted in Fig. 1. The digital block has three inputs (i.e., data, clock signal, and voltage source) and one output (backscattering data). The digital block is the baseband processor itself; it comprises five blocks: receiver (PIE decoder and data buffer), command processor, transmitter (Miller encoder, FM0 encoder, and frame generator), CRC (CRC-5 and CRC-16), BLF generator, and PRNG block. Each block will be described in detail as follows.

A. Receiver Block

The receiver block comprises three main components, i.e., Pulse Interval Encoding (PIE) decoder, data buffer or command parser, and BLF generator. In Fig. 2, the PIE decoder and data buffer are combined and represented as a “logic block.” When a data signal comes from an RF demodulator, the data will be processed and interpreted by the PIE decoder by using Counter and Logic blocks. Those interpreted data are then stored in the data buffer and transmitted to command processing. The command parser will then separate the reader commands stored in Memory. Besides storing the data, the data buffer will also separate the query command to obtain Miller index (M) and Divide Ratio (DR) parameters. These two parameters are essential for the RFID system since M is used to determine which encoder to be used; either FM0 or DR is used to determine the value of BLF [25].

![Fig. 1. Block Diagram of RFID Tag System.](image-url)
Before designing the PIE decoder, the FSM should be determined first. PIE decoder consists of two state machines: PIE counter and data packet structure states. The PIE counter state machine detects the symbol of the bit logic state, either high or low, and then gives a corresponding instruction to the counter. As shown in Fig. 3(a), after the transition from logic low to logic high, the counter counts a full symbol until the end. Afterward, it begins to reset the counter when a new symbol comes. Meanwhile, the data packet structure state machine extracts the query parameters. The data packet structure sent by the reader includes delimiter, data-0, Reader-to-tag calibration (TRcal), Tag-to-reader calibration (TRcal), and data. In detail, the delimiter is a timing parameter with a constant value of 12.5 µs, ensuring that the tag can receive data from the reader even at the longest possible data-0. Data-0 is data that contains all binary 0. TRcal is a sum of the duration of symbols one and zero, used to determine the bit rate of the reader’s transmitter. TRcal is a timing parameter used along with the DR parameter to determine the value of BLF. However, not every command has a TRcal. The TRcal will exit only if the symbol value is less than TRcal. This data packet structure state machine is illustrated in Fig. 3(b).

To decode the PIE symbol correctly, a 16-bit counter is used; this counter calculates the length of the PIE symbol. Afterward, the result is then compared to the calibration value in the preamble. According to the EPC Gen-2 standard, the counter requires at least 324 kHz of sampling clock since the minimum interval length between “0,” and “1” symbols is 3.1 µs. In our design, the counter accommodates a clock input up to 16 MHz without causing the overflow to the longest possible TRcal symbol. The schematic structure of the PIE decoder is shown in Fig. 4. Data buffer and BLF generator are represented as “logic blocks.” The logic and mux block are responsible for separating a command from its accompanying parameters, whereas another logic block is to extract DR and M values. These DR, M, and TRcal values are then used to determine the BLF value (Eq. 1).

\[
BLF = \frac{DR}{TRcal}
\]  

(1)

The DR parameter has a value of either 8 or 64/3, depending on the parameter set in the query command. TRcal is calculated by the tag using oscillator frequency clock (f0) as a counter, and thus written as in Eq. 2, where TRcount defines the TRcal counts obtained from the receiver counter.

\[
TRcount = TRcal \times f0
\]

(2)

B. Transmitter Block

The transmitter block (Fig. 5) comprises five inputs from the command processing block: (1) data input (PC_EPC); (2) M carrier signal, which is used to determine the encoding type; (3) TRext for deciding the use of pilot tone in the preamble; (4) CRC; and (5) Tx_enable signal. These inputs are processed in the frame generator, which is responsible for choosing the encoder type and inserting preamble and termination signals. In this study, the design of the transmitter block is focused on FM0 and Miller Encoder only.
The default operation mode for data transmission from the tag uses FM0 Encoding. In transmitting the data, the tag changes the backscatter status in each symbol edge. Based on EPC Gen-2 standard, data transmission must be terminated with a dummy binary symbol “1” followed by a “low” state. The change of FM0 binary value determines the next sequential binary value, and therefore there are four states in total, as depicted in Fig. 6(a). The schematic design of this FM0 Encoding using the state machine model in Verilog is shown in Fig. 6(b). A Miller Modulated Signal (MMS) encoding is also added to the transmitted signal to avoid interference noise and be more flexible in managing the data rate. Any FM0 encoded signal will be encoded with an MMS subcarrier signal with a particular M value. The M value represents how many clock cycles MMS encodes the FM0 signal. The higher the M value, the slower the data rate. In the Miller encoder, the binary symbol “1” (a state transition) is inserted in the middle of the symbol. In contrast, the binary symbol “0” (no state transition) is in the middle of the symbol.

Moreover, there is no state transition in symbol transition, except when the binary symbols “0” meet consecutively. Furthermore, the encoding results are multiplied by the M value, where M is either 2, 4, or 8. The state diagram for this Miller encoding is represented in Fig. 7(a), while the Verilog schematic design is shown in Fig. 7(b).

The command processing is a block responsible for controlling the transition between EPC Gen-2 states and determining the tag response according to the reader commands. The command processor has two crucial logic functions to manage: slot logic as the anti-collision protocol and session logic. The schematic of the command processor block is depicted in Fig. 8(a). The state diagram for the command processing block is depicted in Fig. 8(b). The RFID transponder tag consists of seven states: Ready, Arbitrate, Reply, Acknowledged, Open, Secured, and Killed. When the tag is powered, it stands by in the Ready state until the Query command is received. The tag will then enter one of the two following states: 1) The tag changes to the slot state if a suitable session exists, or 2) The tag changes to the Arbitrate state if the slot value does not equal zero.

---

Fig. 5. Schematic of the Transmitter Block.

Fig. 6. (a) State diagram of FM0 encoding [26]; (b) Schematic design of FM0 encoder

Fig. 7. (a) State Diagram of Miller Encoding [26]; (b) Schematic Design of Miller Encoder.
The anti-collision protocol is applied within the Arbitrate state, and the tag’s state will be held until the slot value equals zero. At this hold state, there are three command query options for the reader: (1) reduce slot number using QueryRep command; (2) change slot masking using QueryAdj, or (3) repeat the Query command. Once the slot has zero value, the tag will enter the Reply state and send a 16-bit random number (RN16). Afterward, the tag will wait for a response from the reader and enter one of the following states: 1) return to the Ready state if the received command query is an invalid session, or 2) return to the Arbitrate state if the received command query matches the valid session. If the reader correctly receives RN16, the reader will send an acknowledgment signal along with the previously received RN16. If the number matches the sent number, the tag will send the EPC value to the reader and change the session state from A to B or vice versa. Otherwise, the tag will return to the Arbitrate state. Additional blocks, i.e., CRC and PRNG, are required to make the system works correctly and adequately. For the CRC block, we employed two CRCs as suggested by the EPC Gen-2 standard: CRC-16 and CRC-5.

CRC-5 is used when inventory mode is started or when the reader gives the Query command. CRC-16 is used when the reader sends command select, Req-RN, NAK, Read, Kill, and Lock. The CRC-5 has a specification in the form of polynomial $x^5 + x^3 + 1$ [27], residue 000002, Preset 010012, and length 5 bits. The CRC-5 is implemented using a register flip-flop and XOR circuit in our design.

In this design, the value of preset 010012 is inserted into the register flip flop. Input data will then enter one by one according to the clock signal. CRC-5 check will return pass/successful if the value in the register output is 000002. On the other hand, CRC-16 has a specification in polynomial $x^{16} + x^{12} + x^3 + 1$ [28], residue 1D0Fh, Preset FFFFh, and length 16 bits. The same with the CRC-5 implementation, the CRC-16 uses a register flip flop and XOR circuit. The difference is that CRC-16 has more flip-flops compared to CRC-5. In this design, in the beginning, the FFFFh preset value is inserted into the register flip flop. Input data will then enter one by one according to the clock signal. The CRC-16 check will return pass/successful if the value in the register output is 1D0Fh.

C. Pseudo Random Generator Number (PRNG)

The PRNG block commonly generates a 16-bit random value. This random value will determine the slot value in the tag according to the Q value received by the tag. The most recent advancement of a hardware implementation for a security system employs the physical variation in an integrated circuit; it can be called Physically Unclonable Functions (PUF), as presented in [29], [30]. However, the system becomes complicated, so it is not preferred for RFID applications. Instead of PUF, this study employs the Linear Feedback Shift Register (LFSR) for the PRNG block to obtain a uniform output distribution. LFSR uses registers or flip-flops [31] whose input is based on linear functions from the previous state, which is implemented using the XOR function. The LFSR uses polynomial $1 + x^{11} + x^{13} + x^{14} + x^{16}$. This polynomial selection is based on the study by [32].

D. Baseband Processor

The overview of the baseband processor is depicted in Fig. 9. It works through the following steps: (1) the receiver sends input to command processing in the form of decoded data buffer along with a package complete flag as an indicator that input data has been received; (2) at the same time, the receiver also sends BLF and query parameters to the transmitter; (3) command processing then sends the reply data to the transmitter, transmitting the data back to the reader.

![Fig. 8.](image_url)  
(a) Schematic of Command Processing; (b) State Diagram of Command Processing Block.
III. RESULT AND DISCUSSION

In this section, we evaluate our design by testing each block that contains the receiver, transmitter, and command processing block. Also, we verify the entire system by implementing the UVM. In this test, we use a reader that fulfills the ISO8000-6C standard and evaluates our proposed design by confirming the RFID reader and tag data. The test was conducted on an RTL simulation.

A. Receiver Block

We first tested the PIE decoder block on the receiver side. The central controller is the PIE state machine. When the enable counter is active at the delimiter state, the state machine will check whether the delimiter value is 12.5 μs or not. Then, there are two possible states: data-0 and RTcal. Both are used as a comparison to determine the logic value “1” or “0”. Next is TRcal state, which is used to obtain the TRcal value. Finally, this TRcal will be used as a parameter to produce the desired BLF value. After the PIE block has been tested, the whole receiver block (including the PIE encoding, command buffer, and BLF generator) is evaluated. The value of PIE_output, originating from the PIE decoder, is stored in the data buffer module. It is then transmitted to command processing and the packet_complete signal, indicating the packet’s end. The data buffer module will also perform a command filter/parser. The command filter/parser will extract the query parameter used by the BLF generator module. The BLF module will only work to reduce dynamic power consumption if it receives a signal from a transmitter. The optimum throughput speed can be obtained using this receiver architecture, which only produces the latency of two-oscillator clock cycles. In our design, an internal 8 MHz oscillator is used, which causes a latency of 250 ns. However, this latency is insignificant compared to the whole system, and it can be neglected.

B. Transmitter Block

The FM0 and Miller encoder blocks are tested well on an RTL simulation. When the value of enable_FM0 is “1”, the FM0 encoder module becomes active. The input data from the frame generator will enter the state machine, and the next state will be determined. The FM0 controller module will provide input to the multiplexer in the form of data_selector to select the output of fm0_data. This FM0 encoder architecture design has a latency of one cycle fm0_clock that depends on the BLF value. Hence, the latency in the FM0 module is defined as Eq. 3,

\[
FM0_{\text{latency}} = \frac{T_{\text{TRcal}}}{DR}
\]

In testing the Miller encoder block, the subcarrier encoding with \( M = 2 \) is conducted. The test result shows that the working principle of the circuit is similar to the FM0 encoder module, where the data_selector output from the controller determines the Miller encoder data output. The main difference is in the clock that it uses. In the FM0 encoder module, the FM0 clock has the same value as the BLF clock, whereas, in the Miller encoder, the Miller clock value depends on the M value. For instance, the Miller encoder latency depends on the BLF and M values, as defined in Eq. 4.

\[
Miller_{\text{latency}} = \frac{T_{\text{TRcal}}}{DR \times M}
\]

We also tested the whole transmitter block. Input data from command processing in PC/EPG/RN16 data and tx_enable signals are processed by the frame generator and sent serially to the encoder module. Depending on the PC’s value, counters, preamble, data, and CRC will activate. In this test, the FM0 and TRext are set to “0”. Thus, the value of fm0_enable becomes “1”, activating the FM0 encoder module. Furthermore, clock for BLF and M value determine the clock value of each encoder module. Simulation reveals the latency of the transmitter block depends on the encoder type. The FM0 encoder has low latency. Nevertheless, when miller encoding with \( M = 8 \) is used, the latency becomes significant, as inferred in Eq. 5, where Tx_latency denotes the latency of the transmitter block and clk_osc defines the oscillator clock.

\[
Tx_{\text{latency}} = \left( 2 \times \text{clk} \_\text{osc} + \frac{T_{\text{TRcal}}}{DR} \right) + \left( \frac{T_{\text{TRcal}}}{DR \times M} \right)
\]

C. Command Processing Block

The complete testing sequence of the command processing module has been verified carefully. It is tested from the query command is received until the tag sends the EPC code. When the receiver module receives a packet, it will send a signal to indicate that the packet is complete, and thus the command processing will make a response accordingly. Finally, the CRC module checks whether the command query has a valid CRC value or not. The latency of this command processing is three oscillator clock cycles. 16 MHz of the internal oscillator is used in this design, which produces a latency of 375 ns; this latency is not significant.

D. Full System Test

The entire system is simulated and tested using UVM, specifically the Coverage Driven Verification (CDV) approach. The UVM is version 1.1d and implemented using Synopsys VCS 2014.10 on the EDA playground application. The testing diagram using UVM is illustrated in Fig 10(a). We used a reader that already fulfills the ISO 18000-6C standard requirement for the whole system test as a master. The reader has simple instructions and is intended only to identify the EPC value of the tag.
In general, the test is conducted based on the following sequences: (1) after a reset signal is given to the reader, it sends the Query command to the tag; (2) the reader will continuously send QueryRep in order to have the tag reduces the slot value until zero and until the tag sends 16-bit random number (RN16) to the reader; (3) using “ACK” command, RN16 will be transmitted back to the tag, after which the reader will wait for EPC value from the tag. The test session is considered to be finished once the reader receives the EPC value from the tag. The flowchart of the testing sequences is illustrated in Fig. 10(b). The functional system test is intended to check both timing and query parameters to be used by the reader and the command response of the tag. Four available techniques are chosen depending on the dataset size, testing type, and specification. The techniques can obtain those parameters, i.e., constrained random test, direct test, coverage test, and edge corner test. A timeout program is also set up in the test to anticipate a situation when the tag does not send any response that makes the reader unable to obtain the EPC value. The timeout value depends on the Q value, where Q denotes the query parameter used to determine the tag’s random slot, and 2Q can find the total timeout of UVM (UVM_timeout).

1) Query parameter test: A query command is an inventory command that the reader first sends. The tag should be able to accept and process all possible combinations of query parameters (including Q, TRext, DR, and encoding). The query parameter test is conducted using constrained random and coverage tests. The coverage tests all possible combinations to generate the parameters, which amounts to 512 combinations. While a random test is conducted to identify possible errors caused by a state transition. All these possible combinations are summarized in Table I. Based on the tests results shown in Table II, the design100% passes all the test combinations.

2) Timing parameter test: The timing parameter is conducted using the edge corner and constrained random tests. The edge corner test is conducted only on the smallest and biggest possible value of Tari, PW, RTcal, and TRcal parameters, resulting in 16 combinations. Meanwhile, the constrained random test is conducted by setting the parameters within certain limits, i.e., 6.25 μs to 25 μs for Tari, then 2.5Tari to 3Tari for RTcal, and 1.1RTcal to 3RTcal for TRcal. The test results are shown in Table II. It shows that the design passes all the testing combinations of the timing parameter test.  

3) State transition test: An RFID tag design must be able to respond according to specifications based on the command it receives from a reader. The RFID tag has four states in our design: ready, reply, arbitrate, and acknowledge. On the other hand, there are six commands from the reader that the tag must recognize: query, queryrep, queryadj, select, ACK, and NAK. The command response test is conducted using direct testing. The result is summarized in Table III.

4) BLF Test: The BLF test is conducted using 16 MHz of frequency sampling. Based on the specification regulated in ISO 18000-6C, the deviations in each parameter must be kept below 2.5%. Based on the test results shown in Table II and Table IV, the deviations of the parameters are all below 2.5%; thus, all tests are 100% passed. Further test will follow a procedure from [33].

<table>
<thead>
<tr>
<th>Command</th>
<th>DR</th>
<th>M</th>
<th>TRext</th>
<th>Sel</th>
<th>Session</th>
<th>Target</th>
<th>Q</th>
<th>CRC-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>#of bits</td>
<td>4</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Description</td>
<td>1000</td>
<td>0 : DR=8</td>
<td>00: M=1</td>
<td>00: No. Pilot</td>
<td>00: All</td>
<td>00: M=1</td>
<td>0: A</td>
<td>1:B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1: DR=6/3</td>
<td>01: M=2</td>
<td>01: Use Pilot</td>
<td>01: All</td>
<td>01: M=2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10: M=4</td>
<td></td>
<td>10: SL</td>
<td>1:0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11: M=8</td>
<td></td>
<td>11: SL</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Testing Parameter</th>
<th>Testing technique</th>
<th># of Combination</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query Parameter</td>
<td>Coverage Test</td>
<td>512</td>
<td>100% pass</td>
</tr>
<tr>
<td></td>
<td>Random Test</td>
<td>500</td>
<td>100% pass</td>
</tr>
<tr>
<td>Timing Parameter</td>
<td>Edge Corner Test</td>
<td>16</td>
<td>100% pass</td>
</tr>
<tr>
<td></td>
<td>Random Test</td>
<td>300</td>
<td>100% pass</td>
</tr>
<tr>
<td>BLF</td>
<td>Direct Test</td>
<td>16</td>
<td>100% pass</td>
</tr>
</tbody>
</table>
The baseband processor is implemented on the Altera DE2-115 FPGA development board. The board uses Cyclone EP4CE115 chip, which has 114,480 logic elements, 3.9 Mbits RAM, 266 multipliers [34], and a Nios II soft-processor. Moreover, the board is also equipped with several interfaces such as Ethernet, RS232, PS2, and USB. The implementation diagram of the baseband processor and the reader in the DE2-115 board is depicted in Fig. 11. The implemented system comprises two blocks: the processing system and programmable logic. The processing system comprises a Nios II soft-processor and memory-on-chip, while the programmable logic comprises the RFID tag baseband processor and the reader. The programmable logic is connected to the Avalon interface through the PIO. The Nios II soft-processor sends input in the form of EPC data to the tag and timing and query parameters to the reader. It will monitor the outputs in the form of protocol status, EPC data, and TRcal. The result is displayed on a host computer connected to Nios II through the UART JTAG interface. The RTL design synthesis is performed using Altera Quartus® software. Firstly, the implemented design is tested for its system communication. Then, the test process and results are monitored and displayed on the Nios II console. The DE2 communicates with the host PC via the JTAG interface.

As the test program is run, Nios II will initialize the parameters by giving the corresponding input to the reader. Afterward, Nios II will monitor any changes in the protocol status since it indicates the exchange data process or status between the reader and tag. Every communication from the reader is displayed on the Nios II console. There are three stages of communication between reader and tag. In the first stage, after Nios II initialization, the reader will send data in the form of the Query command, then followed by the QueryRep command. In the second stage, the reader receives a reply from the tag in the form of RN16. Then, the reader will return the RN16 along with the ACK command. Finally, the reader receives the EPC value from the tag in the last stage.

### TABLE III. TEST RESULT OF COMMAND RESPONSE TEST

<table>
<thead>
<tr>
<th>Command</th>
<th>Condition</th>
<th>Transition State</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query</td>
<td>Slot=0</td>
<td>Reply</td>
<td>Reply</td>
</tr>
<tr>
<td>Query</td>
<td>Slot&lt;&gt;0</td>
<td>Arbitrate</td>
<td>Arbitrate</td>
</tr>
<tr>
<td>QueryRep</td>
<td>Slot=0</td>
<td>Ready</td>
<td>Reply</td>
</tr>
<tr>
<td>QueryRep</td>
<td>Slot&lt;&gt;0</td>
<td>Ready</td>
<td>Advisory</td>
</tr>
<tr>
<td>ACK</td>
<td>-</td>
<td>Ready</td>
<td>Advisory</td>
</tr>
<tr>
<td>select</td>
<td>-</td>
<td>Ready</td>
<td>Advisory</td>
</tr>
</tbody>
</table>

### TABLE IV. BLF PARAMETER TEST RESULTS

<table>
<thead>
<tr>
<th>DR</th>
<th>TRcal (µs)</th>
<th>Expected BLF (kHz)</th>
<th>BLF Result (kHz)</th>
<th>Variance %</th>
</tr>
</thead>
<tbody>
<tr>
<td>64/3</td>
<td>33.3</td>
<td>640</td>
<td>640</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>44.4</td>
<td>480</td>
<td>484.84</td>
<td>1.008</td>
</tr>
<tr>
<td></td>
<td>66.7</td>
<td>320</td>
<td>320</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>74.1</td>
<td>288</td>
<td>290.9</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>83.3</td>
<td>256</td>
<td>258.06</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>102.6</td>
<td>208</td>
<td>210.52</td>
<td>1.212</td>
</tr>
<tr>
<td></td>
<td>159.8</td>
<td>133.5</td>
<td>134.45</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>211.2</td>
<td>101</td>
<td>101.26</td>
<td>0.257</td>
</tr>
<tr>
<td>8</td>
<td>17.2</td>
<td>465</td>
<td>457.14</td>
<td>-1.690</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>320</td>
<td>320</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>27.8</td>
<td>288</td>
<td>285.71</td>
<td>-0.795</td>
</tr>
<tr>
<td></td>
<td>31.25</td>
<td>256</td>
<td>253.96</td>
<td>-0.797</td>
</tr>
<tr>
<td></td>
<td>38.46</td>
<td>208</td>
<td>207.79</td>
<td>-0.1009</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>160</td>
<td>160</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>59.9</td>
<td>133.5</td>
<td>133</td>
<td>-0.374</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>40</td>
<td>40</td>
<td>0</td>
</tr>
</tbody>
</table>

A. Implementation

The baseband processor is implemented on the Altera DE2-115 FPGA development board. The board uses Cyclone EP4CE115 chip, which has 114,480 logic elements, 3.9 Mbits RAM, 266 multipliers [34], and a Nios II soft-processor. Moreover, the board is also equipped with several interfaces such as Ethernet, RS232, PS2, and USB. The implementation diagram of the baseband processor and the reader in the DE2-115 board is depicted in Fig. 11. The implemented system comprises two blocks: the processing system and programmable logic. The processing system comprises a Nios II soft-processor and memory-on-chip, while the programmable logic comprises the RFID tag baseband processor and the reader. The programmable logic is connected to the Avalon interface through the PIO. The Nios II soft-processor sends input in the form of EPC data to the tag and timing and query parameters to the reader. It will monitor the outputs in the form of protocol status, EPC data, and TRcal. The result is displayed on a host computer connected to Nios II through the UART JTAG interface. The RTL design synthesis is performed using Altera Quartus® software. Firstly, the implemented design is tested for its system communication. Then, the test process and results are monitored and displayed on the Nios II console. The DE2 communicates with the host PC via the JTAG interface.

As the test program is run, Nios II will initialize the parameters by giving the corresponding input to the reader. Afterward, Nios II will monitor any changes in the protocol status since it indicates the exchange data process or status between the reader and tag. Every communication from the reader is displayed on the Nios II console. There are three stages of communication between reader and tag. In the first stage, after Nios II initialization, the reader will send data in the form of the Query command, then followed by the QueryRep command. In the second stage, the reader receives a reply from the tag in the form of RN16. Then, the reader will return the RN16 along with the ACK command. Finally, the reader receives the EPC value from the tag in the last stage.
These three stages of communication and their testing result are shown in Fig. 12. It can be seen that the implemented design is successful in performing all stages of communication, and the reader can also successfully receive the EPC value from the tag. The synthesis result is presented in Table V and Table VI. The design uses 976 logic elements and 939 combination functions, consisting of 573 (4-input functions), 213 (3-input functions), and 153 (2-or-less-input functions). From 976 logic inputs available, 119 are used in arithmetic mode, and the other 373 are registers. As for the submodules, the command processor uses 346 logic elements, while the transmitter and receiver use 328 and 265 logic elements, respectively.

The power consumption is calculated using Powerplay analysis provided by Quartus, as shown in Fig. 13. A Powerplay is a standard tool used by various scholars to analyze the power consumption of the designed chip [35]–[37]. Based on the analysis result, the proposed chip consumes 173.14 mW with the following details: 0.13 mW from dynamic power dissipation, 98.6 mW from static power dissipation, and 74.34 mW from I/O dissipation. The power consumption is relatively low and it can also answer one of various challenges in RFID tag chip design, which is low-power allowing with low-cost [38]. This data is expected to transfer the design into a specific chip dedicated to IoT application, specially targeted for a low-power application case that requires RFID to operate.

The RFID tag design made is a digital block from a complete transponder tag. The phase for developing RFID tags is to integrate digital blocks with analog parts such as antennas, modulators, and voltage regulators. The design of the RFID tag made is an initial study that focuses on a digital block architecture that can accommodate the ISO 18000-6C standard. The development space for digital blocks is still vast, including design optimization so that a tag design can be obtained that has a smaller size and more efficient in consuming the power.

![Fig. 11. Block Diagram of the Full RFID System as Implemented in FPGA Altera DE2-115 Board.](image-url)

![Fig. 12. (a) Communication Stages between Reader and Tag; (b) Its Corresponding Implemented System Result.](image-url)

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>SYNTHESIS RESULT OF THE FULL RFID TAG BASEBAND PROCESSOR (MAIN MODULES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource</td>
<td>Usage</td>
</tr>
<tr>
<td>Estimated total logic elements</td>
<td>976</td>
</tr>
<tr>
<td>Total combinational functions</td>
<td>939</td>
</tr>
<tr>
<td>Logic element usage by number of LUT inputs</td>
<td></td>
</tr>
<tr>
<td>• 4 input functions</td>
<td>573</td>
</tr>
<tr>
<td>• 3 input functions</td>
<td>213</td>
</tr>
<tr>
<td>• ≤2 input functions</td>
<td>153</td>
</tr>
<tr>
<td>Logic elements by mode</td>
<td></td>
</tr>
<tr>
<td>• Normal mode</td>
<td>820</td>
</tr>
<tr>
<td>• Arithmetic mode</td>
<td>119</td>
</tr>
<tr>
<td>Total registers</td>
<td>373</td>
</tr>
<tr>
<td>• Dedicated logic registers</td>
<td>373</td>
</tr>
<tr>
<td>• I/O registers</td>
<td>0</td>
</tr>
<tr>
<td>I/O pins</td>
<td>168</td>
</tr>
<tr>
<td>Embedded multiplier 9-bit elements</td>
<td>0</td>
</tr>
<tr>
<td>Maximum fan-out node</td>
<td>Clk-input</td>
</tr>
<tr>
<td>Maximum fan-out</td>
<td>268</td>
</tr>
<tr>
<td>Total fan-out</td>
<td>4641</td>
</tr>
<tr>
<td>Average fan-out</td>
<td>2.82</td>
</tr>
</tbody>
</table>
TABLE VI. SYNTHESIS RESULT OF THE FULL RFID TAG BASEBAND PROCESSOR (SUBMODULES)

<table>
<thead>
<tr>
<th>Entity name</th>
<th>LC Combinations</th>
<th>LC Registers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debug</td>
<td>939 (0)</td>
<td>373 (0)</td>
</tr>
<tr>
<td>Tag_transmitter</td>
<td>328 (138)</td>
<td>196 (145)</td>
</tr>
<tr>
<td>Miller_enc</td>
<td>25 (25)</td>
<td>13 (13)</td>
</tr>
<tr>
<td>Frame_generator</td>
<td>140 (140)</td>
<td>24 (24)</td>
</tr>
<tr>
<td>Fm0_enc</td>
<td>18 (18)</td>
<td>11 (11)</td>
</tr>
<tr>
<td>clock</td>
<td>7 (7)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Tag_receiver</td>
<td>265 (2)</td>
<td>126 (1)</td>
</tr>
<tr>
<td>Png_module</td>
<td>11 (11)</td>
<td>16 (16)</td>
</tr>
<tr>
<td>Pie_demod</td>
<td>70 (55)</td>
<td>46 (35)</td>
</tr>
<tr>
<td>Counter_rx</td>
<td>15 (15)</td>
<td>11 (11)</td>
</tr>
<tr>
<td>Cmd_buffer</td>
<td>114 (114)</td>
<td>54 (54)</td>
</tr>
<tr>
<td>Bf_generator</td>
<td>68 (68)</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Command processor</td>
<td>346 (346)</td>
<td>51 (51)</td>
</tr>
</tbody>
</table>

Fig. 13. Power Consumption Analysis Result from Power Play.

IV. CONCLUSION

This study has designed a baseband processor design for UHF RFID passive tag. The baseband processor consists of several blocks, i.e., receiver, transmitter, command processing, CRC (CRC-5 and CRC-16), and PRNG. A detailed RTL design and testing methodology of the baseband processor was also presented. All the design and testing criteria were constructed compliant with the EPC Gen-2 standard. Each block showed a low latency (below 400 ns), which is negligible to the whole system. Using the UVM testing method, 1344 parameter combinations were conducted on the whole system design. The results reveal that it passed all the testing scenarios by the UVM, including query parameter, timing parameter, state transition, and BLF test. Moreover, the design was also successfully implemented on an FPGA board (Altera DE2-115). The implemented system used 976 logic elements and consumed 173.14 mW of power dissipation. This comprehensive RFID design and testing methodology allow a more reliable RFID baseband processor design to be realized, leading to a higher yield of other real chip fabrication processes. The results show that it can be used to enable a chip-based, low-power IoT Application. Future work will focus on the chipset design and tap-out the design.
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Abstract—Diversified systems hosted on cloud infrastructure have to work increasingly on physical servers. Cloud applications running on physical machines require diverse resources. The resource requirements of cloud applications are fluctuating based on the resource intensity of the applications. The multi-tenancy of Cloud servers can be achieved based on effective resource utilization. The optimum resource utilization, maximum service level agreement, and minimization of interference are the major objectives to be achieved. Using live Virtual Machine (VM) migration techniques cloud resources can be utilized efficiently. But the migrated VMs can interfere with the ongoing applications on the targeted server which may lead to the service level agreement violation (SLAV) and performance degradation. To resolve this issue, understanding the current state of cloud hosts before the allocation of newly migrated VM is necessary. This paper presents Interference Attentive Genetic Algorithm (IAGA) based VM allocation strategy to achieve the aforementioned objectives. The proposed IAGA policy has outperformed existing policies for quantifiable performance metrics such as energy consumed by cloud systems, count of hosts shut down, average SLAV, and count of VM migrations.
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I. INTRODUCTION

The term Cloud is buzzing technology that can be viewed as the provision of services over the Internet as per the demand of the users. The changeover of large organizations from the traditional Capital Expenditure (CapEx) model to the Operating expenses (OpEx) model supports the reality that the Cloud environment is one of the majority capable technologies in the dated digital era. The escalating number of cloud service consumers has amplified the challenges faced by the Cloud Service Providers (CSPs) to provide the requested services with high availability and reliability of the services. The virtualization technique provides the CSPs to meet these challenges. The main basis of the cloud environment is virtualization.

In virtualized scenarios, the hardware resources of every host also called Physical Machine (PM) are imitated to be independently running entities that are represented as a virtual machine (VM). In the host machine, the cloud service request from the user is managed by the VM to fulfill the computational resource demands such as the size of the memory, computing duration, CPU cycles, network bandwidth, etc. Various cloud systems may support such virtualizations, in different ways such as operating system-level virtualization, and virtualization based on type-I and type-II [1].

As and when the demand for any VMs’ resource increases that particular set of VMs, in the running state, needs to be migrated and accommodated to the new host or physical machine. This entire procedure is known as live VM migration. The VM allocation is the sub-process of the full-stack live VM migration process. Once the migration decision is made by the virtual machine monitor of a particular host, the host needs to look for a new physical machine by keeping various constraints in an account. Such constraints include uninterrupted resource sharing of the existing VMs host with the migrated host after allocation.

The performance of the overall host should not be regretted because of the resource claim of newly migrated VMs and the SLA of the applications hosted on the migrated VMs should not be violated. An interference-aware technique of VM allocation is a must to achieve the aforementioned objectives. This paper discusses an Interference Attentive Genetic Algorithm-based VM allocation policy named IAGA. It is designed to achieve interference minimization by allocating the migratable VMs to the best-suited PM while maintaining high SLA and optimized resource utilization of cloud hosts.

In general, this research article aims to:

1) Discuss the state-of-art current trends in VM allocation policies.
2) The involvement of Genetic Algorithms in cloud service delivery.
3) Mathematical model, design constraints, and algorithm design of proposed technique for VM allocation using the genetic algorithm to address resource interferences.
4) Experimental result analysis of the proposed approach with the existing approaches.

The structure of the paper is as follows: Section 2 discusses the state-of-the-art and the details of genetic algorithm variants used by various researchers. Section 3 gives elaboration on the proposed system model along with the mathematical model, design constraints, and algorithm design. Section 4 talks about the experimental scenario and achieved results. Section 5 concludes the paper and the possible future extension of the proposed research.
II. STATE-OF-THE-ART

VM allocation is the major decision involved in the live VM migration procedure which raises many concerns such as proper resource utilization, increased throughput, SLA maintenance, energy consumption minimization, etc. Various optimization techniques have been applied by the researchers. According to Christina et al, VM allocation is a multi-objective constrained optimization NP-Hard problem [2].

Yuzhe et al proposed a system for optimizing VM allocation techniques in uncertain cloud environments based on the user requirements. The authors considered the optimization perspective of energy consumption for the data center for VMs with no special needs. For the remaining Virtual machines, the present throughput of the hosts and the service consumer’s bandwidth requirements are considered in the allocation process of Virtual machines. They designed a VM allocation system to significantly improve multiple objectives such as proper resource utilization, minimization of PMs used, and minimization of energy consumption by taking into consideration the cost of data transmission between VMs [3].

As per Jenn-Wei et al, without considering the VM interference in the VM placement requirement, the Quality of Service (QoS) requirements of the cloud application executing in VMs may be violated. The authors have considered three factors in the proposed VM placement policy: (i) Resource demand of virtual machines (ii) The QoS of cloud applications (iii) The VM interference. As per the authors’ point of view, it is difficult to accommodate all the aforementioned factors in the VM placement policy. Authors have named research problem as IAVMP – Interference Aware VM Placement problem. They have formulated an integer linear programming model to solve IAVMP as an NP-complete problem [4].

Sasmita et al considered a single parameter optimization technique to achieve the goal of cloud service consumers or cloud service providers. In reality, the user and service provider have opposing goals. This objective could be used to guide the selection of cloud hosts. They proposed an Efficient Multi-optimization Resource Allocation (eMRA) model using optimization techniques to achieve the goals of cloud service consumers and data centers in the proposed work. SGO (Social Group Optimization) technique is proposed to improve user requests by taking into account related parameters for allocation. Similarly, Particle Swarm Optimization (PSO) is being used to improve data center lists that are fitting for optimized user requests. To design the model that separates the proposed design model from other existing works, the eMRA considers distinct related parameters of cloud service consumer request, cloud host, and network. The eMRA technique is simulated using CloudAnalyst, and the authors researched ten distinct scenarios using three different CloudAnalyst broker policies [5].

S. Savitha et al. presented a perceptive priority-aware VM allocation strategy called the P-PAVA algorithm which determines an application's priority and also resource needs. Using an ML-based prediction model, the system assigns applications based on one’s priority. Moreover, parallelization has been used before conveying various workloads to reduce the overhead of the allocation algorithm. To accomplish this, the algorithm uses the first fit technique as a baseline for user request allocation with a low priority norm. P-PAVA outshines the state-of-the-art algorithm for VM allocation for priority-aware applications on a variety of indicators such as average response time, execution time, and power consumption [6].

Garg R. et al. developed a virtual machine allocation policy to evaluate the behavior of commonly used heuristic allocation policies. To substantiate the logistic comparison, a policy that implements a bin-packing approach in Virtual machine allocation has been developed. The implemented research problem has been rigorously tested using a diverse range of workload data sets and experimental configurations. The performance of these algorithms is also evaluated with varying threshold and VM selection policies. Experimental results indicate that policies that take into account the server’s power and computing capacity perform much better in almost all scenarios [7].

Jitendra et al. created an Intelligent SLA-aware and Energy Minimization VM allocation approach that uses the Emperor Penguin Optimization (EPO) algorithm. In a heterogeneous cloud environment, the system could indeed allocate virtual machines based on power usage. The proposed method has illustrated its appropriateness for virtual machines in the data center by making comparisons of it to the Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Binary Gravity Search Algorithm (BGSA). The outcomes of the proposed system have been evaluated by using the JAVA simulation platform. The investigation results reveal that the improved EPO-based system is very effective in limiting energy consumption, SLA Violations (SLAV), and the advancement of QoS requirements to provide desirable cloud services [8].

Rahimi Zadeh et al. [9] proposed an interference-aware and joint profit scheduling scheme (PIAS) to proficiently consolidate Virtual machines on the physical machine that hosts multi-tier application workloads in Infrastructure-as-a-Service (IaaS). For consolidating VMs, the PIAS policy took into account resource usage, costs and profits of power consumption, service level agreements (SLAs), and operational interference of VMs along with the number of transferred memory pages during live VM migration. The functioning behavior patterns of VMs are examined in this work. Furthermore, an optimization problem is presented to achieve maximum cloud service provider profit while reducing the overall cost of application workload executions.

From the various literature [11-15], it is clear that the impact of the interference is unavoidable to achieve high SLA. Recently also many researchers have developed VM migration techniques by keeping the different objectives in the center. CMIG – is a Concurrency-aware Migration System [10], Rachael et al [11] used an intelligent approach to minimize interference and energy consumption. Anu et al [12] addressed interference minimization in the proposed system Interference Aware Live Migration (IALM). Babu et al [13] have designed an interference-aware system that has automatic scaling support to handle sudden load drift with precise prediction and
minimum VM migration. Chao et al have addressed the interference awareness during the migration process to mitigate cache-based side challenge attacks in the cloud [14]. Yiling et al have proposed the live migration technique which applies to software-defined networks with awareness of interference and topology [15].

Neha et al [38], proposed an optimized VM allocation scheme called Resource Aware Provisioning (RAP). For the VM allocation criteria, the authors considered better energy efficiency and a fixed upper threshold value. RAP is working with the static upper threshold and the authors have not considered all types of required resources for different applications running inside VMs. The limitation of the RAP is that it has not taken the future resource type intensity into the consideration while choosing the PM for VM allocation. For example if one of the newly migrated VM starts grabbing more CPU cycles and if the PM is about to reach the upper threshold then any proactive steps are not taken by the authors. Only the energy consumption has been considered as a major parameter for the VM allocation which is not sufficient for the optimized VM allocation approach because interference minimization is an unavoidable parameter that has not been considered by RAP.

Genetic Algorithms have been applied significantly during the current era to achieve the optimized solution to various research problems. It has been observed from various works of literature that the involvement of genetic algorithms and variants has given improved results in the various cloud computing-related research problem solutions. The genetic algorithms have been applied to address the cloud security related issues [16-18], to achieve optimum solutions in the Internet of Things (IoT) service placement in fog computing environment cloud computing [19], and to leverage the fog computing frameworks the human activity recognition has been achieved through deep genetic algorithm [20].

Genetic algorithms are considerably being used for a better cloud service experience. The list of the Genetic algorithm and its variants applied in recent research trends by various researchers [21-32] for better cloud service is presented in Table I.

**TABLE I. APPLICATION SUMMARY OF GENETIC ALGORITHM VARIANTS IN CLOUD SERVICE DELIVERY**

<table>
<thead>
<tr>
<th>Reference No.</th>
<th>Authors</th>
<th>The variant of the Genetic Algorithm</th>
<th>Application</th>
<th>Experiment Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>Jiawei L., Haotian Z., Wei Z., Jie Li, Gang , Zhenbo C.</td>
<td>Improved Genetic Algorithm</td>
<td>Optimal VM Placement Strategy</td>
<td>Real Environment FEA - Finite Element Analysis</td>
</tr>
<tr>
<td>[23]</td>
<td>Zhang, B., Hao W., Xiao W.</td>
<td>Cluster-based Genetic Algorithm</td>
<td>VM Placement Strategy</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>[26]</td>
<td>Muhammad S., Muhammad T.</td>
<td>parallel multi-objective genetic algorithm</td>
<td>Task Scheduling for scientific workflow</td>
<td>CloudSim Simulator</td>
</tr>
<tr>
<td>[27]</td>
<td>Abbas A., Ahmad K., Seyed M.G.</td>
<td>Thermal Aware Genetic Algorithm</td>
<td>VM Allocation Strategy</td>
<td>CloudSim Simulator</td>
</tr>
</tbody>
</table>
III. PROPOSED SYSTEM

This section represents the proposed system architecture, mathematical model, design constraints, and algorithm design.

A Genetic Algorithm (GA) is a well-known meta-heuristic algorithm that is inspired by the biological evolution process [40]. In nature, GA mimics the Darwinian theory of the survival of the fittest. GA's fundamental components are chromosome representation, fitness, selection, and biologically inspired operators [40]. Chromosomes can be thought of as points in the solution space. These are processed by iteratively replacing the population with genetic operators. The fitness function is used to assign a value to each of the population's chromosomes [39].

In selection operation, chromosomes are chosen for further processing based on achieved fitness value. In the crossover operator, a random convergence point is chosen and the subsequences between chromosomes are changed to produce offspring [40].

For the proposed research problem the chromosomes are considered as the PMs to allocate the migrated VMs. The fitness function is designed by considering the total resource capacity of the server.

Crossover is performed to choose the best PMs by keeping the future resource demands of the VMs hosted on that PM. The following section discusses the proposed architecture, design constraints, mathematical model of the research problem, and ultimately the algorithm design presented thereof.

A. Proposed System Architecture

Fig. 1 depicts the system architecture of the proposed VM allocation system. In the cloud environment, all the PMs resource usage will be monitored especially at the time when that PM is the candidate to be chosen for the accommodation of a new set of migratable VMs. A genetic algorithm is applied in the proposed system to choose the best suitable PM to allocate migratable VMs.

In the proposed architecture, the major components are:

- Local Resource Monitor.
- Local Interference Monitor.
- Global Interference Monitor.
- Historical Resource Usage.
- Resource Usage-based VM Categorization System.

The local resource monitor keeps track of resource usage based on the resource intensity type and the local interference monitor observes the interference by considering SLA. From the study of existing systems, it is clear that during live VM migration, allocation of optimum resources and SLA management is the major objective. To achieve this research objective the proposed system must be clear about the available resource capacity of the chosen PM for the allocation of migratable VMs. The candidate PMs mostly has varying resource capabilities. The used resource amount of PMs depends on the hosted applications running on the VMs of that server. Based on this scenario the application need or VM resource intensity can be categorized as:

- CPU intensive VMs.
- Memory intensive VMs and.
- Network bandwidth-intensive VM.

Fig. 1. Proposed System Architecture.
It is necessary to allocate the VMs based on the available resource type intensity of the PM. So in the proposed design the interference monitor categorizes VMs and aligns them to the appropriate queue before allocation using a resource usage-based VM categorization system. Categorization is performed based on the prediction carried out using historical resource usage. The global resource monitor keeps track of all the PM resource usage states and lists of migratable VMs selected by the overloaded PM in case of excessive resource usage. Ultimately the decision support system takes care of the migration process to the chosen destination PM. The list of chosen PMs and migratable VM list will be given as input to apply the genetic algorithm. The strength of the proposed solution is the fitness function evaluated for all the PMs. The fitness function is discussed in Section III C.

B. Proposed Mathematical Model

Let V be the set of n migratable VMs.

\[ V = \{ \text{VM}_1, \text{VM}_2, \text{VM}_3, \ldots, \text{VM}_n \} \]

where \( n = \) number of migratable VM.

Let P be the set of PMs in the cloud environment.

\[ P = \{ \text{PM}_1, \text{PM}_2, \text{PM}_3, \ldots, \text{PM}_m \} \]

where \( m = \) number of PMs in set P.

Logically overall performance degradation due to the VM migration interferences on PM denoted by MI can be calculated as the total of co-location interference that occurred because of the resource share claim of newly migrated VMs known as co-location interference MIC and network interference is migration network time MNW.

So, for PM the total interference

\[ M I_{C} = C I_{l} + MNW_{l} \] (1)

Based on the resource interference taxonomy provided in [33] the performance degradation due to the co-location interference is the total of CPU contention interference, memory consumption interference, and network bandwidth contention interference. Here co-location interference is denoted by CI. So, for \( i^{th} \) PM the co-location interference can be defined as:

\[ CI_{l} = M_{c} + M_{m} + M_{nb} \] (2)

Where

\( M_{c} \) is CPU contention time.

\( M_{m} \) is memory contention time, and

\( M_{nb} \) is network bandwidth contention time.

The CPU contention time \( M_{c} \) is the ratio of \( C_{dem} \) CPU cycles in demand and \( C_{avt} \) available CPU cycles that can be allotted. \( M_{c} \) can be represented as:

\[ M_{c} = \frac{C_{dem}}{C_{avt}} \] (3)

The severity of the performance degradation increases if the ratio increases. The demand for the CPU cycles \( C_{dem} \) can be defined as the sum of the CPU cycles being used by VMs in execution \( C_{e} \) and the waited CPU cycles by the VMs in the waiting queue \( C_{que} \).

\[ C_{dem} = C_{e} + C_{que} \] (4)

Therefore, the overall performance degradation of \( i^{th} \) PM due to the network interference and co-location interference can be thought of as under:

\[ I_{l} = f(CI_{l}, MNW_{l}) \]

So,

\[ I_{l} = a \cdot CI_{l} + b \cdot MNW_{l} \] (5)

where \( a \) and \( b \) are constants that are used to regulate the values.

C. Proposed System Design Constraints

At the time of VM allocation policy design, for \( k \) number of PM used from the P set of available physical machines and V set of migratable VMs there are certain design constraints (DC) that are mandatory to be considered:

1) Design Constraint 1: Each VM has to be allocated to one and only one physical machine

\[ V = \bigcup_{P_{k} \in P} V_{k} \]

2) Design Constraint 2: To minimize the co-location interference, the requested resources such as CPU cycles, network bandwidth, and memory should not exceed the total capacity of the server.

\[ \sum_{i=1}^{n} V_{i}^{CPU} \leq \sum_{k=1}^{m} P_{k}^{CPU} \]

\[ \sum_{i=1}^{n} V_{i}^{mem} \leq \sum_{k=1}^{m} P_{k}^{mem} \]

\[ \sum_{i=1}^{n} V_{i}^{bw} \leq \sum_{k=1}^{m} P_{k}^{bw} \]

Where,

\( V_{i}^{cpu} \) = CPU contention of \( i^{th} \) VM

\( P_{i}^{cpu} \) = CPU contention of \( i^{th} \) PM

\( V_{i}^{mem} \) = memory contention of \( i^{th} \) VM

\( P_{i}^{mem} \) = memory contention of \( i^{th} \) PM

\( V_{i}^{bw} \) = network bandwidth of \( i^{th} \) VM

\( P_{i}^{bw} \) = network contention of \( i^{th} \) PM

3) Design Constraint 3: The total allocation capacity of the server for \( i^{th} \) PM to proceed with the new allocation is defined by SC:

\[ SC = \sum_{P_{i} \in P} u_{i}^{CPU} + \sum_{P_{i} \in P} u_{i}^{MEM} + \sum_{P_{i} \in P} u_{i}^{BW} \] (6)

www.ijacsa.thesai.org
where,

\[ u_{CPU}^{i} \] is unused CPU cycles from the total CPU cycles of the \( i^{th} \) PM consider it as \( x \).

\[ u_{mem}^{i} \] is unused memory from the total memory of the \( i^{th} \) PM consider it as \( y \).

\[ u_{bw}^{i} \] is unused network bandwidth from the total network bandwidth of the \( i^{th} \) PM consider it as \( z \).

A genetic algorithm [34] is a method of an arbitrarily defined searching method with improved optimization and autonomic implied parallelism. GA can be used to automatically govern the search direction using probability, as well as to acquire and instruct the optimum searching space [35, 36]. Considering the advantages of the genetic algorithm mentioned in [34, 35, 36], the proposed algorithm employs an interference attentive genetic algorithm-based VM allocation strategy for live VM migration in a computing environment.

This method calculates resource usage in advance by taking historical data and current states into account, which will have an impact on the entire cloud system. By considering the above-described design constraints a genetic algorithm-based Interference Attentive VM allocation algorithm has been designed.

This research solution focuses on the total resource capacity of the server denoted as server capacity \( SC \) before allocating VMs to it.

As per design constraint number 3, there is a need to reduce the sum deviating from \( SC \), i.e., \( | x + y + z - SC | \) should be zero. Hence the fitness can be considered as the inverse of \( | x + y + z - SC | \).

So,

\[
f(x) = 1 \div | x + y + z - SC |
\]

(7)

where

\( f(x) \in [0,1] \)

In the proposed solution fitness function is the driving factor for VM allocation. The fitness function is designed by considering total server capacity which considers unused CPU cycles, memory, and bandwidth. Before allocation, the migrated VM demand and available server capacity are being evaluated for choosing the optimal solution to the VM allocation problem. The interconnections of the applied solution mathematically prove that the proposed fitness function will reduce the interference raised by migratable VMs.

D. Proposed Algorithm

The section discusses the proposed algorithm design. The VM allocation to the PM should be based on the probability of fitness value of a particular PM’s resource utilization described in equation (7).

The design of the IAGA – Interference Attentive Genetic Algorithm-based VM allocation policy is in the direction of achieving the aforementioned research objective while simultaneously keeping discussed design constraints in mind. There are various strategies for finding the best genes for step 6.

The fitness ratio-based selection algorithm is used in this research. The calculation of the fitness value for each PM in the present PM population has been derived first and then kept for the individual PM with the highest score in the next generation. After that for allocation, every PM probability of the accommodation based on the fitness ratio is calculated.

Algorithm: Proposed VM allocation policy

Input PM: PM list, VM: Migratable VM list

Output \( P \): best suitable PM for allocation of migratable VMs

Procedure:

For all the PMs in the list initialize the random population

Categorize VMs into different categories based on the resource intensity as well the prior history of resource utilization

Send VM to the appropriate queue

Evaluate fitness based on utilization of resources for each PM based on eq. (7)

While termination condition (! = generation count) do

Parents \( \leftrightarrow \) select two parent individuals from the PM list according to the fitness value.

For each parent1, parent2 do

Offspring1, offspring2 \( \leftrightarrow \) Crossover (parent1, parent2)

Apply mutation on generated offspring

Find the best individual in the PM population

If the best individual in the population is better then

current best individual PM \( \leftrightarrow \) new best individual PM

End If

End For

End While

Return best-suited PM
E. Performance Metrics

Quantitative parameters such as energy consumption, amount of VM migrations, amount of host shutdowns, and average service level agreement violations are all properly considered. The following are explanations of the aforementioned performance matrices:

- Energy Consumption: The sum of energy consumed by each host during the overloading, underloading, and migration procedures.
- The number of VM migrations: The number of VMs migrated from one host to another during the allocation procedure while migrating.
- The number of host shutdowns: The number of host shutdowns performed during the migration process to minimize energy consumption as much as possible.
- Average Service Level Agreement Violation (SLAV): The average value of quantitative service level agreement violation due to migration and/or interference across all VMs.

IV. EXPERIMENTAL SETUP AND RESULT DISCUSSION

The live VM migration can be considered as the whole process of host overload or underload detection, choosing the VMs for the migration and placing these VM in the target host. The term VM allocation policies are interchangeably used with PM selection policies. From the various literature discussed here, it is clear that while allocating the host to the migratable VMs different researchers have kept different research goals into consideration. Some of the common goals are energy minimization and SLA maximization. The major diverse effect of the live VM migration is the interference which has been considered by very few researchers. For the VM allocation strategy, one of the major goals should be the proactive strategy about the co-location interferences that may occur after the allocation VMs to the targeted PM along with optimum resource allocation to the ongoing VMs and newly migrated VMs. High SLA can be achieved if the resource allocation is as per the promised amount. The resource allocation could be proper if the newly migrated VMs are not exceeding their share by creating trouble for ongoing VMs. The interference awareness is the novel approach applied to the VM allocation policy to achieve multiple aforementioned research objectives.

To implement and test the proposed system the CloudSim simulator has been used. The CloudSim toolkit, developed by Rajkumar Buyya et al., was used for the experimental implementation [37], and then after the CloudSim is being used as a low-cost simulation environment for cloud-based research projects. It is an open-source simulation tool that most researchers use to simulate the cloud environment. The workload dataset compiled by PlanetLab has been used in the experimentation. The workloads used in this investigation are 20110303, 20110325, and 20110420. PlanetLab workloads are also included in the CloudSim simulator package.

Certain algorithms for VM allocation and VM selection approaches are also available in the CloudSim tool kit. Virtual machine allocation policies such as Static Threshold – THR, Median Absolute Deviation – MAD, Inter-Quartile Range – IQR, Local Regression – LR, and Local Robust Regression – LRR are given in the simulator. There are certain policies for VM selection, which include Maximum Correlation – MC, Minimum Migration Time – MMT, and Random Selection – RS. These are the benchmark algorithms used by many researchers for the comparisons of proposed systems.

LR and MAD VM allocation policies have been considered in the experiment. VM selection policies, MMT, MU, and RS have been used. The validation of the proposed system Interference Attentive Genetic Algorithm IAGA has been carried out against these policies. Workloads have been applied in various configurations of VM allocation and host overload detection policies. The evaluation has incorporated the IAGA policy and studied the imperial results of the aforementioned experiment scenarios. The proposed algorithm was also compared to Neha et al [38] RAP VM allocation policy.

The VM allocation approach applied in RAP is based on the static upper threshold whereas in the modern cloud application the workload fluctuates based on the high and the low number of user requests for a particular cloud application. Due to this, the static threshold will not lead to the appropriate resource utilization. The proposed VM allocation system is developed using a genetic algorithm.

A genetic algorithm is an adaptive heuristic search-based solution that presents the intelligent utilization of search space to solve the optimization problem. From the graphs, it is proved that for the dynamic workload-based cloud systems, the adaptive solution performs better than the static threshold-based policy for the VM allocation problem.

So the given experiments study the effect of the applied genetic algorithm for searching for the best suitable PM for the available list of candidate PMs. So the existing VM allocation policies have been modified to proceed further with the Genetic algorithm principles. The behavior of the system under study has been observed by various combinations specified in the result graphs.

Fig. 2, Fig. 3, and Fig. 4 show the number of hosts shut down for mentioned workloads. The resultant graph indicates that the count of hosts shutdowns is less in IAGA. Less number of host shutdowns will reduce the downtime for the ongoing application on the cloud host. This will lead toward the goal of SLA maximization. It can be observed in Fig. 5, Fig. 6, and Fig. 7, that the IAGA reduces energy consumption by the PMs. Fig. 8, Fig. 9, and Fig. 10 show the number of VM migrations. Average SAL violations achieved through experimentation have been presented in Fig. 11, Fig. 12, and Fig. 13. The results show that the SLA violation is lower for the proposed approach IAGA to ensure more effective service to cloud service consumers compared to the existing policies.
Fig. 2. Number of Host Shutdown for Workload 201100303.

Fig. 3. Number of Host Shutdown for Workload 20110325.

Fig. 4. Number of Host Shutdown for Workload 20110420.

Fig. 5. Energy Consumption for Workload 20110303.
Fig. 6. Energy Consumption for Workload 20110325.

Fig. 7. Energy Consumption for Workload 20110420.

Fig. 8. Number of VM Migrations for Workload 20110303.

Fig. 9. Number of VM Migrations for Workload 20110325.
Fig. 10. Number of VM Migrations for Workload 20110420.

Fig. 11. Average SLA Violation for Workload 20110303.

Fig. 12. Average SLA Violation for Workload 20110325.

Fig. 13. Average SLA Violation for Workload 20110420.
V. CONCLUSION AND FUTURE WORK

The movement of VMs across the system for proper resource utilization is one of the solutions that may result in outlays and service interruptions, resulting in a drop in service quality by affecting SLA. The data centers in a cloud environment require a large number of VMs to run continuously with a high SLA demand. Proposed research experimentation focuses on interference attentive VM allocation. The main challenge of the proposed research work was to strike a balance between effective server resource utilization and the preservation of cloud resources while adhering to SLA constraints with minimized interference effects. The fitness function is a critical component of the proposed method for reducing interferences in Infrastructure as a Service (IaaS) Cloud data centers as it helps the proposed algorithm to find the best optimum PM from all the candidate PMs for the allocation of migratable VMs. One of the most inescapable principles of cloud computing systems that should be pursued is the principle of service quality. As a result, in proposed work concentrated on cloud computing systems, competence characteristics such as the current state of PM computing resources specifically resource usage and demand queue to ensure the expected quality of service with minimal interferences from newly moved VMs during live VM migration. To improve the efficiency of the traditional algorithms, a Genetic Algorithm has been applied for VM allocation; the paper proposes a VM allocation policy to address the reduced number of VM migrations, reduced energy consumption, and low SLA violations. The promising results obtained from the proposed approach reveal that the genetic algorithm can be efficiently applied in real data centers to achieve interference minimizations. Furthermore, as the energy consumption decreases, it can also be used in green data centers. The proposed system has achieved the research objectives with a noticeable improvement compared to the existing approaches. The proposed research solution is useful to the cloud service provider to enhance the SLA and achieve satisfactory resource allocation by using the cloud server capacity at the optimum level. As of now, the proposed approach has been tested in the Cloud simulation environment. In the future, this approach could be extended by implanting it in a real cloud environment, the behavior of which could be studied and could be validated for other workloads and/or live streaming applications.
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Abstract—The main objective of this work is to enhance the prediction of the Freezing of Gait (FoG) episodes for patients with Parkinson's Disease (PD). Thus, this paper proposes a hybrid deep learning approach that considers FoG prediction as an unsupervised multiclass classification problem with 3 classes: namely, normal walking, pre-FoG, and FoG events. The proposed hybrid approach Deep Conv-LSTM is based on the use of Convolutional Neural Network layers (CNN) and Long Short-Term Memory (LSTM) units with spectrogram images generated based on angular axes features instead of the normal principle-axes features as the model input. Experimental results showed that the proposed approach achieved an average accuracy of 94.55% for FoG episodes early detection using Daphnet and Opportunity publicly available benchmark datasets. Furthermore, the proposed approach achieved an accuracy of 93.5% for FoG events prediction using the Daphnet dataset with the subject independent mode. Thus, the significance of this study is to investigate and validate the impact of using hybrid deep learning method for improving FoG episodes prediction.
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I. INTRODUCTION

Parkinson's Disease (PD) is a disorder that affects the patient's nerves, which are recognized by low levels in the brain's dopamine. Also, PD is the second most common symptom after Alzheimer's disease [1]. Low levels of dopamine lead the patients to the inability to control their body motion or activity. PD can affect the patients by two kinds of symptoms, motor, and non-motor symptoms, the motor symptoms, or cardinal symptoms, which are related to the movement in general, including resting tremor, stepping slowness (bradykinesia), postural instability (issues in balance), and Freezing of Gait (FoG). Non-motor or dopamine-non-responsive including cognitive weakness, sleeping behavior problems, sense of smell loss, difficulty defecation, talking and swallowing problems, and other related side effects to the human's sensory [2].

FoG is a side effect and one of the main symptoms for patients with both advanced and early PD stages. It is one of the most debilitating motor symptoms in patients with PD as it may lead to falls and a loss of independence. FoG can occur in the arms (which affects the writing ability), face (which affects the patient's vision), and leg (which results during gait initiation by a series of short steps with tremors on lower limbs, turning, or walking towards a particular goal) [2].

FoG could be seen in different forms like 1) A complete FoG cycle 2) Freezing with knee-trembling 3) Walking with very short steps. For some patients, there is a brief trembling of the feet in place followed by short steps, while others experience total immobility and are unable to move it all for a few moments.

The main objective of this study is to predict FoG episodes based on a hybrid deep learning approach using time-series episodes windowing and rely on the use of angular axes feature to help in predicting FoG episodes with their different occurrence cases as mentioned previously. The baseline model has experimented with the proposed one (Conv-LSTM), a model based on the use of a deep convolutional neural network (CNN). This model is also implemented for detecting/predicting FoG episodes. The developed models in this paper have been tested with both Daphnet and Opportunity benchmark datasets.

Accordingly, the main contributions of this paper are summarized in the following points:

- Updating the publicly available Daphnet dataset through adding a new label (3) that specifies the pre-FoG episodes prediction.
- Developing a deep learning (CNN-LSTM) hybrid approach for handling the problem of FoG episodes prediction in patients with PD.
- Investigating subject-dependent spectrograms for predicting FoG episodes.
- Testing and validating the performance of the proposed approach through implementing multiple experiments using the benchmark datasets.

The remainder of this paper is organized as follows. Section II presents a review of the state-of-the-art related work employing different deep learning algorithms for predicting/detecting FoG episodes based on different approaches. Section III presents an overview of the main structure of the proposed approach. Results and discussion are presented in Section IV. Conclusions and future work are highlighted in Section V.
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II. RELATED WORK

Relevant state-of-the-art studies addressing FoG detection and prediction are described in this section.

The authors of [4] developed an approach to predict FoG for patients with PD using a deep learning model based on the Recurrent Neural Network (RNN) and Long Short-Term Memory networks (LSTMs). The achieved results were 94.7% with 1-second prediction, 82.9% with 3 seconds prediction, and 68.1% with 5 seconds prediction.

Also, the authors in [5] aimed to detect FoG based on the use of the DL approach. The data was collected from one wrist based on linear and angular acceleration. The collected data was fed into a CNN model with 10-fold cross-validation and Leave-one-out-subject-out (LOSO) Cross-Validation. The achieved results were 83% and 86% for sensitivity and specificity, respectively when using LOSO-CV. When using the 10-fold CV the achieved results were 88% and 90% for sensitivity and specificity, respectively.

For capturing long-range dependencies in variable-length input sequences, the authors in [6] used a Deep Recurrent Neural Network (DRNN) for building recognition models that can fulfill the paper's purpose. The proposed algorithms like cascaded, unidirectional, and bidirectional architectures are based on LSTM DRNNs. By using Unidirectional DRNN for the UCI dataset, the results were 96.7%, 96.8%, 96.7%, and 0.96. By using Unidirectional DRNN for the USC-HAD dataset, the results were 97.8%, 97.4.0%, 97.4%, and 0.97. By using Bidirectional DRNN for Opportunity dataset, the results were 92.5%, 86.7%, 83.5% and 0.92. Using the Cascaded DRNN for the Daphnet dataset, the results were 94.1%, 84.7%, 78.9%, and 0.93. Using the Cascaded DRNN for the Skoda dataset, the results were 92.6%, 93.0%, 92.6%, and 0.92. All datasets were measured with accuracy, average precision, average recall, and f1 score, respectively.

The author in [7] sought to detect FoG episodes from the data signal for the subject in-dependent with a 3D accelerometer. The proposed model implemented on patients in the daphnet dataset was based on the RNN LSTM model with three accelerometer sensors. The overall results were 80% and 79% for specificity and sensitivity, respectively when using all features (statistical and frequency domain features) with sensor and subject independent. When using only the statistical features the results were 89% and 34% for specificity and sensitivity, respectively with sensor and subject independent. The achieved results when using the frequency domain features were 80% and 77% for specificity and sensitivity, respectively with sensor and subject independent. They also implement a baseline model using the Random Forest classifier for comparing the achievements of each model. The results showed that the proposed RNN LSTM model outperforms the baseline model (RF classifier).

In [8], the authors developed a system for FoG detection that is based on CNN from a 2D acceleration signal. The average results for the subject independent were 80.7%, 69.29%, and 90.6% for accuracy, precision, and specificity, respectively. Moreover, the author in [9] proposed a hybrid deep learning algorithm for detecting FoG episodes. Their first model was based on the use of convolutional layers with LSTM units. The achieved results were 87.8% accuracy, 88.1% sensitivity, 89.1% specificity, and 88.4% geometric mean. The second model was based on convolutional layers with GRU (Gated Recurrent Unit). The results achieved were 85.4% accuracy, 94.8% sensitivity, 84.7% specificity, and 89.5% geometric mean.

The goal of the authors in [10] was to detect FoG using four types of feature sets with a DNN with 4-sec windowing. A model of CNN with MLP layers was introduced. It contains two convolutional layers with a max-pooling layer for feature extraction and with three fully connected layers for classification. The achieved sensitivity was 93.1% and 75% for specificity.

Furthermore, the authors in [19] used deep learning approaches and image processing techniques to detect FOG. The presented approach was based on the use of 1D-ConvNet. The results were 88.6% for sensitivity and 78% for specificity.

The aim of the study proposed in [20] was to detect FOG episodes in PD patients with a proposed model that consists of eight layered of 1D-ConvNet using two activation functions (sigmoid and hyperbolic). Down-sampling and low pass filter are used for data preprocessing. The achieved results were 89% for accuracy, 91.9% for sensitivity, and 89.5% for specificity, respectively.

The purpose of the approach proposed in [21] was to detect FOG episodes using CNN based on two types of features, namely time and frequency domain features with 2.5 s windowing. The features were extracted from a tri-axil accelerometer and gyroscope sensors from a smartphone located in the patient's trouser pocket. Results were 91.8%, 93.8%, and 90.1% for F1-score, sensitivity, and specificity, respectively.

The main objective of this study is to investigate the impact of using deep feature learning based on angular axes spectrogram images and different windowing mechanisms through a hybrid deep learning approach for improving FoG episodes prediction.

III. PROPOSED APPROACH

The proposed approach section is divided into four stages, starting with dataset acquisition, data preparation, going through deep learning features, and ending with the classification, as illustrated in Fig. 1.
A. Dataset Acquisition

To train and validate the proposed models, two benchmark datasets are considered; namely the Daphnet and the Opportunity datasets of FoG time-series data.

1) The Daphnet dataset, which is available publicly from the UCI Machine Learning Repository [11], has been used for validating the proposed approach. The dataset was collected from a total of 10 PD volunteers patients, where 8 subjects have experienced FoG while performing several walking tasks in the lab. The Shank (ankle), the thigh (above the knee), and the trunk (lower back) of each subject were used to place a three-wearable tri-axial accelerometer for data recording [3]. From Fig. 3, which presents the same portions for ankle, knee, and trunk sensors of the walking, pre-FoG, and FoG signals it can be observed that the existence of the signal spacing when there are pre-FoG or FoG samples. The original data samples have been labeled as 0 for describing out-of-experiment events, 1 for describing no-FoG events, and 2 for describing FoG events. Sessions with a duration between 20 and 30 minutes are accomplished by the subjects in the Daphnet dataset to represent different characteristics of daily walking [11].

2) The opportunity dataset, which contains recordings that are collected from 12 subjects using 15 networked sensor systems with 72 sensors [12]. For each subject, 6 different runs were recorded 5 of them were the Activity of Daily Living (ADL) the remaining was a drill run. For this study, the activity recognition subset of the opportunity dataset was used. Only 4 subjects with ADL runs were used, which corresponds to recordings of three tri-axial accelerometer placements namely, hip, above the right knee (RKN\(^\text{a}\)), and below the right knee (RKN\(_{\text{b}}\)).

B. Data Preparation

Originally the validation Daphnet dataset doesn’t contain samples with label 3 corresponding to pre-FoG events. For featuring the pre-FoG episodes with a new label as shown in Fig. 2, all samples with the same label (unified labels) for a specific window time before label 2 have been converted into label 3. Therefore, for the FoG prediction problem, a multi-class classification has been handled with the proposed approach. This method is used only for prediction implementations, but for the detection implementations, labels 1 and 2 only are used. Subjects four and ten have not experienced any Freezing of Gait episodes while performing several walking tasks. As previously mentioned in the data description section, the Daphnet dataset consists of ten PD subjects; the data of the two previous subjects and all records with zero labeling have been neglected. The data preparation phase has consisted of four steps, as follows:

1) Angular axes values calculation: The angular axes features [13], or axes of rotation, provide a combination of three rotations about different axes to represent the 3D orientation of an object. Because of the need to focus on the patient's rotation and orientation the reliance on the accelerometer features will not be efficient. Motions are dominated by rotations; therefore, it is needed to avoid the use of accelerometers and use a gyroscope sensor [14].

For the angular-axes calculation x, y, and z of the principle-axes from the three sensors have been used to calculate the angular axes features (Roll, Pitch, and Yaw). As shown in equations (1), (2), and (3) details of calculating the angular values, Roll (r), Pitch (p), and Yaw (y), about the x, y, and z axes, respectively, where \(\Pi = 3.14\) is constant.

\[
\text{Roll} = 180 \cdot \arctan\left(y/\sqrt{x^2 + z^2}\right)/\pi 
\]

\[
\text{Pitch} = 180 \cdot \arctan\left(x/\sqrt{y^2 + z^2}\right)/\pi 
\]

\[
\text{Yaw} = 180 \cdot \arctan\left(z/\sqrt{x^2 + y^2}\right)/\pi 
\]
2) **Magnitude calculation:** After converting the principle-axes into angular axes, the magnitude of the obtained values has been calculated from each record of the three angular axes features values, according to equation (4), where $s$ refers to the used ankle’s (shank), knee’s (lower thigh), or trunk’s (lower back) sensor.

\[
\text{Magnitude} = \sqrt{(x_s^2 + y_s^2 + z_s^2)}
\]

3) **Windowing:** From each sensor, all the calculated magnitudes are divided into two overlapping windowing sizes, namely fixed and dynamic sizing based on the data labels. This paper presents two different schemes for selecting the best slicing technique and for testing various windowing mechanisms. Method 1 (scheme 1): The first method is adopting a 1 sec. window size, each window contains 76 samples, and each sample is 15 milliseconds [3]. Method 2 (scheme 2): On the other hand, a partially overlapping windowing method of dynamic-sized windows based on the data labels [3].

4) **Spectrogram generation:** Because other signals like nonstationary or non-periodic frequencies differ in time, in this step the information about the time domain and the frequency domain of real-life signals are needed, which is better computed from time-frequency analysis [15]. One of the basic visual tools for displaying the time-frequency analysis information is the spectrogram. The spectrogram is a 2D map, the vertical axis represents the frequency, and the horizontal axis represents the time of the signal. For spectrogram-based CNN, the amplitude provides a 2D array of successive segments used as an input feature for the spectrogram-based CNN. The spectrogram parameters are window size, noverlap, nfft (length of the FFT), and fs (sampling frequency). The input to the spectrogram is a signal data x and the output will be a matrix of 2D array $q$. The output $q$ will have (nfft/2+1) rows if nfft is even and (nfft+1)/2 rows if nfft is odd. For columns, will be (the length of q – noverlap) / (length(window-noverlap)) [16].

Fig. 4 presents the 3D accelerometer axes spectograms for FoG activity on the three sensors, namely the ankle, knee, and trunk. The time in milliseconds is presented on the x-axes and the frequency in Hz is presented on the y-axes, each row presents one of the axes, namely x, y, and z, respectively. The same portion of data is used for all sensors (ankle, knee, and trunk). It is visualized also from the figure areas with darker colors means that for a specific time and frequency point, the color image will be darker with a lower amplitude. Similarly, the color will be lighter with high magnitude.

It can be also observed that the most effective sensor placement is the trunk sensor, the readings from this sensor are better than the ankle and the knee sensors placements. It can be observed the lighter areas emitted from the trunk sensor, which means that those areas have a high frequency of FoG activity with high severity of FoG in the same area.

---

**Fig. 4.** Samples for each Axis (X, Y, and Z) for FoG Activity on the Ankle (a), Knee (b) and Trunk (c) Sensor.

---

**C. Deep Learning Features**

For the proposed approach (Conv-LSTM), with the use of three Convolutional layers, which receive and extract features from spectrogram images with intermediate three max-pooling layers (encoder) as shown in Fig. 1. The encoder in the network compresses or down-samples the input into a fewer number of bits. The space represented by these fewer numbers of bits is often called the latent space, at this point, the input has compressed to the maximum. A convolution layer tries to extract higher-level features by replacing data for each pixel with a value computed from the pixels. From Fig. 1 it can be observed how features are extracted from each Conv-LSTM layer, clarifying, and discussing the use of intermediate LSTM layers, which are used for the feature deep learning phase, and CNN layers that are used for classification.

It can be also observed how features are extracted from each Conv-LSTM layer after extracting features from spectograms, by using an intermediate LSTM layer that is used to receive the output of the last convolutional layer. To do so, the flatten layer is used because convolutional layers output a shape of four dimensions whereas the LSTM layer needs a three-dimension input. Like the proposed approach, the baseline 2D CNN approach also used the encoder as a feature extractor with three convolutional layers and three max-pooling layers, but without using any LSTM layer.

CNN is a class of deep, feed-forward AI neural networks that are used in Image & video recognition/classification, Video to Text (seq. to seq.), and Image Question Answering. A CNN consists of an input and output layer as well as multiple hidden layers. Typically, a CNN’s hidden layers consist of Convolutional layers, pooling layers, and fully connected layers. Typically, a CNN is used mostly for image and video recognition, classification, video to text, and image question answering applications. CNN learns useful features from data itself dispenses the use of the hand-crafted features and instead depends on learning features that the network automatically extracted. So, it is a combination of a feature extractor and a classifier. Mainly the CNN contains convolutional, pooling, fully connected layers, and soft-max [17], [18].
• Convolutional layer is responsible for extracting useful features automatically by learning and knowing the best features by selecting the highest weights of each neuron in each convolutional layer.

• Max-pooling layer is used to reduce the size of the feature map, which results in having a smaller number of parameters and computations.

• Up-sampling layer is a backward stride convolution and performed for end-to-end backpropagation learning from the pixel-wise loss

• Fully connected layer means that all the input neurons in each layer are connected to the previous layer.

• Soft-max layer acts like a classifier in which many probabilities were proposed from each class and the class with the highest probability was predicted.

LSTM layer, Fig. 5 magnifying the steps of how the LSTM network works. The first step is to decide what information will be thrown away from the cell state. This decision is made by the sigmoid layer (σ), which is called the "forget gate layer", it looks at \( x_t \) (current input) and \( h(t-1) \) (output of the last LSTM unit) and outputs a number between 0 and 1 for each number in the cell state \( c(t-1) \) (memory of the last LSTM unit). \( f \) means "keep the previous" result and don't forget it while 0 means "don't keep the previous result" and forget it. For simplicity, if it is needed to predict the next word based on all the previous ones, the cell state might include the gender of the present subject so that the correct pronouns can be used. But when a new subject came up, the previous gender of the old subject needs to be forgotten.

In the next step, a decision as to what new information will be stored in the cell state is taken in two steps. First, a decision for which values will be updated is taken by a sigmoid layer called the "input gate layer". Next, a tanh layer creates a vector of new values \( c_t \) (new updated memory). The next step is to combine the previous two outputs from each layer to create the updated cell state. For simplicity going back to the example, here adding the gender of the new subject to the cell state by replacing it with the old one that was forgotten is needed.

Finally, the \( h_t \) (output) is based on the value stored in the cell state. First running a sigmoid layer that decides, which parts of the cell state will be going to be output is needed. Then, go through the tanh layer and multiply \( x \) the output of each layer.

As the problem is based on unsupervised learning, the use of an Auto-Encoder mechanism is taking place as it has the option to not use dense layers, it can use the convolutional layers itself to learn, which is better for video, image, and series data. The encoder compresses or down-samples the input into a fewer number of bits, the space represented by these fewer bits is often called the latent space or bottleneck. At a maximum level, the input at a particular point is compressed that's why it can be also called the "maximum point of compression". The decoder is the reverse of the encoder, and it is importance lies in rebuilding the original image with the highest possible quality.

D. Classification

For the proposed model, both datasets are divided into sub-datasets, one for training and the other for validation using a k-fold cross-validation method applied for both training and validation. A hybrid deep learning structure is used as shown in Table I, the hybridization here is based on three convolutional layers with intermediate max-pooling layers, a flatten layer, three LSTM layers for feature deep learning, and four convolutional layers with intermediate up-sampling layers for classification. Convolutional layers as mentioned previously learn features automatically in each layer, so it doesn't need any hand-crafted features, and the reason is that the deep architecture, which includes multiple layers allows those layers to be stacked. So, this deep architecture can characterize the prominence of signals on different scales. In each convolutional layer, each neuron carries the maximum weight (the maximum weight means a better result) from the input layer and if a neuron was for example in the third layer it takes the output of the previous layer as its input. The convolutional layer's network has its output as a convolution fully connected neural network instead of matrix multiplication.

The structure of the baseline model (Deep 2D CNN) model was fed with spectrogram images as model input. The same as the proposed model, a baseline model consists of three convolutional layers with intermediate max-pooling layers for feature deep learning and four convolutional layers with intermediate up-sampling but without flatten and LSTM layers.

IV. RESULT AND DISCUSSION

This section discusses different models' results used in this paper to reach the best approach that effectively influences predicting FoG episodes. Also presents and discusses the experimental outcomes of using the proposed hybrid deep learning scheme for FoG episodes prediction. Both datasets are divided 80% for training with a random dividing and 20% for validation. The implementation consists of two phases using the Daphnet dataset:

• Working on the original dataset applying all sensors and each sensor apart (Ankle, Knee, and Trunk).

• Working on the original dataset after applying the proposed angular axes features for in/dependent subjects using all sensors and each sensor apart (Ankle, Knee, and Trunk).
The performance measurements as shown in equations (5), (6), (7), (8), and (9) are the accuracy, precision, recall, F-measure, and Specificity.

\[
\text{Accuracy} = \frac{tp+tn}{tp+tn+fp+fn} \tag{5}
\]
\[
\text{Precision} = \frac{tp}{tp+fp} \tag{6}
\]
\[
\text{Recall} = \frac{tp}{tp+fn} \tag{7}
\]
\[
F - \text{measure} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision}+\text{recall}} \tag{8}
\]
\[
\text{Specificity} = \frac{TN}{(TN+FP)} \tag{9}
\]

A. Daphnet Dataset Results

In subject-independent FoG prediction, from Table II and Table III it can be observed that the results derived from sensor independent are almost the same as the results when using only data from the trunk sensor (sensor dependent). But for overall performance, using sensor independent is better than using sensor dependent. It was also observed that using a windowing with 1-second achieves a better performance than using a windowing with 4-seconds. Another enhancement is for using angular axes features over principle-axes. For the 2D CNN model, same as the hybrid Conv-LSTM model; the trunk sensor outperforms other sensors, and angular axes features achieve better performance. Using 1-second windowing records an enhancement against using 4-seconds windowing and better overall performance is achieved when using sensors independent over-dependent sensors. In addition, for the 2D CNN model, from Table IV and Table V it can be observed that using only CNN without LSTM the model achieves better results than using a hybrid structure of CNN with LSTM.

The results show that the implemented deep 2D CNN model achieves the highest accuracy against the proposed one, it can be observed in Fig. 7. It also emphasizes that the use of the angular axes features is much better than the principle-axes. For subject-independent and sensor dependent with 1-second (67 samples) windowing the two implemented models namely, 2D CNN and hybrid deep Conv-LSTM achieves an increase in the performance using angular axes against principle-axes by 2.7%, and 2.8% using ankle sensor for the two models respectively. And for the knee sensor the performance increased by 2.6%, and 2% for the two models, respectively. The enhancement in the trunk sensor is 3.3%, and 2.5% for the two models, respectively. When using sensor independent the angular axes features achieve an enhancement of 3.8%, and 2.2% for the two models, respectively, over the principle-axes.

Implementing subject independent with sensor dependent for FoG prediction with a 4-seconds (268 samples) windowing technique, the results as shown in Fig. 7 clarifies that using a bigger windowing technique negatively affects the performance. When using 1-second windowing against 4-seconds windowing with angular axes features from Fig. 6 and Fig. 7, the performance increases by 9% and 4.3% for the ankle sensor with 2D CNN, hybrid deep Conv-LSTM, respectively. On the knee sensor, the enhancement is 6.5% using the 2D CNN model and 4.4% using the hybrid Conv-LSTM model. The enhancement using trunk sensor is 4.8% and 3.7 for the two models, respectively. Finally, using sensor independent achieves increasing in the performance by 5.6% and 3.8% for the two models, respectively.

Applying the 4-seconds windowing technique using angular axes features outperforms using principle-axes as shown in Fig. 7. The enhancement on the ankle sensor is 2.3% and 3.6% for 2D CNN, and hybrid deep Conv-LSTM respectively. On the knee sensor, the enhancement increased by 3.1% and 3.6% for the two models, respectively. The performance using the trunk sensor increases by 2.6% and 2.8%. When applying sensor independent with angular axes features the performance against the use of principle-axes increased by 2.8% and 3.1% for the two models, respectively.

The implementation of Subject-independent FoG detection for deep learning models with sensor dependent from Table VI emphasized that the trunk sensor outperforms other sensors, and angular axes features achieve better performance against principle-axes. Also, using 1-second windowing achieves an enhancement over using the 4-second windowing. It has been observed from Table VI and Table VII that a better overall performance is achieved when using sensors independent over-dependent sensors. When comparing results of prediction with detection, it can be observed that FoG prediction outperforms FoG detection for both 2D CNN and hybrid deep Conv-LSTM models. In addition, from Table VIII and Table IX the results ensure that the 2D CNN model structure is better than the hybrid Conv-LSTM model structure.

Detecting FoG episodes for subject-independent and sensor dependent with 1-second (67 samples) windowing as shown in Fig. 8 when applying angular axes features outperforms using principle-axes. The enhancement on the ankle sensor is 2.6% and 3% for the 2D CNN and hybrid deep Conv-LSTM models, respectively. Furthermore, the enhancement on the knee sensor is 0.5% and 2.5% for the two models, respectively. The performance increased also when using the trunk sensor, the enhancement is 1% and 2.9%. An enhancement using angular axes features with sensor independent by 1.6% and 1.3%. Applying the 4-seconds windowing technique using angular axes features outperforms using principle-axes as shown in Fig. 9. The enhancement on the ankle sensor is 3.7% and 4.9% for 2D CNN, and hybrid deep Conv-LSTM, respectively. On the knee sensor, the enhancement increased by 3.3% and 3.5% for the two models, respectively. The performance using the trunk sensor increased by 4% and 3.2%. An enhancement is achieved when applying sensor independent with angular axes features by 2.9% and 3.4% for the two models, respectively against the use of principle-axes.

An enhancement can be observed in Fig. 8 and 9 when using angular axes features with 1-second, which equals 67 samples against 4-seconds (268 samples) windowing. The enhancement on the ankle sensor increased by 4.6% using the 2D CNN model and 4.3% using the hybrid deep Conv-LSTM model. On the knee sensor, the enhancement is 3.5% using the 2D CNN model and 4.9% using the hybrid deep Conv-LSTM...
model. The enhancement on the trunk sensor achieves 5% using the 2D CNN model and 3.2% using the hybrid deep Conv- LSTM model. The implementation of the sensor independent has also increased the performance by 4.7% using the 2D CNN model and 4.3% using the hybrid deep Conv-LSTM model.

TABLE I. HYBRID CONV-LSTM MODEL STRUCTURE

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel size</th>
<th>Output map size</th>
<th>Activation</th>
<th>Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>28<em>28</em>16</td>
<td>tanh</td>
<td>adadelta</td>
</tr>
<tr>
<td>Max-pooling2D</td>
<td>2*2</td>
<td>14<em>14</em>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>14<em>14</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max-pooling2D</td>
<td>2*2</td>
<td>7<em>7</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>7<em>7</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max-pooling2D</td>
<td>2*2</td>
<td>4<em>4</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flatten</td>
<td>-</td>
<td>1*16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>-</td>
<td>1*16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>4<em>4</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-sampling2D</td>
<td>2*2</td>
<td>8<em>8</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>8<em>8</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-sampling2D</td>
<td>2*2</td>
<td>16<em>16</em>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>14<em>14</em>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-sampling2D</td>
<td>2*2</td>
<td>28<em>28</em>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>3*3</td>
<td>28<em>28</em>3</td>
<td>Sigmoid</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II. HYBRID DEEP CONV-LSTM 1 SEC. AND 4 SEC. WINDOWING SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>1-second windowing</th>
<th>4-second windowing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankle</td>
<td>1</td>
<td>89.5% 86.7% 84.4% 78.1%</td>
<td>90.1% 87.1% 78.9% 80.1%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.7% 86.6% 79.1% 77.9%</td>
<td>91.8% 86.6% 79.1% 77.5%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.3% 90.5% 80.4% 80.4%</td>
<td>91.1% 89.8% 85.3% 78.2%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>91.9% 86.8% 82.4% 75.9%</td>
<td>90.6% 85.7% 87.6% 78.6%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>90.6% 85.7% 87.6% 78.6%</td>
<td>90.8% 84.8% 81.3% 75.1%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td><strong>92.3%</strong> 78.9% <strong>91.1%</strong> 83.2%</td>
<td><strong>92.3%</strong> 78.9% <strong>91.1%</strong> 83.2%</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>92.8% 88.8% 74.6% 75.1%</td>
<td>92.8% 88.8% 74.6% 75.1%</td>
</tr>
<tr>
<td>Knee</td>
<td>1</td>
<td>90.1% 87.1% 78.9% 80.1%</td>
<td>90.1% 87.1% 78.9% 80.1%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.8% 86.6% 87.1% 77.5%</td>
<td>91.1% 89.8% 85.3% 78.2%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>90.6% 86.7% 87.3% 79.4%</td>
<td>90.6% 86.7% 87.3% 79.4%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>91.9% 87.1% 85.2% 84.5%</td>
<td>89.2% 89.6% 82.4% 77.7%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>92.3% 91.3% 90.8% 87.4%</td>
<td>90.5% 89.7% 81.4% 83.1%</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>94.6% 90.6% 92.5% 85.3%</td>
<td>96.1% 91.3% 90.9% 82.9%</td>
</tr>
</tbody>
</table>

TABLE III. HYBRID DEEP CONV-LSTM 1 SEC. AND 4 SEC. WINDOWING USING SENSOR INDEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>Accuracy</th>
<th>1-second windowing</th>
<th>1-second windowing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankle</td>
<td>1</td>
<td>90.9% 89.1% 88.1% 84.1%</td>
<td>93.5% 93.1% 85.9% 82.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>93.5% 91.8% 86.7% 83.9%</td>
<td>91.9% 89.3% 88.1% 83.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>93.5% 93.1% 85.9% 82.9%</td>
<td>91.9% 89.3% 88.1% 83.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>94.1% 92.2% 84.9% 81.5%</td>
<td>94.1% 92.2% 84.9% 81.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>95.2% 92.3% 93.1% 89.2%</td>
<td>95.2% 92.3% 93.1% 89.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>94.1% 91.5% 89.2% 80.2%</td>
<td>94.1% 91.5% 89.2% 80.2%</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV. 2D CNN 1 SEC. AND 4 SEC. WINDOWING USING EACH SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>Accuracy</th>
<th>1-second windowing</th>
<th>4-second windowing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankle</td>
<td>1</td>
<td>91.3% 86.1% 79.3% 79.2%</td>
<td>91.3% 86.1% 79.3% 79.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>91.1% 89.3% 78.5% 74.7%</td>
<td>91.1% 89.3% 78.5% 74.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>90.5% 88.5% 79.4% 71.6%</td>
<td>90.5% 88.5% 79.4% 71.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>93.1% 90.2% 78.6% 76.4%</td>
<td>93.1% 90.2% 78.6% 76.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>86.6% 89.1% 79.8% 70.9%</td>
<td>86.6% 89.1% 79.8% 70.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>92.1% 88.6% 86.1% 77.3%</td>
<td>92.1% 88.6% 86.1% 77.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>91.5% 90.5% 83.3% 75.4%</td>
<td>91.5% 90.5% 83.3% 75.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td><strong>91.6%</strong> 90.1% 70.4% 63.8%</td>
<td><strong>91.6%</strong> 90.1% 70.4% 63.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>91.6% 89.4% 74.6% 77.9%</td>
<td>91.6% 89.4% 74.6% 77.9%</td>
<td></td>
</tr>
<tr>
<td>Knee</td>
<td>1</td>
<td>88.6% 87.5% 84.1% 57.5%</td>
<td>88.6% 87.5% 84.1% 57.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>92.1% 83.9% 60.1% 74.3%</td>
<td>92.1% 83.9% 60.1% 74.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.8% 90.6% 82.1% 75.1%</td>
<td>91.8% 90.6% 82.1% 75.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>82.7% 87.3% 80.8% 78.7%</td>
<td>82.7% 87.3% 80.8% 78.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>89.1% 84.2% 76.8% 50.2%</td>
<td>89.1% 84.2% 76.8% 50.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>90.4% 88.6% 81.3% 51.2%</td>
<td>90.4% 88.6% 81.3% 51.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>92.8% 90.5% 82.1% 77.9%</td>
<td>92.8% 90.5% 82.1% 77.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>91.8% 89.4% 74.6% 77.9%</td>
<td>91.8% 89.4% 74.6% 77.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>96.1% 93.1% 79.9% 84.3%</td>
<td>96.1% 93.1% 79.9% 84.3%</td>
<td></td>
</tr>
<tr>
<td>Sensor</td>
<td>Subject</td>
<td>1-second windowing</td>
<td>Accuracy</td>
<td>4-second windowing</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>--------------------</td>
<td>----------</td>
<td>--------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Angular</td>
<td>Principle</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>axes</td>
<td>axes</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>1</td>
<td>92.6%</td>
<td>92.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>95.1%</td>
<td>92.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>93.5%</td>
<td>92.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>92.1%</td>
<td>93.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>93.6%</td>
<td>93.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>89.2%</td>
<td>93.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>94.6%</td>
<td>91.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>94.5%</td>
<td>92.4%</td>
</tr>
</tbody>
</table>

TABLE VI. HYBRID DEEP CONV-LSTM 1 SEC. AND 4 SEC. WINDOWING USING SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>1-second windowing</th>
<th>Accuracy</th>
<th>4-second windowing</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Angular</td>
<td>Principle</td>
<td>Angular</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
</tr>
<tr>
<td>Ankle</td>
<td></td>
<td>1</td>
<td>89.4%</td>
<td>85.3%</td>
<td>80.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>90.3%</td>
<td>85.6%</td>
<td>85.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>89.1%</td>
<td>84.5%</td>
<td>85.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>91.9%</td>
<td>89.1%</td>
<td>85.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>91.9%</td>
<td>85.7%</td>
<td>85.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>88.8%</td>
<td>84.4%</td>
<td>79.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>94.3%</td>
<td>92.6%</td>
<td>88.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>91.7%</td>
<td>90.5%</td>
<td>84.1%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>1</th>
<th>Angular</th>
<th>Principle</th>
<th>Angular</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
</tr>
<tr>
<td>Knee</td>
<td></td>
<td>1</td>
<td>89.5%</td>
<td>86.6%</td>
<td>81.4%</td>
<td>75.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>92.1%</td>
<td>86.1%</td>
<td>84.1%</td>
<td>75.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>92.1%</td>
<td>87.9%</td>
<td>83.3%</td>
<td>83.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>90.2%</td>
<td>89.1%</td>
<td>84.8%</td>
<td>80.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>92.6%</td>
<td>87.6%</td>
<td>77.6%</td>
<td>85.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>91.2%</td>
<td>89.5%</td>
<td>84.7%</td>
<td>78.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>91.4%</td>
<td>90.3%</td>
<td>88.1%</td>
<td>83.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>91.3%</td>
<td>89.3%</td>
<td>83.4%</td>
<td>79.3%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>1</th>
<th>Angular</th>
<th>Principle</th>
<th>Angular</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
</tr>
<tr>
<td>Trunk</td>
<td></td>
<td>1</td>
<td>91.2%</td>
<td>88.3%</td>
<td>82.8%</td>
<td>83.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>93.9%</td>
<td>88.7%</td>
<td>90.1%</td>
<td>86.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>94.2%</td>
<td>91.9%</td>
<td>86.4%</td>
<td>86.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>92.2%</td>
<td>90.1%</td>
<td>85.1%</td>
<td>82.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>93.1%</td>
<td>92.2%</td>
<td>87.9%</td>
<td>89.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>93.6%</td>
<td>86.4%</td>
<td>86.7%</td>
<td>87.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>94.9%</td>
<td>92.9%</td>
<td>92.9%</td>
<td>91.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>94.2%</td>
<td>91.4%</td>
<td>85.8%</td>
<td>84.5%</td>
</tr>
</tbody>
</table>

TABLE VII. HYBRID DEEP CONV-LSTM 1 SEC. AND 4 SEC. WINDOWING USING SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Subject</th>
<th>1-second windowing</th>
<th>Accuracy</th>
<th>4-second windowing</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Angular</td>
<td>Principle</td>
<td>Angular</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>axes</td>
<td>axes</td>
<td>axes</td>
</tr>
<tr>
<td>Ankle</td>
<td></td>
<td>1</td>
<td>92.1%</td>
<td>86.5%</td>
<td>86.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>92.8%</td>
<td>86.9%</td>
<td>91.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>93.1%</td>
<td>90.1%</td>
<td>88.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>93.2%</td>
<td>90.5%</td>
<td>88.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>93.9%</td>
<td>90.5%</td>
<td>89.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>93.2%</td>
<td>89.9%</td>
<td>84.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>95.2%</td>
<td>91.9%</td>
<td>90.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>94.1%</td>
<td>91.8%</td>
<td>90.1%</td>
</tr>
</tbody>
</table>

TABLE VIII. CNN WITH 1 SEC. AND 4 SEC. WINDOWING USING SENSOR DEPENDENT
TABLE IX. CNN 1 SEC. AND 4 SEC. WINDOWING USING SENSOR INDEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>1-second windowing</th>
<th>4-second windowing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Angular axes</td>
<td>Principle axes</td>
</tr>
<tr>
<td></td>
<td>Angular axes</td>
<td>Principle axes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1</td>
<td>92.1%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>94.9%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>94.8%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92.1%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>94.9%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>85.9%</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>85.9%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>93.5%</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>93.3%</td>
</tr>
</tbody>
</table>

B. Opportunity Dataset Results

Results for sensor dependent, Table X shows that using angular axes features outperforms using principle-axes, as the Conv-LSTM model achieved an enhancement of 4.3%, 2.6%, and 2.4% for upper knee, hip, and lower knee sensors, respectively. Sensor-dependent results for 2D CNN, Table XI ensure also that the use of angular axes features results are better than principal axes. The results increased by 3.1%, 1.6%, and 1.2% for upper knee, hip, and lower knee sensors, respectively. For the independent sensor using angular axes features outperform the results from principle-axes with an enhancement by 3.5% and 4.1% for Conv-LSTM and 2D CNN models, respectively as shown in Table XII. From Table X and Table XI, it can be observed that the hip sensor outperforms other sensors and the performance of the 2D CNN model achieves results better than the Conv-LSTM model. Table XIII presents different deep learning models and features for the related work compared with the proposed models. Two different models are proposed for deep learning implementation, the first one is a combination of a convolutional neural network layer for 2D spectrograms images and LSTM recurrent units (Conv-LSTM). The second model used CNN also with 2D spectrogram images. Both models are implemented under the use of angular axes features instead of principle-axes. The best F-measure achieved by the proposed related work algorithms using the same Daphnet dataset was 80% on the other hand, the Conv-LSTM model achieves 95.1% F-measure and the CNN model achieves 98.1% F-measure. The enhancement here is 15.1% and 18.1% for Conv-LSTM and CNN models, respectively.

TABLE X. HYBRID DEEP CONV-LSTM USING SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Angular axes</td>
</tr>
<tr>
<td></td>
<td>Principle axes</td>
</tr>
<tr>
<td>Upper Knee</td>
<td>95.4%</td>
</tr>
<tr>
<td>Hip</td>
<td>95.3%</td>
</tr>
<tr>
<td>Lower Knee</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

TABLE XI. 2D CNN USING SENSOR DEPENDENT

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Angular axes</td>
</tr>
<tr>
<td></td>
<td>Principle axes</td>
</tr>
<tr>
<td>Upper Knee</td>
<td>96.3%</td>
</tr>
<tr>
<td>Hip</td>
<td>96.2%</td>
</tr>
<tr>
<td>Lower Knee</td>
<td>94.7%</td>
</tr>
</tbody>
</table>

Fig. 6. Accuracy for FoG Prediction using Angular and Original Axes with 1-Second Windowing (67 Samples).

Fig. 7. Accuracy for FoG Prediction using Angular and Original Axes with 4-Seconds Windowing (268 Samples).
TABLE XIII. DEEP LEARNING PERFORMANCE MEASUREMENTS COMPARED TO DIFFERENT RELATED WORK MEASUREMENTS

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murad &amp; Pyun [6] 2017</td>
<td>unidirectional, bidirectional, and cascaded architectures based on long short-term memory (LSTM) DRNNs</td>
<td>94.1%</td>
<td>84.7%</td>
<td>78.9%</td>
<td>93%</td>
<td>-</td>
</tr>
<tr>
<td>Masiala [7] 2017</td>
<td>RNN with LSTM units with statistical features</td>
<td>-</td>
<td>-</td>
<td>79%</td>
<td>-</td>
<td>80%</td>
</tr>
<tr>
<td>Camps [9] 2017</td>
<td>Hybrid model based on convolutional layers with LSTM units</td>
<td>87.8%</td>
<td>-</td>
<td>88.1%</td>
<td>-</td>
<td>89.1%</td>
</tr>
<tr>
<td>Camps et al. [19] 2017</td>
<td>Four and five layers of 1D-ConvNet</td>
<td>-</td>
<td>-</td>
<td>88.6%</td>
<td>-</td>
<td>78%</td>
</tr>
<tr>
<td>Xia et al. [8] 2018</td>
<td>CNN</td>
<td>80.7%</td>
<td>69.29%</td>
<td>-</td>
<td>-</td>
<td>90.6%</td>
</tr>
<tr>
<td>Segundo et al. [10] 2018</td>
<td>CNN + MLP</td>
<td>-</td>
<td>-</td>
<td>93.1%</td>
<td>-</td>
<td>75%</td>
</tr>
<tr>
<td>Camps et al. [20] 2018</td>
<td>Eight 1D-ConvNet layers</td>
<td>89%</td>
<td>-</td>
<td>91.9%</td>
<td>-</td>
<td>89.5%</td>
</tr>
<tr>
<td>Kim et al. [21] 2018</td>
<td>CNN</td>
<td>-</td>
<td>-</td>
<td>93.8%</td>
<td>91.8%</td>
<td>90.1%</td>
</tr>
<tr>
<td>Yuan &amp; Chakraborty [4] 2020</td>
<td>RNN with LSTMs and three different schemes.</td>
<td>94.7%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bikias et al [5] 2021</td>
<td>CNN with two schemes (10-fold CV and LOSO-CV)</td>
<td>-</td>
<td>83% LOSO CV and 86% 10-CV</td>
<td>-</td>
<td>-</td>
<td>88% LOSO CV and 90% 10-CV</td>
</tr>
<tr>
<td>The proposed model (prediction)</td>
<td>Conv-LSTM</td>
<td>93.5%</td>
<td>95.1%</td>
<td>93.5%</td>
<td>94.3%</td>
<td>95.1%</td>
</tr>
<tr>
<td>The proposed model (detection)</td>
<td>Conv-LSTM</td>
<td>94.5%</td>
<td>94.6%</td>
<td>92.1</td>
<td>93.3%</td>
<td>94.1%</td>
</tr>
<tr>
<td>Baseline model (prediction)</td>
<td>2D CNN</td>
<td>97.3%</td>
<td>96.1%</td>
<td>97.1%</td>
<td>96.6%</td>
<td>96.5%</td>
</tr>
<tr>
<td>Baseline model (detection)</td>
<td>2D CNN</td>
<td>96.8%</td>
<td>96.3%</td>
<td>95.4%</td>
<td>95.8%</td>
<td>96.1%</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORK

In this paper, a hybrid model of 2D convolutional layers with LSTM layers (Conv-LSTM) was proposed with the use of spectrograms as an input for the model and another baseline model was 2D CNN. The developed models are implemented using angular axes features and principle-axes sensor data readings. In this paper, two windowing methodologies are tested and applied for the Daphnet dataset. The two methodologies are a window of 67 samples, which is equivalent to 1-second, and a window of 268 samples, which
is equivalent to 4 seconds. The paper aimed to predict the FoG episodes, the most approach that achieves this aim was the use of the CNN approach for both Daphnet and Opportunity datasets as shown in Fig. 6 and Table XII, followed by adopting the hybrid Conv-LSTM approach. Several observed enhancements are achieved. First, the enhancement was achieved when using angular axes features over principle-axes. Second, using 1-second windowing against 4 seconds achieves better performance. Deep learning algorithms for predicting pre-FoG episodes, results from Table II and Table III for the Conv-LSTM model, Table IV and Table V for the CNN model ensure on using angular axes features outperforms the use of principle-axes. Deep learning results for detecting FoG episodes from Tables VI and VIII for the Conv-LSTM model and Tables IX and IX for the CNN model also clarify that the use of the angular axes features is better than the principle-axes. In addition, the prediction results for both Conv-LSTM and 2D CNN models are better than the detection results.

Deep learning algorithms are implemented with the use of an early stopping approach to avoid the model’s overfitting. All training sets are implemented for 15 epochs and 15 folds in each epoch for both datasets. It also emphasizes that the maximum number of epochs the model reached was 14 epochs, the minimum number was 2 epochs and the average number of epochs lasting in each fold was 6 epochs. The best result achieved from deep learning models was 97.6% and 93.5% for 2D CNN and hybrid Conv-LSTM respectively for the subject and sensor independent. It can be also observed that patient 8 was the subject with almost the best accuracy in subject dependent, as the patient recorded a score of 4 out of 5 on the Hoehn and Yahr (H&Y) scale, which is considered the highest score among the other 10 patients in the Daphnet dataset.

For future work, various challenges could be considered in the domain of predicting the FoG episodes via pre-fog behavior detection as well as predicting FoG severity. Working on new feature fusion sets. Build our dataset to experiment with different algorithms and features to be compared with other datasets.
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Abstract—Emotions are the essential parts that convey meaning to the interlocutors during social interactions. Hence, recognising emotions is paramount in building a good and natural affective system that can naturally interact with the human interlocutors. However, recognising emotions from social interactions require temporal information in order to classify the emotions correctly. This research aims to propose an architecture that extracts temporal information using the Temporal model of Convolutional Neural Network (CNN) and combined with the Long Short Term Memory (LSTM) architecture from the Speech modality. Several combinations and settings of the architectures were explored and presented in the paper. The results show that the best classifier achieved by the model trained with four layers of CNN combined with one layer of Bidirectional LSTM. Furthermore, the model was trained with an augmented training dataset with seven times more data than the original training dataset. The best model resulted in 94.25%, 57.07%, 0.2577 and 1.1678 for training accuracy, validation accuracy, training loss and validation loss, respectively. Moreover, Neutral (Calm) and Happy are the easiest classes to be recognised, while Angry is the hardest to be classified.

Keywords—Emotions recognition; speech modality; temporal information; affective system

I. INTRODUCTION

Emotions are one of the essential communication factors during the social interactions. They provide additional meanings to verbal communication. Most of the conversation meaning can be captured mostly via non-verbal channels (e.g. speech prosody, body gestures and facial expressions) [1], [2], [3]. Hence, capturing emotions during social interactions between interlocutors is essential to building a system that can interact with humans effectively, efficiently, and naturally. Several efforts have been made to build models that can automatically classify emotions from non-verbal cues in the conversation. Some researchers aim to model the emotions classifier from image or video modality (e.g. Facial Expression Recognition and Hand and Body Gesture). The others use speech and text modality to recognise emotions from the conversation. Generally, the emotions are classified into six basic emotions plus neutral [4]. Recognising emotions from the conversation is a cumbersome task to a social ignorant computer [3]. Several problems exist in building good emotions classifier model from social conversation. First is the dataset; most datasets exist to model the emotions recognition are not balanced in the emotions class. This is due to not all emotions being expressed equally. The second problem is that not all

the emotions recognition models have good performance to recognise emotions from the conversation. The results depend on the implemented machine or deep learning algorithms, the dataset used, pre-processing applied, and the modality used (video, image, text or speech). This research proposes and explores several deep learning architectures based on Temporal Convolutional Neural Networks (CNN) and Long Short Term Memory (LSTM) to extract features and classify emotions from speech. Most of the emotions recognition required temporal information to improve the model performance. Hence, this research proposes a combination of Temporal CNN to extract the features from the speech signals with LSTM to extract the features further and classify the emotions. The results have shown that MODEL-5 achieved the best model with the training accuracy score of 99.92%, validation accuracy of 78.22%, training loss of 0.0144 and validation loss of 0.8432. The rest of the sections in this paper are organised as follows: The next section illustrates the related work and state of art of emotions recognition from speech. The next section, Emotions Recognition from Speech, demonstrates the proposed framework to model emotions recognition from speech signals. The details of the experiment’s settings are also shown in this section. The results are comprehensively presented and discussed in section Results and Discussion. Finally, the last section demonstrates the conclusion and future research direction of this research.

II. RELATED WORK

A. Emotion Detection / Recognition

Emotions are one of the essential parts of social interactions. Emotions convey more than 80% meanings during the social interactions between interlocutors [2], [1]. Hence, detecting or recognising emotions is a paramount task to build a good and natural affective system. Emotion Detection / Recognition is a classification method that can bring up an important feature, namely the emotion contained in an input used for various uses [5]. The input used consists of various forms such as: speech [6], text [7] and visual [8], [9] cues. Most emotions detection/recognition tasks implement machine or deep learning (e.g. convolutional based, attention-based, recurrent based and transformer-based) to model the detector or recogniser. Analysing emotions can help in various fields, one of which is human and computer interaction which can later make computers better decisions for their users. Some research regarding emotion detection has many variations,
such as: Sarcasm Detection [10], Mood Prediction [11] and Personality Detection [12].

B. Speech Emotion Recognition

Speech Emotion Recognition (SER) is a method for mapping the features of a speech into the emotions contained in the speech. SER is not a new field of study [13]. However, along with the development of technologies, several methodological developments can be applied to SER. Thus, making research in the SER field more varied and complex to achieve more optimal results. SER usually utilises a classification algorithm to map input in a speech to output in the form of emotion classification. In general, the pipeline for SER is data pre-processing, features extraction and model training + evaluation. The data pre-processing generally involves data augmentation as well as data framing and windowing. Features extraction techniques are implemented to the data after the data is being pre-processed. The features can be extracted in the form of Spectral features, Prosodic features and the combination of both Spectral and Prosodic features. Finally, the features are then trained and evaluated using machine (or deep) learning algorithms.

C. Convolutional Neural Network in Speech Emotion Recognition

Although CNN is well-designed for Image Recognition it could be extended to Natural Language Processing and Speech Processing [14][15][16] Research regarding CNN for Speech Emotion Recognition conducted in 2016 [17] and 2018 [18] using RECOLA datasets [19], by combining Convolutional Neural Network and Long Short-Term Memory which resulted in an outperformed model compared to traditional approaches on signal processing techniques. Then in 2017 [6] conducted research regarding Speech Emotion Recognition using Deep Convolutional Neural Network (DCNN) and Discriminant, Temporal Pyramid Matching (DTPM) to classify speaker’s emotion resulting in a good model for automatic feature learning on speech emotion recognition tasks. The research concludes that DCNN is not only effective for image recognition but also in Speech Emotion Recognition. In 2020 [20] conducted research about CNN based Framework for Enhancing Audio Signal Processing for Speech Emotion Recognition proposing a framework that utilises a discriminative CNN using spectrogram which according to the author, the spectrogram has many features that texts or phonemes cannot represent.

III. Emotions Recognition from Speech

This research proposes the five best architectures by combining Temporal Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) to extract and classify emotions from speech signals. The dataset used in this research is The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [21]. The dataset contains more than 7,000 audio files of emotional speech acted by twenty-four professional actors. This research only uses the emotional song dataset, where there are 920 audio data files and four basic emotions (i.e. Angry, Fear, Happy and Sad) plus Neutral. The RAVDESS dataset encodes the audio information (e.g. label and gender) in the filename. Hence, some text sub-string methods were applied to extract the label of the files. In this research, gender information is not used. Moreover, several pre-processing techniques were implemented to the dataset to enhance the quality of the dataset. First, the sample rate of the dataset was set to 16 KHz, and to normalise the speech time, the signal audio was padded to a maximum of 3 seconds. The dataset was split into two sets of data train and test with the ratio of 80%-20% (736:184). Moreover, the training data then were augmented to improve the quality of the data. This research proposed two settings of the data augmentation: seven times of the training data (5,152) and three times of the training data (2,208). Table I illustrates the emotions class distribution on each augmentation setting. The column Train Aug 1 denotes the augmentation with three times of the training data, while column Train Aug 2 refers to the augmentation with seven times of the training data. The dataset has an imbalanced dataset, where the Sad class is the majority class, and the Angry class is the minority class. Fig. 1 illustrates the example of the speech signal. The X-axis indicates the time is second (s), while the Y-axis indicates the amplitude of the signals in Decibel (dB). The left side of the image illustrates the original speech signal and the right side of the image demonstrates the augmented speech signal with noise.

Feature extraction methods using Short-time Fourier Transform (STFT) and Mel Frequencies were applied to generate the Mel-Spectrogram representation on each audio file. The features were extracted using several parameters, such as: the hop length of 512, the window of 256. To normalise the features, all the vector then padded with zeros up to 2,048 to match the Fast Fourier Transform input. The next step was to generate Mel-Spectrogram from the Mel frequencies generated from Mel bins of 128 and the maximum frequency of 4.0 KHz. Finally, the features were framed with a window step of 128 and a window size of 64. Fig. 1 and Fig. 2 illustrate the examples of the Mel Spectrogram features visualisation from a happy female audio (left side of the image) and a happy male audio (right side of the image). The features extracted are then used in training with the proposed architectures. There are five best architectures proposed in this research.

Fig. 3 demonstrates the blueprint of the proposed architectures. The architecture blueprint consists of four parts: the CNN block, The Flatten layer, the LSTM block and the Softmax layer. The Temporal CNN block consists of one temporal convolutional layer (3x3 filter), one batch normalisation layer, one Exponential Linear Unit (ELU) activation layer, one Max Pooling layer (3x3 filter) and one Dropout layer. The CNN block can have two to four blocks of layers in the proposed architecture (see Table II. The Flatten layer aims to flatten all the extracted layers with temporal features. Moreover, the LSTM block consists of 128 units of LSTM layers. The LSTM block has one to two LSTM layers plus one bi-directional layer in the proposed architecture (see Table II. Finally, the
features extracted then are classified in the Softmax activation layer. Table II shows the overall settings of the proposed architectures. The CNN column indicated the number of the CNN blocks (e.g. 2 indicates that there are two blocks of CNN layers in the model), while the LSTM column shows the number of the LSTM blocks, where the asterisk mark (*) indicates a Bidirectional LSTM layer. The Dropout implemented in this research is between 0.3 to 0.4. Finally, the column Aug indicates the augmented training dataset used, and three indicates three times the original training dataset and seven indicates seven times the original training dataset.

architecture settings. This research explores several settings of deep learning architectures and results in the five best architectures that provide the best results. The best result was achieved by the MODEL-5 that consisted of four CNN blocks combined with one bidirectional LSTM layer with a dropout value of 0.3. MODEL-5 also implemented data augmentation seven times bigger than the original training data. The MODEL-5 provides 99.92% and 78.22% of training accuracy and validation accuracy scores, respectively. Moreover, the MODEL-5 provides 0.0144 and 0.8432 of training loss and validation loss, respectively. The dropout value of 0.4 did not significantly improve the model compared to the dropout value of 0.3.

Table III illustrates the overall results of the experiments.
The results have shown that the models trained with seven times training data augmentation perform better than the models trained with three times training data augmentation. Overall, there are no significant differences in the training accuracy score of models trained with three times training data augmentation compared to the models trained with seven times training data augmentation. However, the seven times training data augmentation model provides higher validation accuracy and lower validation loss. Moreover, the models trained with three times training data augmentation suffer from over-fitting despite batch normalisation and dropout were applied to the CNN and LSTM architectures. MODEL-1 that implemented 2 CNN blocks and 1 LSTM block with 0.3 dropouts trained with three times training data augmentation resulted in 98.73%, 58.15%, 0.1396 and 1.1680 in training accuracy, validation accuracy, training loss and validation loss, respectively. Training with two layers of LSTM did not improve the validation accuracy, albeit two layers of LSTM improved the training accuracy. The results show that the model trained with two layers CNN and one layer LSTM (MODEL-2) provides 94.25%, 57.07%, 0.2577 and 1.1678 for training accuracy, validation accuracy, training loss and validation loss, respectively. Moreover, the model trained with two layers CNN and two layers LSTM (MODEL-3) provides 96.01%, 55.98%, 0.2098 and 1.2720 for training accuracy, validation accuracy, training loss and validation loss, respectively. Fig. 4 illustrates the confusion matrix for each classes in the best model (i.e. MODEL-5). The results show that Neutral (Calm) and Happy emotions are the easiest emotions to classify from the given speech dataset, while the Angry emotion is the hardest emotion to classify compared to the other classes. Moreover, the Angry emotion is the hardest emotion to classify compared to the other classes. The Angry emotion is also mostly miss-classified as the false positive in the other classes. Most likely, it is due to the number of the Angry class in both the training and testing dataset. Finally, the Adam and SGD optimiser do not provide a significant difference to the training accuracy, validation accuracy, training loss and validation loss.

V. CONCLUSION AND FUTURE WORK

Five settings of architectures with the combination of CNN and LSTM (or Bidirectional LSTM), number of dropouts and the data augmentation settings were explored in this research. The architectures were implemented to train the emotions recognition models using The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) dataset. The dataset was pre-processed and augmented with two data augmentation settings (i.e. three times and seven times of the original data). The results show that the best model was achieved by MODEL-2, which provides 94.25%, 57.07%, 0.2577 and 1.1678 for training accuracy, validation accuracy, training loss and validation loss, respectively. Moreover, Neutral (Calm) and Happy emotions are the easiest emotions to classify from the given speech dataset, while the Angry emotion is the hardest emotion to classify compared to the other classes. This is due to the number of data in the Angry class in both the training and testing dataset.

For future direction research, more combinations of the architectures, such as the attention architectures and Transformer based architectures, will be explored to increase the recogniser model performances. Moreover, the multi-modal features can also be explored to increase the accuracy and tackle the over-fitting problem. Furthermore, the features from videos (e.g. facial expressions and body gestures), speech and text, can be explored to build a better model for emotion recognition. Finally, the emotions recogniser model that has been trained can be implemented to the more complex affective system such as virtual humans, where recognising emotions can be one of the tools to extract non-verbal meanings from the human interlocutors.
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Abstract—Biometric authentication is becoming more prevalent as it allows consumers to authenticate themselves without entering a physical address or a personal identification number. Thus, a simple finger gesture or a glance at a camera can still prove one’s identity. In this review, we explain in detail how the concept of authentication and the various types of biometric techniques is used for user identification. Then, we discuss the various ways these techniques can be combined to create a truly multimodal authentication system. For a more organized approach, our overview is classified into two main categories based on human biometric traits. First, the physiological traits include fingerprint, facial, iris/retina, hand, and finger-vein. Second, the behavioral traits includes voice, signature, and keystroke recognition systems. Finally, we offer a comprehensive comparison of selected methods and techniques and focus on three criteria: algorithms, merits, and drawbacks. Based on this comparison, we provide insight into our future research in iris recognition, by which we combine several artificial intelligence algorithms to develop our system.
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I. INTRODUCTION

Authentication is a security function that involves providing and checking the proof of the person’s identity, the message sender, the software, the logical server, or the device. Different identification methods have been proposed for exchanging safety-related information [1], [2], [3], [4], faced with the logical evolution of international regulations; new technological solutions are gradually being implemented. Among these technologies, biometrics is the most relevant technology to reliably and rapidly identify and authenticate a person, based on their unique biological characteristics.

Biometric authentication uses a person’s biological characteristics to verify their identity and ensure secure access to an electronic system. The biometric technologies are based on how each person can be identified distinctly through one or more biological characteristics, such as fingerprint, hand morphology, retina and iris, voice, DNA, or signatures. In general, biometrics can be classified into two categories: physiological traits, and behavioral traits, as shown in Fig. 1. Biometric authentication is the application of these biometric technologies to identify a person as part of a user validation process to access a system.

Fig. 1. Classification of Biometric Traits.

The motivations and potential benefits that drive our research are the convenient use of this approach in different systems around the world. Our future project involves using iris recognition methods in airports for fast and accurate authentication. The objective is to identify the human iris and link the data together by using artificial intelligence (AI) techniques to extract a passenger’s information, such as flight number, dedicated gate, seat number, departure and arrival times, travel bag weight, how many kilos are reserved for travel bags, vaccination status, and chronic disease diagnosis (e.g., diabetes, high blood pressure).

Because different types of information can be extracted from the human iris, from our point of view, we believe the following methods better fit for our future work. (1) The edge detection algorithm is used to localize the iris and select the most important features. The system can then be segmented
and localized by using the fuzzy algorithms and the edge detection. (2) statistical features extraction methods are then used to extract the characteristics of human iris. (3) The feature space is then divided into classes, and the extracted features are trained parallel to partition the features into these classes using Principal component analysis (PCA). (4) The Support vector machines (SVMs) algorithm is then used to classify the new images in the database according to their classes to pinpoint the traveler’s identity.

In this work, we present a review of biometric authentication methods and techniques that ease the way people interact with systems and how their identity influences governmental and private systems. Section III introduces physiological biometrics, and the behavioral biometrics are presented in Section IV. In these sections, we briefly discuss and list the most common biometrics, such as the facial, iris, fingerprint, voice, and signature recognition techniques. We also depict, the typical design steps of each system and its applications to provide a thorough description.

II. BIOMETRICS RECOGNITION SYSTEMS

Biometric technologies are used to secure a wide range of electronic communications or to connect to a computer or smartphone. Biometric authentication systems compare the human biometric data to be authenticated with the biometric database. If the two samples are matched, the authentication is then confirmed and access is granted. This process is sometimes part of a multifactor authentication system. Thus, the smartphone user can connect using their secret code such as a personal identification number [PIN] and add an iris scan. Generally, biometric identifiers are classified into physiological or behavioral characteristics; see Fig. 1.

Human biopsies are related to the various physiological characteristics of the human body such as fingerprints, facial features, iris, retina recognition, and DNA. Behavioral biometrics are related to a behavioral pattern, like the rhythm of a person typing, or how they use their fingers or look at the camera.

III. PHYSIOLOGICAL BIOMETRICS

Physiological or static biometrics use physical characteristics, such as fingerprint or facial recognition, etc. to unlock cell phones, log into bank accounts, or complete transactions. However, the main types of static biometrics used to verify a person’s identity are fingerprint recognition, facial recognition, iris recognition, etc.

A. Fingerprint Recognition

The fingerprint is one of the oldest forms of biometric authentication, and mobile platforms use this technology widely. It was originally popularized by Apple’s Touch ID. A fingerprint reader analyzes a person’s fingerprint and compares it to the fingerprint’s stored digital pattern during authentication. Fingerprint recognition may change if the fingerprint is wet or dirty. An attacker cannot replicate a person’s fingerprint because of its vividness; however, it can be used to create a 3D model or a fake image.

Fingerprint authentication is based on the concordance between the registration or signature file obtained during enrollment and the file obtained during authentication. Several methods are used to recognize fingerprints, such as locating minutiae and processing textures. The process of extracting minutiae involves using the template comparing to the image digitization and minutiae extraction, as shown in Fig. 2.

The image digitization step consists of digitizing the fingerprint, filtering unnecessary features (e.g., scars), and determining information useful to the system. To detect the endpoints and crossing points of ridges, known as minutiae, a fingerprint skeleton is created using complex algorithms in order to make each line of the imprint, with a length from 5 to 8 pixels and a thickness of 1 pixel. Fig. 3 shows the creation of a fingerprint skeleton.

Finally, the comparison of two minutiae’s, corresponding to two fingers to be compared, constitutes the identity verification system. To determine whether two minutiae’s extracted from two images correspond to the same fingerprint, it is necessary to adopt a comparison system that is insensitive to any translations, rotations, or deformations, which systematically affect the fingerprints. From two extracted minutiae’s, the system should be able to give a similarity or correspondence index of 0% if the fingerprints are totally different, and 100% if the fingerprints are from the same image.

Fingerprint recognition algorithms are sensitive to the image quality. The pretreatment step is therefore necessary before
performing the following steps. The quality of fingerprint images depends on several factors, such as contact with the probe, quality of the probe, and depth of ridges/bifurcations. Generally, preprocessing consists of smoothing, contrast enhancement, spatial/frequency domain filtering. Today, several techniques are used to solve the problems associated with fingerprints recognition.

A comprehensive overview of the patterns and techniques used in fingerprint recognition depends on the minutiae-based technique. Peralta, et al. described the various aspects of fingerprint authentication and identification with respect to the minutiae-based matching algorithm. Fingerprint authentication utilizing minutiae extraction technique are discussed by Sharma, et al. who covered all related systems and processes. Unimodal and multi-modal biometrics techniques were summarised by Delac and Grgic including pros and cons for each model.

B. Facial Recognition

Facial recognition is a technique used to identify/verify human identity based on their facial features. Facial recognition can be performed from photos or video recordings. To develop a system with robust facial recognition, four steps are taken under consideration: (1) facial detection, (2) feature extraction, and (3) feature classification, and (4) feature matching. The face detection step involves identifying the human face in the image, and the feature extraction step involves extracting the feature vectors for the identified facial. The feature extraction step is considered the most crucial step in the facial recognition process. The results can then be compared and classified according to a certain criterion to identify the features of the image. These steps are illustrated in Fig. 4.

There are three major approaches to automatic face recognition by computer: global feature approach (facial-based recognition), local feature approach (constituent-based recognition), and hybrid approaches.

1) Global methods: The global approach is commonly used to identify facial features using the entire image without taking into account the face’s local physiological features, such as the eyes and mouth.

The global algorithms are based on statistical properties and are usually quick to implement. However, they are sensitive to various factors such as lighting conditions and facial expression. Some of these algorithms are principal component analysis (PCA), linear discriminant analysis (LDA), support vector machine (SVM), and neural network (NN).

In this context, Sugandi, et al. have proposed a facial recognition method based on PCA and backpropagation NN. Each facial image in the training is represented exactly by a linear combination of eigenfaces. This method is performed in three stages. In the first step, facial detection is performed using Haar-like features. In the second step, the authors use the AdaBoost learning algorithm to select the most important features. Finally, the backpropagation NN is used for the recognition process. In their work, the authors demonstrated that using 5 data facial images with each data are taken 100 times than usual, the experimental result showed the satisfactory result with 87.5% recognition rate.

A study conducted by Anusha, et al. showed that the weight of the image when compared with the test images can be used to identify the facial. With the same objective, Shen, et al. proposed a method that uses both the, (1) PCA algorithm to get the feature space of the training set and then trains to identify the projected facial and (2) Fisher linear discriminant (FLD) algorithm to obtain the fusion feature space and then to train and recognize the projected facial in the feature space. Their study proved that the algorithm based on the FLD and PCA features can outperform the existing facial recognition methods.

Luabibi, et al. proposed a four-phase approach for facial recognition. The first step is the localization of the facial, and the second involves extracting the features, and the third one is the classification, and the fourth phase is the back propagation algorithm to identify the facial.

The LDA method is a numerical technique that can be used to classify and improve the data representation. The resulting combinations are usually used as linear classifiers. This algorithm cuts each facial into a linear combination before classifying it. The resulting sets of new dimensions are called fisherfaces after the LDA method. Due to its complexity, the LDA algorithm is not as effective as other methods.

Bhattacharyya, et al. proposed a method that involves grouping images of the same class and different classes. The resulting set of facial is then classified according to the closest training images. The study’s results revealed that the proposed algorithm is significantly better than the existing methods. Lu, et al. combined both the direct LDA and Fractional LDA techniques, and algorithms can be used for small sample sizes.
It can also classify the facial features according to the closest training images. Results of the experiments on two databases supported the effectiveness of the proposed algorithm.

SVM’s are commonly used in machine learning to solve problems related to discrimination and regression. Although they are not as efficient as some of the most popular algorithms, their potential is still very promising. In their study, Jin, et al. [15] proposed an algorithm based on a modified SVM learning scheme that uses the SVM and particle swarm optimization techniques. The results of the experiments showed that the proposed method has better accuracy than the existing methods.

In addition, Jose, et al. [16] presented a review of the techniques used for 2D facial recognition using the SVM technique. The authors analyzed the recognition results according to the techniques used to extract information such as facial features, pattern classifiers, and databases. A new method that uses the SVM algorithm to detect the facial features in grayscale images was presented by Ignas et al. [17]. They then identified the faces using the sizes and positions of the eyes and lips.

Also, Javed [18] used the PCA and SVM to build for building a facial recognition model. The authors [19] presented an overview of the effective use of machine learning, particularly regarding using SVMs in facial recognition. Therefore, the authors give an extensive survey of facial recognition and its applications.

Artificial Neural Networks (ANNs) are systems comprising of several interconnected processing units. They can perform various computational tasks based on the input data. In computer vision, an NN is composed of several processing units known as neurons. These components can learn and adapt to different tasks in order to classify the data.

Deep learning (DL) is an AI method that learns by itself. It is inspired by the human brain. The goal of DL is to learn and recognize different words and faces in an image. For example, DL can detect the letters in text before recognizing a face. In their work, Hassan, et al. [20] detailed the various approaches used in facial recognition and provided a thorough analysis of their results. They also introduced hybrid algorithms that can be used for extracting and classifying facial features.

Convolutional Neural Networks (CNNs) are commonly used in facial recognition. They are typically complex and require a high amount of processing power and storage space to perform their intended applications. In this area, Liu, et al. [21] tried to improve the performance of CNNs by introducing a block called the squeeze-and-excitation algorithm. The proposed algorithm has fewer parameters and can be more suitable for various applications.

2) Local methods: These are also called the geometrical, local characteristics, or analytical methods. This approach involves in applying transformations in specific places of the image, most often around the characteristic points (i.e., corners of the eyes, mouth, and nose). Attention is given to small local details, and the approach avoids the noise generated by aspects such as hair, eyeglasses, hats, and beards.

However, the difficulty of these methods arises when it taking into consideration several views of the facial and the lack of precision in the extraction phase of the points, which constitute their major drawback. Specifically, the methods start by extracting the local facial features such as the nose, eyes, and mouth; and the method then use their geometry and/or appearance as input to the classifier. Hence, we can distinguish two practices:

- The first practice is based on the extraction of entire regions of the facial; it is often implemented with a global facial recognition approach.
- The second practice extracts particular points from different characteristic regions of the facial, such as the corners of the eyes, mouth, and nose.

Among these approaches, we can list the hidden Markov model (HMM) and the elastic bunch graph matching algorithm (EBGM). An HMM is a statistical model in which the modeled system is assumed a Markov process with unknown parameters. Unlike a classic Markov chain, where the transitions have taken are unknown to the user but the states of execution are known, in an HMM, the states of execution are unknown to the user. HMMs are currently among the most widespread models of form recognition. They then were established in speech recognition and written recognition. However, when using HMMs, the structure of the facial is considered as distinct regions, described by characteristic vectors.

In this context, Alhadi, et al. [22] studied three different methods to extract feature vectors from HMMs: discrete cosine transform, discrete wavelet transform, and PCA. The results of the experiments revealed that combining these methods improved the models’ recognition performance. In addition, a state-of-art HMM model applied to facial recognition problems in the review [23]. In this work, the authors have presented the evolution of HMM use from the early 1990s to the present day; this makes it easier for new researchers to understand and adopt the HMMs more easily for facial recognition.

In 1997, Wiskott, et al. [24] proposed a graph matching algorithm commonly used in computer vision. This algorithm makes it possible to recognize objects in an image by using a graphic representation extracted from other images. This approach extracts a set of characteristics using a data structure called a packet graph [25]. Furthermore, Jaiswal [26] presented a method for recognizing human facial images that uses the concept of a graph matching algorithm known as EBGM. The proposed method achieves high recognition rates for both the facial and the image graphs.

3) Hybrid methods: Hybrid methods pair the advantages of global and local methods by combining the detection of geometric (or structural) characteristics with the extraction of local characteristics. They make it possible to increase the stability of the recognition performance during changes in pose, lighting, and facial expressions. Local feature analysis and Gabor wavelet extracted features (such as EBGM) are typical hybrid algorithms [27], [28], [29].

C. Iris / Retina Recognition

The ability to identify the facial using the iris is one of the most accurate and secure methods for biometric identification. Unlike the hands and facial, the iris is a protected internal
organ and is therefore less, and therefore less likely to be damaged. The user must fix a digital camera that scans the iris of a person from a distance of 30 to 60 cm and directly acquires iris drawing. Then, this drawing is compared to a computerized personal identification file to identify the person.

An iris recognition system is a type of biometric system that uses images of human irises to identify people. It features two main processes: localization and segmentation. Images of the iris are determined and analyzed to extract its biometric signature. However, the image processing operations are divided into four stages: localization, segmentation, encoding, and classification. The diagram in Fig. 5 shows the methodology steps and sequential processing of the proposed iris recognition system.

1) Iris Recognition: A new approach for the recognition of the human iris was developed by Fernando, et al. [30]. It uses the SIFT feature transformation to extract the characteristic features and then matches two images. Experiments with the BioSec database show that the SIFT approach achieves better performance than the existing matching methods.

A novel approach for deep learning that aims to improve the accuracy of the recognition of the iris using a more simplified framework was presented by Wang and Kumar [31]. It utilizes residual network learning and dilated convolutional kernels to improve the training process. An unsupervised network approach can greatly simplify the network and provide better performance than state-of-the-art algorithms for iris recognition. It also eliminates the need for upsampling and downsampling layers. The results of our experiments demonstrate the applicability of our approach to improve the accuracy of iris recognition.

Furthermore, a new generalizability method for the recognition of the iris is introduced by Adamović, et al. [32], which performed on the two CASIA databases. The results of the experiments demonstrated the system performs as expected. The generalizability method can significantly reduce the computational costs of the system, which in turn makes the method suitable for practical applications. The goal is to achieve a classification accuracy of almost perfect. The method also eliminates the possibility of generating an image from a template.

2) Retina Recognition: The retina is a region of the eye that consists of four layers of cells. The arrangement of these cells is unique and provides a high level of recognition. This technology is well-suited for high-security applications because it can achieve a recognition rate of around 90% compared to other methods. The idea for retinal identification and unique vascular pattern was first introduced by two ophthalmologists, Dr Carleton Simon and Dr. Isodore Goldstein in 1935 [33].

A new method for retina recognition based on a fractal dimension was also presented by Sukumaran, et al. [34]. The authors of the study compared the accuracy of this technology with the commercially available ones. The experimental results of the method revealed that it produces high accuracy and low computational cost.

With the same objective, Tuama and George [35] proposed a personal identification system using the vascular diagram of the human retina. This system is composed of four stages. First, the preprocessing technique is used to extract the retinal image from the background and to remove noisy areas from the retinal image. Then, wavelet transforms 2D and adaptive thresholding were used to extract the blood vessels. Next, the system performs feature extraction and filtration. Finally, the matching step is used for the retina recognition. Experimental results on three publicly available databases (DRIVE, STARE, and V ARIA) have demonstrated that the proposed method is better than several existing techniques.

IV. BEHAVIORAL BIOMETRICS

Behavioral biometrics analyze a person’s unique habits and movements to create a behavioral pattern. Like static biometrics, behavioral biometrics adds another layer of security to
verify a person’s identity. Accordingly, this technology uses motion sensors and AI to identify unique behaviors, such as how a phone is held. These technologies are widely regarded as the last frontier in security [36], [37].

A. Keystroke Dynamics Recognition

Stroke rhythm analyzes a person’s typing rhythm on digital devices (e.g., smartphones) to create a form of human digital footprint or signatures. Gaines, et al. [38] first proposed this technology when they created the first automated dynamic keystroke recognition systems [39]. Major contributions have notably evaluated the fuzzy logic [40], NNs, [41], [42], and different pattern recognition techniques (e.g., Bayes classifier) [43], [44].

B. Signature Recognition

The recognition of a signature can be accomplished by analyzing a large number of discriminative variables: (i) global characteristics such as writing time or the number of touches on the tablet with the pen, and/or (ii) local characteristics such as the position of certain curvatures or the instantaneous speed. A pressure-sensitive pencil-shaped reader and a digital tablet usually acquire a signature.

Developing a robust facial recognition system involves three basic steps: (1) preprocessing, (2) feature extraction, and (3) signature matching and classification. Before the algorithm can be used for facial recognition, the preprocessing step involves removing background noise and refining on the signature. The signature recognition system architecture is presented in Fig. 6. Feature extraction is the next step in the recognition process. It involves extracting the various features of the human signature, such as the Walsh coefficient, grid, and texture. The signature recognition step matches the various features of the human signature to template signature databases.

![Signature Recognition System Architecture](image)

Fig. 6. Signature Recognition System Architecture that begins with Feature Extraction, then Matches these Features with a Reference Template and Finally Obtains the Recognition Result.

The best-known comparison techniques use a HMM [45], or a dynamic programming approach [46], [47]. The International Graphonomic Society (IGS) research community, particularly the Scribens team, proposed the most important contribution to handwritten signature verification [48]. In this area, Jain, et al. [46] proposed to use a new measure of dissimilarity based on the alignment of characteristic vector sequences by dynamic time warping. This technique represents the most recent work in manual signature verification.

C. Voice Recognition

Voice recognition is a process that uses the sounds produced by a person’s vocal tract and the shape of their nose, mouth, and larynx to identify their voice. Analyzing a person’s voice is a strong authentication method, but illness (e.g., the common cold, bronchitis) and background noise can distort the voice and disrupt authentication. The architecture of an automatic voice recognition system is represented in Fig. 7.

![Voice Recognition System Architecture](image)

Fig. 7. Voice Recognition System Architecture that Includes Feature Extraction, Feature Matching and Decision-making based on the Voice Print Dataset.

However, the applications of speech recognition are diverse and each system has its own architecture and operation mode. In 1987, the Worlds of Wonder Company first marketed speech recognition via a doll named Julie [49]. For its voice recognition algorithm, Texas Instruments used a digital signal processing system that could recognize eight different sentences.

In addition, voice recognition has been studied for many years to help people with disabilities [50], [49], [51]. People without mobility can control an electric wheelchair through voice commands [52].

V. DISCUSSION AND COMPARISON

In this section, we provide a summary and discussion of the review and outline different methods of biometric authentication. We select and compare some of these methods and observe each method’s algorithms, advantages and disadvantages. The study of limitations is key to improving in the future work, and we must highlight them to build our own methodology.

It is crucial to acknowledge that each method is not excluded from the others. These techniques can be combined with one another or used in different parts of the whole process to achieve the desired realism.

To explore each technique and compare these methods, we established criteria to recognize the major differences and how
they affect the final outcome. The major differences in aim, accuracy, and robustness among methods make concluding the compression challenging.

Therefore, based on the information provided in each study we attempted to distill the most useful information to write this section. We believe this effort will be helpful as a future reference for our work and that of others regarding usability, performance and more. Thus, the criteria are as follows:

- **Method.** The fundamental calculations and algorithms essential for the system’s methodology and structure.
- **Merit.** The advantages the system provides, including the accuracy of the result under the previous criteria.
- **Drawbacks.** The system’s limitations based on the required data, assumptions, and outcomes. Future work usually starts by discussing and discovering these drawbacks and then attempting to solve them.

We could cover more criteria, but doing so requires insight into and evaluation of each system, which is outside the scope of the current review. We might approximate for the time and effort for the rendering and processing, but the result would be untrustworthy without any quantitative data.

An overview of these criteria to compare the previous methods from selected papers are presented in Table I. These papers were chosen based on two factors: (1) significance in their field, (2) ability to offer insights for our future work.

VI. OPEN PROBLEM AND PROPOSED METHODOLOGY

Biometric identification is a process that uses sensors to measure a person’s biological characteristics. The data these devices collect can be compared to information stored in a database. In addition to fingerprints and eyes, biometrics such as facial recognition and hand geometry have been studied and used. Eye biometrics offer the highest level of accuracy and individuality.

Iris recognition is a biometric technique that allows recognition of a person by observing their iris. Generally, the iris recognition system includes a series of steps: (i) image acquisition; (ii) iris preprocessing, including localization and segmentation; (iii) feature extraction; and (iv) matching and classification. The diagram in Fig. 8 shows the methodology steps and sequential processing of the proposed iris recognition system.

For passenger identification at an airport, we propose an iris recognition system that performs the feature extraction method and the PCA algorithm to extract and select the most important statistical features of the human iris. In addition, this system performs a supervised classification process using the SVM algorithm to identify a person’s identity. The proposed system will be applied to a collection of human iris databases, such as the CASIA iris database.

This system consists of two main phases: the preprocessing phase and the classification phase. In the preprocessing phase, the system will acquire the required human iris image. The iris’s features will be processed to obtain information using the statistical feature extraction method. Next, these features will be refined using the PCA reduction technique and will be the input to the SVM algorithm for classifying human iris.

Once the iris’s image is acquired, image-processing techniques are used to extract the iris, construct biometric signature, and finally find its identity. However, the acquired image must have a minimum resolution and quality to ensure the characteristics necessary for representation and identification. Therefore, efficient segmentation of these regions is necessary.

Iris localization is one of the most important steps in an iris recognition system because it determines the matching accuracy. This step mainly localizes the boundaries of the iris, which are the inner and outer boundaries of the iris and upper and lower eyelids. To do this, edge detection techniques can be used to localize the iris in the original image. After acquiring the image, the iris should be isolated. As a first step, a series of image enhancement operations such as filtering, contrast enhancement, and histogram equalization type can be applied. The goal is to enhance the quality of the image and then apply iris segmentation operations.

The processing set necessary to extract the iris from its environment defines the iris segmentation: pupil, sclera, eyelids, eyelashes, and specular reflections. This is the most difficult step in the recognition system because it affects the system’s performance.

Segmentation approaches are based on detection by fuzzy algorithms such as the fuzzy c-means algorithm. In this step, the iris is segmented in details. The encoding consists of extracting the iris’s most discriminating and relevant characteristics, which are required for its identification.

To do this, the statistical features are extracted from the iris
TABLE I. COMPARISON OF PREVIOUS METHODS FROM THE SELECTED PAPERS THAT WE COVERED FOCUSING ON THREE CRITERIA: ALGORITHMS, MERIT AND DRAWBACKS

<table>
<thead>
<tr>
<th>Research</th>
<th>Method</th>
<th>Merit</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHYSIOLOGICAL BIOMETRICS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharma,</td>
<td>Minutiae based matching.</td>
<td>Widely used and familiar.</td>
<td>Affected with wet or dry skin.</td>
</tr>
<tr>
<td>Delac, et al.</td>
<td>Unimodal biometric systems. -Multimodal biometric system.</td>
<td>Reliability due to use the combination of different biometric strength.</td>
<td>Difficulty in the data gained from humans. -Biometric sign can expose to forgery.</td>
</tr>
<tr>
<td><strong>FACIAL RECOGNITION</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bhatia, et al.</td>
<td>PCA -Back Propagation Neural Network.</td>
<td>-No Correlated Features, -High Performance, -Reduce Overfitting, -Improved Visualization, -No user action: not very intrusive, No physical contact.</td>
<td>Independent variables become less interpretable. -Data standardization must before PCA, -Information Loss.</td>
</tr>
<tr>
<td>Anusha, et al.</td>
<td>PCA</td>
<td>-Not intrusive, done from a distance, -Inexpensive technique. -Several characteristic features</td>
<td>-More suited for authentication than for identification purposes. -User perceptions and civil liberty.</td>
</tr>
<tr>
<td>Shen, et al.</td>
<td>PCA -FLD.</td>
<td>-Reduced Overfitting, -Improved Visualization.</td>
<td>-Data standardization before PCA, -Information Loss.</td>
</tr>
<tr>
<td>Morooj, et al.</td>
<td>PCA -Backpropagation NN</td>
<td>-Removes Correlated Features. -Improves Algorithm Performance</td>
<td>-Independent variables become less interpretable, -Information Loss.</td>
</tr>
<tr>
<td>Bhattacharyya, et al.</td>
<td>LDA</td>
<td>Objective evaluation -small set of features for classification purposes. -Overcomes the limitation of PCA by applying the linear discriminant criterion.</td>
<td>Singular within-class scatter matrix due to small size sample. -Difficulty differentiating identical twins. -Sensitive to changes such as beard and glasses.</td>
</tr>
<tr>
<td>Jin, et al.</td>
<td>PSO -SVM</td>
<td>Effective in high dimensional spaces.</td>
<td>-Not suitable for large data sets, -Premature convergence of PSO leading to stagnate in local optimum, -Environmentally sensitive technology.</td>
</tr>
<tr>
<td>Jow, et al.</td>
<td>SVM</td>
<td>Effective in high dimensional spaces.</td>
<td>Not suitable for large data sets. -Noisy data, -No Overlapped classes.</td>
</tr>
<tr>
<td>Ignass, et al.</td>
<td>SVM -Gaussian kernel for grayscale.</td>
<td>Effective in high dimensional spaces</td>
<td>Not suitable for large data sets. -No Noisy data, -No Overlapped classes.</td>
</tr>
<tr>
<td>Mahnoun, et al.</td>
<td>PCA -SVM</td>
<td>Effective in high dimensional spaces -No user action: not very intrusive, No physical contact.</td>
<td>-Not suitable for large data sets. -No Noisy data, -No Overlapped classes.</td>
</tr>
<tr>
<td><strong>IRIS/RETO RECOGNITION</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wavelet-based texture</td>
<td>Efficiency: close to real-time performance. -Extendable -Robust High accuracy. -Iris does not change over time</td>
<td>-Acquiring an image requires proper alignment and positioning. -Result affected by pupil size change.</td>
</tr>
<tr>
<td></td>
<td>Hamming distance of minimum and harmonic mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feix, et al.</td>
<td>Facial key-point detection, Integro-differential operator (IDO) Mathematical morphology</td>
<td>No intimate contact with the reader. -More robust than voices.</td>
<td>-Hard to use. -Difficulty integrating with other systems</td>
</tr>
<tr>
<td>Sukumaran, et al.</td>
<td>Fractal dimension using box counting Pattern Recognition Approach</td>
<td>-Most reliable biometric technology -Unique data points</td>
<td>-Serious health risk, infrared light beam. -Very large false rejection rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BEHAVIORAL BIOMETRICS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
image, and the linear dimensionality reduction technique PCA is used to refine the features. Therefore, the iris encoding process constitutes representing the iris’s signature. The encoding or feature extraction step is unique for each iris, regardless of dimensional variations or rotations created during the iris acquisition. This information then will be used to classify the iris.

VII. CONCLUSION AND FUTURE WORK

Biometrics involves studying physical characteristics to identify human. With information technology and digitization, these techniques have undergone major development. Generally, biometrics can be applied to individuals who have voluntarily shared information with the biometric system, which must control them based on characteristics such as their fingerprint or voice. This step represents the enrollment procedure. This biometric information is then transformed into a digital file called a signature or template, using a specific algorithm that retains and encrypts the characteristic elements of the digitized image. This signature is then archived and compared with the person’s characteristics during the control.

In this paper, we presented a detailed review of biometric systems and compared them to find the best methods and algorithms for our future work. We summarized the notion of authentication and authentication technologies and focused on biometric authentication methods. In addition, we briefly discussed the most common biometrics (i.e., face, iris, voice, signature, and fingerprint recognition techniques) and the different ways to combine them to obtain multimodal systems. Finally, we presented the typical design steps of each system and biometric applications. Consequently, the process automation, particularly the measure of characteristics such as the iris, the shape of the face or hand, the voice, the speed of typing or pressing keys, the dynamics of signature represent some challenges that can be develop in the authentication system.

After collecting all this information, we will present a hybrid approach that combines SVM-based classification and AI techniques to perform advanced iris recognition. The first step involves developing an edge detection algorithm that selects the most important features. The fuzzy and edge detection algorithms are then used to segment and localize the system. The extracted features are then divided into classes using the PCA algorithm. The proposed methodology will be used to identify passengers at an airport in our future work.
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I. INTRODUCTION

Ranked queries are useful in many real world applications for users to express their tastes in queries, such that the returned query results are the most preferable ones than the other records in database. Currently, there are two kinds of approaches to capturing user’s preferences, that is, the quantitative approach [1] and qualitative approach [2]. In the paper, we focus on quantitative approach for modeling user preference.

Given a relational database \( D = \{A_1, A_2, \ldots, A_d\} \) with numerical attribute \( A_i \), \( i = 1, \ldots, d \), i.e., a linear function \( q = \omega_1 A_1 + \omega_2 A_2 + \ldots + \omega_d A_d \), where \( \omega_1, \omega_2, \ldots, \omega_d \) are non-negative weights given by the user as preferences toward the corresponding attributes, and \( \omega_1 + \omega_2 + \ldots + \omega_d = 1 \). Upon receiving a user ranked query \( q \), for each record \( r_i \in D \) the server computes its preference score as \( \text{Score}(i) = \sum_{j=1}^{d} \omega_j r_i A_j \), \( j = 1, \ldots, d \), and returns to the user the top \( k \) records with the highest scores.

Although there are extensive research work on processing ranked queries, the privacy issue of user preferences so far has not received attention. There is no doubt that user’s preference is a strong and direct link to his/her identity, which the user wants to keep in private, otherwise the information may be utilized by an adversary to against he/she. Thus, one may want to hide his/her preference embedded in the ranked query in order to protect privacy. To illustrate, we give two examples below.

Example 1. Consider a user looking for a second-hand car at a website running by a car dealer. The dealer maintains a used car database, recording for all the cars the features such as Make, Model, Year, MPG (miles per gallon), Mileage, and Price, etc. The user may care more about some of the features, such as MPG, mileage, and Year, and want to find a suitable car for him with the lowest price. By collecting and observing user’s queries with preferred features, the dealer knows that the user strongly favors MPG. So the dealer may want to increase a bit the prices of the cars with favorable MPG, such that he is expected to profit more from the user. To have the edge over the car dealer while making a deal, the user wishes to hide his preferences during the querying process.

Example 2. Consider a customer searching for financial information of NYSE-listed companies, through websites such as Yahoo! finance or Google finance. By giving preferences on attributes such as cash flow, P/E (price-to-earnings) ratio, ROA (return on assets) ratio, and debt ratio, the customer intends to search through query interface the favorable companies, based on which he/she may make buy or sale decision for his/her investment portfolio management. On the other hand, a curious adversary may sniff the search results of the customer at the server side and extract the preferable attributes, which may be used to infer the possible investment of the customer. Since customer’s portfolio information is critical for him/her to stand up to the fierce business competition, he/she may strongly oppose the exposure of his/her preferences to anyone else.

Problem Statement: Our model includes the user and the service provider (the server). The server maintains a database \( D \) and processes users’ queries with difference preference on the attributes of \( D \). We assume that the server is semi-honest, that is, the server correctly performs the query processing and returns the results, but he is curious and tries to find out the user’s preferences. Each user composes his ranked query as a weight vector \( f = \{\omega_1, \omega_2, \ldots, \omega_d\} \) on attributes of \( D \), and submits it to the server for processing. Our objective is to prevent the server from knowing the exact preferences, i.e., the weight vector of the user, without deteriorating the query processing efficiency and accuracy.

The contributions of this paper are as follows:

- We consider the problem of protecting user’s preferences in ranked queries, which is of great importance in many real world applications.
- We propose a simple strategy to distort user’s true preferences, and give a test to the strategy.
- To strengthen the privacy level, we devise another algorithm based on homomorphic encryption to protect user’s preference.
- We conduct extensive experiments to verify effectiveness of the proposed approaches.

II. BACKGROUND

A. Preliminaries

Ranked query. Ranked query [3] is very useful in many real-world applications. It is a powerful technology to simulate...
users’ personalized information needs, which has attracted great attention of researchers all over the world. It allows users to express their preferences for queries and specify the specific weight of each query limit, so that the returned query results meet the needs of users better than other data records in the database. At present, there are two methods to describe user preferences, namely qualitative method and quantitative method.

The qualitative method [2] usually uses the preference formula to evaluate which data tuple is more favorable over the others, i.e. determining the partial order relationship between tuples. The quantitative method [1] defines a preference function to express the user’s preference for different data attributes, and then finds the data records that best meet the user’s needs from the database according to the preference function, that is, measured by specific values. For example, given a hotel dataset containing three dimensions \( D = \{d_1, d_2, d_3\} \), where \( d_1 \) represents price, \( d_2 \) represents score, \( d_3 \) represents distance, preference function is defined as \( f = \omega_1 \cdot d_1 + \omega_2 \cdot d_2 + \omega_3 \cdot d_3 \) according to user preference \( f = \{\omega_1, \omega_2, \omega_3\} \). The highest score is the most desirable.

In practical applications, ranked query is often directly related to other problems, such as skyline computing [4] and top-k query [5], [6]. Combining multiple queries can usually get the results you want most quickly.

**Top-k query.** Top-k query [7], [8] refers to returning the best \( k \) data records according to an objective function. It is widely used in many fields, such as e-commerce, recommendation system, search engine and so on. When the Top-k query is associated with the preference problem, it will calculate the score of each data record according to the preference function given by the user, and then return the \( k \) objects with the smallest (or largest) scores.

The concept of Top-k query has been around for many years and is widely used in real life. So far, many algorithms for Top-k query have been proposed, which can be roughly divided into three categories. The first is index based algorithm [9], [10]. Its main idea is to divide the whole data set into multiple layers according to the division rules, then index and mark each layer, and finally retrieve layer by layer according to the division rules, then index and divides the universe into several regions, calculates the skyline in each region, and produces the final skyline from the regional skylines. Therefore, the performance of this kind of methods is low because of scanning the whole database.

The second [18] is to reduce the query cost by using the index structure, such as nearest neighbor(NN), branch and bound skyline(BBS), etc. NN and BBS find the skyline by using an R-tree. NN algorithm [19] divides the data space iteratively based on the nearest object in the space, and prunes the dominant object quickly and effectively. However, BBS algorithm [20] uses heap to realize progressive search without redundant query in subspace. Obviously, the difference is that NN issues multiple NN queries [21], whereas BBS performs only a single traversal of the tree. It has been proved [22] that BBS is I/O optimal; that is, it accesses the least number of disk pages among all algorithms based on R-trees (including NN).

**Homomorphic encryption(HE).** Homomorphic cryptographic system [23], [24] is a public-key cryptosystem that can provide user with the ability to directly perform algebraic operations on ciphertext without decrypting the ciphertext.

Given two messages \( m_1 \) and \( m_2 \), suppose a homomorphic cryptographic system encrypts them, using public key \( PK \), to ciphertexts \( C_1 = E(PK, m_1) \) and \( C_2 = E(PK, m_2) \). Without knowing the corresponding secret key, one can compute \( E(PK, m_1 \cdot m_2) \), i.e., the ciphertext of the addition of \( m_1 \) and \( m_2 \), by simply multiplying the two ciphertexts \( C_1 \times C_2 \). This property is called additive homomorphism. Similarly, a cryptographic system is multiplicatively homomorphic if one can derive \( E(PK, m_1 \cdot m_2) \) from \( C_1 \) and \( C_2 \) directly.

The concept of homomorphic encryption [25], [26] is proposed to directly perform operations in the encryption domain, that is, the results obtained by decrypting the operations performed in the ciphertext domain are consistent with those obtained by performing the same operations in the plaintext domain. However, most existing homomorphic encryption schemes only support accurate computing operations in some discrete spaces, so these schemes can not be applied to tasks requiring floating-point or real number computing. For example, in the bit-wise encryption scheme, the integer is first converted into binary, and then encrypted by bit. The

---

**Skyline query.** Skyline query problem [4], [15], [16] is a popular technology for processing user preferences and Top-k query. It is used to select a series of objects that meet user preferences and are not dominated by other objects. Given a dataset \( D \) with \( d \)-dimensions \( \{d_1, d_2, ..., d_d\} \) and \( n \) objects \( \{A_1, A_2, ..., A_n\} \), where \( A_i.d_j \) denotes the \( j \)-th dimension value of object \( A_i \). The definition of dominance and skyline are as follows:

**Dominance:** An object \( A_i \in D \) is said to dominate another object \( A_j \in D \), denoted as \( A_i \prec A_j \), if \( A_i.d_r \leq A_j.d_r (1 \leq r \leq d) \) for all \( d \) dimensions and \( A_i.d_t < A_j.d_t (1 \leq t \leq d) \) for at least one attribute. We call such \( A_i \) as **dominant object** and such \( A_j \) as **dominated object** between \( A_i \) and \( A_j \).

**Skyline:** An object \( A_i \) is said to be a skyline object of \( D \), if and only if there is no such object \( A_j \in D (j \neq i) \) that dominates \( A_i \). The skyline of \( D \) is the set of skyline objects in \( D \).

At present, there are mainly two kinds of methods for skyline query processing. The first kind of methods do not need to preprocess the data set, but retrieve the query by scanning the whole database at least once, such as block nested loop (BNL), divide and conquer, etc. BNL algorithm [17] adopts the most straightforward method, that is, a point \( p \) is compared with each other point to decide whether it is dominated by other points, so as to determine whether the point is part of the skyline. Divide and conquer algorithm [17] divides the universe into several regions, calculates the skyline in each region, and produces the final skyline from the regional skylines. Therefore, the performance of this kind of methods is low because of scanning the whole database.

The second [18] is to reduce the query cost by using the index structure, such as nearest neighbor(NN), branch and bound skyline(BBS), etc. NN and BBS find the skyline by using an R-tree. NN algorithm [19] divides the data space iteratively based on the nearest object in the space, and prunes the dominant object quickly and effectively. However, BBS algorithm [20] uses heap to realize progressive search without redundant query in subspace. Obviously, the difference is that NN issues multiple NN queries [21], whereas BBS performs only a single traversal of the tree. It has been proved [22] that BBS is I/O optimal; that is, it accesses the least number of disk pages among all algorithms based on R-trees (including NN).
addition and multiplication operations are also based on bits. This scheme cannot be applied to floating-point numbers. For the word-wise encryption scheme, multiple numbers can be encrypted in a single ciphertext, but the rounding operation is difficult to evaluate because it is not expressed as a decimal polynomial.

After Regev [27] introduced the learning with errors (LWE) problem, approximate homomorphic encryption was proposed one after another. Since the key of the method based on LWE problem is realized through matrix, its efficiency will decrease rapidly with the increase of security parameters. Then the ring-LWE problem [28] is proposed. The key of the encryption scheme based on this problem is expressed by several polynomials, which greatly reduces the size of the key and speeds up the encryption and decryption operations. The scheme based on RLWE problem include BFV [26], BGV [29] and HEAAN [30]. BFV and BGV encryption scheme only support accurate computing operations on integers.

However, HEAAN scheme can encrypt floating-point numbers. And the goal of this scheme is efficient approximate calculation on HE. Its main idea is to add a noise to the plaintext number that can reflect important information, so that the addition and multiplication operations of encrypted messages can be approximately calculated. In HEAAN encryption scheme, its decryption structure of the form \((c, sk) = m + e \mod q\) where \(e\) is a small error inserted to guarantee the security. In addition, HEAAN also provides a rescaling operation to remove the error of the least significant bit, which ensures that the length of the error bit increases linearly in proportion to the number of levels consumed, rather than exponentially. The efficiency of HEAAN [30] has been proved in many practical applications, and is still being improved by better bootstrapping algorithms [31], [32]. Therefore, considering that the data used in this paper are floating-point numbers, HEAAN homomorphic encryption scheme will be adopted.

Approximate Algorithm for Comparison Function. Logical operation has always been a difficult point in HE. Bit-wise FHEs encrypt data in a bit-by-bit manner. They support fast logical operations, such as comparison. But they can not support floating point encryption. On the contrary, word-wise FHEs, which store messages as their word-sized numbers, support high-speed arithmetic operations between messages. Therefore, in order to calculate the comparison function, an approximate form of the comparison function is proposed by using polynomials.

Cheon et al. [33] first proposed a new identity \(\text{comp}(a, b) = \lim_{k 	o \infty} a^k/(a^k + b^k)\), and showed that the identity can be computed by an iterative algorithm. Because of the iterative feature, this algorithm is slow in HE implementation. Then, they proposed a new comparison methods SIMD [34], using composite polynomial approximation on the sign function, which is equivalent to the comparison function. That is, repeated compositions of \((2n+1)\)-degree polynomial \(f_d(x)\) and \(g_n(x)\) output the approximate value of the sign function.

We denote the approximate comparison for two inputs \(x, y\) by \((x > y)\) or \((y < x)\). According to the conclusion of [34], given iteration numbers \(d_f\) and \(d_g\), \((x > y)\) is computed as follows

\[
(x > y) := (f_{d_f} \circ g_{d_g} (x - y) + 1)/2
\]

Here \(f_d\) means \(f \circ f \circ \cdots \circ f\), i.e., the operation is performed \(d\) times.

### III. Our Approaches for Preference Protection

Ranked queries are complementary to traditional SQL query semantics. The preferences expressed by the user are considered as soft constraints of the queries, whereas the hit-or-miss query conditions, e.g., \(\leq, >,\) and \(\neq\), are known as hard constraints [1], [2], [35]. To evaluate a ranked query \(q\), the server computes the sum of the linear combination of attributes of the records, based on the user preference vector \(f = \{ \omega_1, \omega_2, \ldots, \omega_d \}\) (note we use vector and weight interchangeably), then returns to the user the top-\(k\) objects with the highest sum.

Table I gives an example of a toy database with 2 attributes \(A_1\) and \(A_2\). Suppose the user expresses in a query his preference as \(f =\{0.4, 0.6\}\), and wants to pull top 3 favorable records from the server. Starting from the first record \(r_1\), the server computes its preference score \(score(r_1) = 0.4 \times 1.4 + 0.6 \times 4.4 = 3.2\), and the scores of the rest records. Among the computed scores \{3.2, 2.7, 3.8, 3.4, 2.1\}, \(r_1\), \(r_4\), and \(r_5\) are the top 3 records with highest scores and they are returned as result to the user. As this example shows, there is no protection for user queries, which means that the server can easily obtain the preference information of a user. In this section, we propose two approaches to prevent leakage of user preference, which are described below.

### A. The First Approach

Our first approach is called PD, which is based on preference distortion. So far in the model we assume that there is no encryption involved, i.e., the user queries and database content are all in plaintext. We defer discussion of the case in which encryption is employed in the next section.

Our strategy to protect user’s true preference is simple, and goes as follows. Instead of directly submitting to the server the true preference vector \(f\), the user distorts \(f\) by randomly adding to or subtracting from the components of \(f\) a small number, then sends the modified preference vector to the server. Specifically, given a preference vector \(f = \{ \omega_1, \omega_2, \ldots, \omega_d \}\), we transform \(f\) into a new vector \(f' = \{ \omega'_1, \omega'_2, \ldots, \omega'_d \}\), such that \(\omega'_i \in [0, 1]\) and \(\sum \omega'_i = 1\). Suppose the increment/decrement added to component \(\omega_i\) of \(f\) is \(\delta_i\), based on the relation \(\omega'_i = \omega_i + \delta_i\) we can easily verify the following equation

\[
\delta_1 + \delta_2 + \ldots + \delta_d = 0
\]

where \(-\omega_d \leq \delta_i \leq 1 - \omega_i\).

We outline the preference distortion in Algorithm 1. We generate \(d\) random numbers, and normalize them to maintain

<table>
<thead>
<tr>
<th>Record</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_1)</td>
</tr>
<tr>
<td>(r_2)</td>
</tr>
<tr>
<td>(r_3)</td>
</tr>
<tr>
<td>(r_4)</td>
</tr>
<tr>
<td>(r_5)</td>
</tr>
</tbody>
</table>

Here \(f_d\) means \(f \circ f \circ \cdots \circ f\), i.e., the operation is performed \(d\) times.

#### TABLE I. An Example Database

<table>
<thead>
<tr>
<th>Record</th>
<th>(A_1)</th>
<th>(A_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_1)</td>
<td>1.4</td>
<td>4.4</td>
</tr>
<tr>
<td>(r_2)</td>
<td>2.5</td>
<td>2.9</td>
</tr>
<tr>
<td>(r_3)</td>
<td>3.5</td>
<td>1.0</td>
</tr>
<tr>
<td>(r_4)</td>
<td>3.3</td>
<td>4.1</td>
</tr>
<tr>
<td>(r_5)</td>
<td>4.2</td>
<td>2.8</td>
</tr>
<tr>
<td>(r_6)</td>
<td>1.9</td>
<td>2.3</td>
</tr>
</tbody>
</table>


the convex property. These random numbers are sorted in descending order, such that the relative preference relation among attributes is maintained. For example, we are given a vector \( f = \{0.3, 0.5, 0.2\} \), and the generated random numbers are \( R = \{0.4, 0.2, 0.8\} \). After normalization and sorting, we get \( R = \{0.6, 0.3, 0.1\} \), from which we get the distorted vector \( f' = \{0.3, 0.6, 0.1\} \), and the increment/decrement vector \( \Delta = \{0, 0.1, -0.1\} \). It is obvious that after distortion, the new vector still preserves the relative preference relation among attributes as in the original vector, but the actual value of preference weights have been changed.

Algorithm 1: Preference Distortion

```plaintext```
input : Preference vector \( f = \{\omega_1, \omega_2, \ldots, \omega_d\} \)
output : Distorted preference vector \( f' \)

1. \( R' = \Delta = f' = \emptyset \);
2. Generate a set \( R \) of \( d \) random numbers;
3. for \( \forall \text{rand} \in R \) do
   4. \( \text{rand}' = \sum_{\text{rand}} \text{rand} \);
   5. Insert \( \text{rand}' \) into \( R' \);
4. end
5. Sort \( R' \) in descending order;
6. count = len(\( f \));
7. \( j = 1 \);
8. while \( count > 0 \) do
   9. \( i \) is the index of the greatest weight in \( f \);
10. \( \omega'_i = \text{rand}' \);
11. \( \delta_i = \omega'_i - \omega_i \);
12. \( f[i] = 0 \);
13. Insert \( \omega'_i \) and \( \delta_i \) into \( f' \) and \( \Delta \), respectively;
14. count = count - 1;
15. \( j = j + 1 \);
16. end
17. Return \( f' \);
```

Having obtained the distorted vector \( f' \), the user sends it to the server for processing, where at the server side the query processing is just as the same before and the query results and scores are sent back to the user. Since the scores do not reflect the true values for the original preference vector, the user has to revert the scores returned by the server. Consider the score of a record \( r_i \) with respect to \( f' \), \( \text{score}(i) = f' \cdot r_i \), which can be represented as

\[
(\omega_1 + \delta_1 \times r_i.a_1 + \omega_2 + \delta_2 \times r_i.a_2 + \ldots + \omega_d + \delta_d \times r_i.a_d)
\]

After re-arrangement of the above formula we have

\[
(\omega_1 \times r_i.a_1 + \ldots + \omega_d \times r_i.a_d) + (\delta_1 \times r_i.a_1 + \ldots + \delta_d \times r_i.a_d)
\]

It is clear that the first parenthesized part is the correct score with respect to \( f \), and the second part is the noise artificially added by the distorted vector \( f' \). Thus, the user computes the noise for each \( r_i \) of the return top \( k \) records by multiplying \( \Delta \) with \( r_i \), and then subtracting the noise from the returned score. After the reverting procedure, the user re-orders the resulting records according to the restored scores. We summarize the reverting procedure in Algorithm 2.

The algorithm of preference distortion is simple and efficient for protecting user preferences, however it may introduce false negative and false positive query result, as we will show in the next section.

Security Discussion. When the user sends the preference vector to the server for query, even if the preference vector is disturbed, the server may predict the user’s real vector according to the returned top \( k \) result, that is, the higher the precision, the higher the probability of being predicted. It is known that the weight of the user preference vector is a decimal between \([0, 1]\), and the server cannot know the specific decimal places of each weight in the real vector. Obviously, the top \( k \) result corresponding to the vector in a small range is the same. Therefore, when the server predicts the user preference vector according to the top \( k \) query results, there are countless possibilities in the case of uncertain decimal places of each weight in the vector. Especially when the dimension is higher and the number of decimal places is more, there is a lower probability of being predicted by the server.

B. The Second Approach

To further strengthen the privacy level of user’s preferences, in this section we propose the second approach called HE, which is based on homomorphic encryption.

Considering that the attributes of a record are floating-point numbers, and HEAAN [30] scheme is selected as the encryption scheme. Assume the secret/public key pair of HEAAN homomorphic encryption system is \((SK, PK)\). The user encrypts his plaintext preference weights \( f = \{\omega_1, \omega_2, \ldots, \omega_d\} \) by using the public key \( PK \), which gives the encrypted weights \( E(f) = \{E(\omega_1), E(\omega_2), \ldots, E(\omega_d)\} \) (see Algorithm 3).

Algorithm 2: Score Reverting

```plaintext```
input : Query result set \( S \), and the set \( Score \)
output : The restored score set \( Score' \)

1. \( Score = \emptyset \);
2. for \( \forall \text{Score}(i) \in Score \) do
   3. \( \text{Noise} = \delta_1 \times r_i.a_1 + \ldots + \delta_d \times r_i.a_d \);
   4. \( \text{Score}'(i) = \text{Score}(i) - \text{Noise} \);
   5. Insert \( \text{Score}'(i) \) into \( Score' \);
3. end
4. Sort the records in \( S \) according to \( Score' \);
5. Return \( Score' \);
```

After the preference vector encryption operation is completed, the next step is to perform the linear weighted summation operation on the data records in the data set, and select the \( k \) results with the top scores through comparison.
The comparison operation of ciphertext is realized by SIMD [34] scheme. In order to reduce the computational consumption of encryption, we consider that the server first performs K-Skyband operation on the dataset \( D \), and then only calculates and compares the data records in the K-Skyband dataset. Similar to \( K \) nearest-neighbor queries, a K-Skyband [22] query reports the set of points which are dominated by at most \( K - 1 \) points. The definition of K-Skyband is as follows.

**K-Skyband**: An object \( A_i \in D \) is said to be a K-Skyband object of \( D \), if \( A_i \) is dominated by at most \( K - 1 \) objects in \( D \).

As can be seen from the definition, K-Skyband [22] is a variant of skyline, in which \( K \) can be regarded as the thickness of skyline; the case \( K = 0 \) corresponds to a conventional skyline. Thus, we implement K-Skyband by modifying the BBS algorithm. Based on this, the specific process of query is shown in algorithm 4.

### Algorithm 4: Query Evaluation

- **input**: Encrypted preference vector \( E(f) \)
- **output**: Result records and their encrypted scores

1. \( \text{Score} = \emptyset \);
2. Compute the set \( \text{Band}_k \) of k-skyband points of \( D \);
3. for \( \forall r_i \in \text{Band}_k \) do
   4. \( E(\text{score}(i)) = \sum_{\forall a_j \in r_i} E(\omega_j) \ast a_j \);
   5. Insert \( E(\text{score}(i)) \) into \( \text{Score} \), and compare;
4. end
5. Send \( \text{Score} \) and \( \text{Band}_k \) to the user;

### Security Discussion

This scheme encrypts the preference vector. The IND-CPA security nature of FHE scheme ensures that any opponent with the result homomorphic operation between ciphertext and ciphertext cannot extract any information of the message in the ciphertext, our HE method is secure based on the security of FHE, because the server can only access the ciphertext. There is no information leak of user preference.

### IV. Experimental Results

In this section we conduct extensive experiments to evaluate performance of the proposed two approaches, and all experiments are conducted on a PC running Ubuntu 18.04.2 LTS. We discuss experiment settings below.

**Dataset.** We use synthetic datasets of three data distributions, namely, independent (uniform), correlation and anti-correlation, with dimensionality \( d \) varying in the range \([2,5]\) and cardinality \( N \) in the range \([1k,20k]\) respectively.

**Performance Indicators.** For our first approach PD, since it is an approximate method, we focus on precision and recall indicator, i.e., how many real results can be found for PD. On the other hand, for our second approach HE, since it is an exact method, i.e., HE can find all the correct results, we employ running time as the performance indicator for the HE approach. The precision and recall indicator is defined as

\[
\text{precision} = \frac{TP}{TP + FP} \quad \text{(3)}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad \text{(4)}
\]

where \( TP \) indicates that the number of positive query results retrieved, \( FP \) indicates the number of points which the retrieved positive ones are actually negative, \( FN \) indicates the number of points which has not been retrieved but they are actually positive. Each precision and each recall result is the average of 10 trials.

Suppose \( Q(x) \) is defined as the number of data points in area \( x \). Based on the premise of Top-k preference query in this paper, it is easy to obtain

\[
Q(TP) + Q(FP) = k
\]

and

\[
Q(TP) + Q(FN) = k
\]

then \( Q(FP) = Q(FN) \). Therefore, the results of precision and recall are the same.

#### A. Effect of Dimensionality \( d \)

We vary data dimensionality \( d \) from 2 to 5. As shown in Fig. 1, the cardinality \( N \) is \( 10k \) and \( K \) is 50. And it can be seen that the average precision and recall results of datasets with independent (uniform), correlation and anti-correlation distribution are basically stable and were not been affected by the dimensionality. It is obvious that the average precision and recall results of correlation data set are the highest, while that of anti-correlation are poor.

#### B. Effect of \( K \)

In order to study the effect of \( K \) we carried out experiments when \( K = 10,20,50,100 \). Fig. 2 shows the precision and recall corresponding to each case. Obviously, the query results are not affected by the \( K \) value.

#### C. Effect of Cardinality \( N \)

Fig. 3 shows the precision and recall results when the cardinality \( N \) in the range \([1k,20k]\). It can be clearly seen that the precision and recall values of the three types of datasets tend to be stable.

In conclusion, our proposed distortion algorithm has little relationship with the size of \( K \), data dimension and data set cardinality. Thus, the disturbance scheme is practical and will not be affected by other factors. In addition, it can be clearly seen that it has a good precision and recall result in correlation datasets but poor in anti-correlation datasets.

### D. Discussion

From the above experimental results, it can be obviously seen that precisions are float up and down. That is due to the existence of false negative and false positive points, and the number of them is uncertain.

For ease of discussion, we use the example database in Table I, and assume the data space range for attribute \( A_1 \), \( A_2 \) are \( x = [0, U_x] \), \( y = [0, U_y] \), respectively, and \( k = 3 \) for the returned top \( k \) results. Now consider an original vector \( f = \{\omega_1, \omega_2\} \) and the corresponding transformed vector \( f' = \{\omega'_1, \omega'_2\} \). After examining each vector against the records in \( D \), the qualified records (represented as data points in 2-D space) are highlighted in Fig. 4(A). Specifically, the top 3 records with
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Fig. 1. Precision & Recall on a Dataset with Top-50 Query, 10k Records and Varying Dimensionality $d$.

Fig. 2. Precision & Recall on a Dataset of 10k Records in 3D Versus $K$.

Fig. 3. Precision & Recall on a Dataset with Top-50 Query and Varying Cardinality $N$.

Fig. 4. Original and Distorted Ranked Queries.

To evaluate the original and distorted preference vector, one has to quantify the number of false positive and negative results. As depicted in Fig.4(B), it is clear that the larger striped area (denoted by $FN$) contains false negative points, and the smaller striped area (denoted by $FP$) false positive points. The area of $FN$ and $FP$ can be easily calculated by computing the following integrals.

$$FN = \int_{0}^{x_0} (U_y - f)dx + \int_{x_0}^{x_1} (f' - f)dx$$

$$FP = \int_{x_2}^{x_1} (f - f')dx$$

Under the assumption of uniform distribution of the data records in $D$, we can estimate the number of false negative and false positive results as $N*FN$ and $N*FP$ respectively, where $N$ is the cardinality of $D$. On the other hand, the computation of the $FP$ and $FN$ becomes complicated in the case of high

respect to the original vector $f$ include $r_4$, $r_5$, and $r_1$, whereas the answers for distorted vector $f'$ are $r_4$, $r_5$, and $r_3$. There is a false positive result, $r_3$, and a false negative $r_1$, due to the weight distortion.
coefficients of secret key are from the ring with ternary secret distribution, i.e., all nonzero E. Performance of HE Approach

dimensional case. This is a future direction of our work.

E. Performance of HE Approach

For HEAAN, we fix the dimension \( N = 2^{17} \), \( \Delta = 2^{10} \), and hamming weight \( h = 128 \) and the secret key is chosen from the ring with ternary secret distribution, i.e., all nonzero coefficients of secret key are \( \pm 1 \). For SIMD, we employs the approximate comparison method where \( f_n \) and \( g_n \) are chosen by \( n = 3 \), where

\[
\begin{align*}
    f_3(x) &= (35x - 35x^3 + 21x^5 - 5x^7)/2^4 \\
    g_3(x) &= (4589x - 16577x^3 + 25614x^5 - 12860x^7)/2^{10}
\end{align*}
\]

We conduct experiments with different \( k \) and dimensionality \( d \) varying in the range \([2,5]\), and report the corresponding running time. Fig. 5 shows the running time when \( k = 10, 20, 50, 100 \) with 10k objects.

When \( K \) in \( K\)-Skyband is large, the data to be calculated decreases relatively, but the running time still increases steadily with the increase of dimensionality.

V. Conclusion

In order to protect user preference privacy information, we propose two approaches to solve the problem of user preference privacy protection in ranked queries. The first method, called PD, hides the user’s real preference information by introducing perturbation to the user ranked query vector. This scheme will lead to a slight degradation in precision in the query results. Moreover, the experiment results also show that PD achieves the best performance on dataset with correlation distribution, whereas it performs relatively poor on dataset with anti-correlation distribution. Therefore, PD is suitable for real-time ranked query processing scenarios with less accurate requirement for the query result. In order to get exact query result, a homomorphic encryption-based method called HE is proposed to encrypt the preference vector, which enables the third-party server to process ranked query by calculating the ciphertext, so as to fully protect the privacy of user preference.
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Abstract—With the rapid increase of smartphones and the growing interest in their applications, e.g., Google Play Apps, it becomes necessary to analyze users’ reviews whether they are expressed as ratings or comments. This is because recent studies reported that users’ reviews could provide us with useful clues and valuable features that can help in understanding the broad opinion about some applications in terms of security awareness. Several techniques have been developed for this crucial task and significant progress have been achieved such as Semantic and Sentiment Analysis, Topic Modelling, and Clustering. The majority of the existing methods are mainly based on representing reviews’ words in a Bag-Of-Words vector space with String-matched approaches without considering the common polysemy and synonymy problems of words. This is true due to the fact that users who make use of these applications are often from a diverse background and thus, different vocabulary. This paper proposes a new approach to classifying security opinions about applications from users’ reviews while considering special features of synonymous and polysemous words. To achieve this task, the proposed model makes use of word embedding, topic modelling, Bi-LSTM, and n-grams approach. For the proposed model, a new dataset is built that contains reviews about 18 popular applications. The application’s selection was primarily governed by making the dataset diverse in its domain. The experiment results showed that the proposed ensemble model which combines the prediction of the extracted features, which in turn captures synonymy, polysemny, and dependency of words—is significantly useful, and it achieves better results with an accuracy approaching 90% compared to the use of each technique separately. The model could contribute in preventing mobile users from unsafe applications.
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I. INTRODUCTION

The history of smartphones dates to the 1980s; however, the revolution in the industry came when the first iPhone was introduced in the market. This revolution has completely changed the life of humanity and how people interact; and what seemed like a distinct dream has become a tangible reality. After 2007, users felt the power within their hands, with smartphones becoming an integral part of every life. Today, there are close to six billion smartphone users, which amounts to over 70% of the world population. It is estimated that access to smartphones would reach over 7.5 billion in the next five years [1], as shown in Fig. 1. Smartphones are also expected to affect all aspects of life on earth in the coming years. Smartphones have evolved over the last decade and have come a long way from being a prized possession to an ultimate necessity. When IBM introduced the first smartphone, it was more about the touchscreen, email, fax, and notes than anything fancy or smart power in hand. The first smartphone was never that powerful and looked like it would take ages to reach the common people. It was in the year 2007, however, when the first iPhone was introduced, and it captured the market by storm. It possessed a number of features, including the capacity to play music and capture images, not to mention that it was priced at something that people could think to own [2].

Today, the ‘New Generation’ of smartphones have increasingly become more innovative and eye-catching. During the current pandemic (COVID-19), smartphone users have increased [3]. While in lockdown, such users have befittingly found solace in these gadgets, allowing them to stay connected with their families, gain access to information, and use them to join work platforms, such as Teams and Zoom, in addition to other users. Many companies started producing smartphones and application distribution platforms. For example, Samsung entered the market strongly and distinctively in 2009 through the Android operating system and has since been continuously developing its famously known application store ‘Google Play’ (GP). There are millions of different smartphone apps that are emerging as the number of users increases and technology develops. In 2017, the Google Play store had approximately 3.5 million apps [4], as shown in Fig. 2.

One of the advantages of the applications is that they allow users to review and evaluate. Therefore, any application downloaded by any of the operating systems can get
reviewed by its users, which lets others know about the app’s benefits, drawbacks, or any security issues. User reviews and ratings are some of the most critical factors in determining whether or not an app will survive and prosper in the market. Furthermore, data scraping can be used with these reviews to benefit from them or to provide information. According to a survey published in 2018 [5], 94% of buyers avoided a business after reading unfavorable reviews about it online. Interestingly, 80% of clients would avoid doing business with a company if it had less than four stars, which is also relevant to the app industry. Hence, it is crucial to take app reviews into consideration. Through the advancements in new apps, software, and technologies, IT security is forced into continuously being upgraded to prevent it from breaching privacy. With so many apps, as well as social media platforms available to communicate and express ideas freely, technology has aided an explosion of data in recent years. This has created a loophole through which smartphone users’ personal information can be easily accessed, raising larger security concerns and difficulties.

Smartphones invading human life has produced multiple apps that are related to almost everything a user does in their routine life, indicating that the user of a smartphone is never alone and always being watched by someone or the other. Today, there are apps developed for everything: job-hunting, reading books, watching movies, or anything else throughout the day [6]. These apps give their users the freedom and ease to complete the requirements ranging from simple data collection or information gathering to entertainment or any further assistance. According to [7], the number of individuals using mobile banking applications has surpassed two billion, accounting for around 40% of the global adult population. A few fact checks of the security issues in these apps [8] are as follows:

- In the second quarter of 2018, mobile applications and mobile browsers accounted for 71% of all fraud transactions.
- In 2018, tools and leisure applications accounted for 54% of malicious mobile apps.
- The United States accounted for 25% of all mobile malware incidence, India for 23%, and China for only 3%.

Modern mobile operating systems include a variety of security features. Installed apps can only access files in their own sandbox folders by default, with user privileges preventing them from changing system files. However, mistakes made by developers while designing and coding for mobile applications leave security vulnerabilities that adversaries may exploit. A lack of multi-factor authentication is one of the most frequent risks to mobile app security. Without this protection, a hacker only needs a tiny amount of personal information to access the data.

The rest of this paper is organized as follows: The Background and related works are described in Section II. The database collection of this paper is summarized in Section III. Section IV discusses the datasets analysis. In Section V, the proposed model is discussed. Section VI illustrates the experiment results, while Section VII concludes the paper and briefly discusses areas of future work.

II. BACKGROUND AND RELATED WORK

Several methods and techniques have been proposed in the literature for the task of how to extract sentiments in user’s review texts. Some of these methods were built on top of supervised learning, in which a large set of data is being labelled, whereas others were based on unsupervised learning. However, the common theme among the provided studies is how to extract useful features that can help in identifying sentiments or opinions. Besides the use of conventional classification techniques that are based on the traditional frequency of both positive and negative words, the utilized approaches for feature extraction that are related to this study can be informally categorized into three main categories, these are Sentiment-based, Semantic-based and Topic-based techniques. Next section discusses each of which in more detail.

A. Sentiment-Based Analysis

Prior studies have proposed various sentiment analysis approaches. The authors [9] used text mining to summarize user evaluations and extract key features from Android app reviews. They then utilized a natural language processing (NLP) technique to write rules. They used SAS® Enterprise MinerTM 7.1 to summarize reviews and pull-out features, and SAS® Sentiment Analysis Studio 12.1 is utilized to perform sentiment analysis. Reviews from two Apps from two different categories were used in the experiment; namely: “Where is my Perry” from “Brain & Puzzle” category and “Beautiful widgets” from “Personalization” category. Data was gathered from the Google Play Android App Store. Textual reviews with rich content were collected from the App Store website. Six hundred reviews were extracted, A corpus of 500 reviews was used for text mining, constructing sentiment models, and developing sentiment rules, while a testing dataset of 100 reviews was used. Each textual review is categorized into a positive or negative directories based on overall ratings depending on the 5-star rating scale used by Google Play. Rule based models were applied to the testing datasets. The NLP rule-based model outperformed the SAS® Sentiment Analysis Studio 12.1 default statistical model in predicting sentiment.
in test data. In analyzing customer sentiment, NLP rule-based models give deeper insights than statistical models.

In the research [10], A series of comparison studies were carried out using classification algorithms to classify emotions. Review length and feature representation. The experiments were carried out on over 1400000 mobile app reviews based on four characteristics: 1) short average length; 2) large span of length; 3) power-law distribution; 4) Significant difference in polarity. This research makes a comparison between two classification techniques; namely: Support Vector Machine (SVM) and Naïve Bayes. The experimental results stated that: 1) Bayesian method is proved to perform better than the SVM on the classification link; 2) N-Gram is applied (N=2) for the best result on feature representation after the Chinese word segmentation; 3) Feature extraction process can improve the sentiment classification accuracy when reviews have more than 150 words; 4) Short reviews are more easily classifiable than long ones.

Zhang et al. [11] built a novel system for named MoSa (Mobile Sentiment Analysis) for data analysis. The proposed system employs algorithms for detecting and analyzing different types of application big data, such as news comments. They proposed a sentiment analysis approach relying on a mixed sentiment dictionary and new algorithms for calculating comment sentiment scores and categorizing comment sentiment tendencies. The mixed sentiment dictionary is more effective at classifying short texts according to experimental data. The average word length should be less than 2.3 when utilizing a sentiment dictionary to analyze brief texts. They also suggest certain unique statistical models that describe public behavior. In doing so, they discovered that standard deviation is a better indicator of public sentiment than other statistics.

The study [12] proposed a security-related and evidence-based ranking scheme, called SERS. This approach is utilizing the principles of Subjective Logic operations, theory of evidence, Sentiment Analysis techniques, Static taint analysis, and NLP. SERS achieves a holistic rank ordering of related apps and generates insights linked to apps available on the Google Play Store, in both structured and unstructured contexts. They tested their method on publicly available apps from the Google Play Store and compared their results to common ranking methods like average star ratings.

The review paper [13] focuses on the sentiment analysis (SA) for users’ review of mobile apps to extract user requirements for developing new apps or improving existing ones, i.e., requirements evolution. They have investigated the approaches employed in the literature during the years 2009 to 2015 to answer the following research questions: 1) “Are there any publications about using SA of mobile app users’ reviews for requirements evolution?”, 2) “What are the methods used?”, and 3) “What are the tools used?”. Results demonstrate the value of using SA to analyze user reviews and reports, automated methods, and tools for evaluating reviews with features and sentiments.

The research published by Rizk et al. [14] utilized the naïve Bayes method and LDA algorithm for determining the customer sentiment on mobile banking apps and what aspects need to be maintained or improved in the app. The data used for the experiment were collected from the user reviews on Google Play store. Data were manually labelled and two classes (positive and negative) were generated. Naïve Bayes is utilized for the sentiment analysis process, LDA is used for the process of topic modelling. The experiment’s findings revealed that the Naive Bayes approach had a high level of accuracy, recall, and precision. The value of k=5, which equals 86 % accuracy, 93 % recall, and 92 % precision, has the highest accuracy, recall, and precision. The most common topics in negative classes, according to the LDA method, are OTP code delivery constraints, application login problems, and network connection issues. The most common topics in positives classes, on the other hand, were ease, simplicity, and helpfulness.

Lavanya et al. [15] proposed an opinion mining algorithm utilizing the word alignment model for extracting opinion targets and opinion words from online reviews extracted from Twitter. The proposed project aimed to design opinion words and opinion target predicting algorithms that mine user reviews posted on Twitter to analyze the market status of a particular product. The results of the experiments show that the pro-posed method achieves higher accuracy in a more efficient manner. Furthermore, the project’s ultimate goal is to create possible consumer-oriented items such as mobile phones, laptops, and so on.

The study [16] has merged three techniques; namely, 1) Sentiment analysis (SA), 2) NLP and 3) Text Analysis (TA), to classify the reviews of mobile apps into categories related to software maintenance and evolution. This study provides a high-level taxonomy of sentences’ categories included in user reviews that are related to the maintenance and evolution of mobile applications. Moreover, it provides a novel approach using NLP techniques to extract the user Intentions expressed in user reviews. The study’s findings revealed that combining NLP, TA, and SA methods allows app developers to discover meaningful phrases with higher precision (75.2%) and recall (74.2%) than utilizing each methodology separately. The authors also demonstrated that increasing the size of the training set improves accuracy and recall in specific setups. They also discovered that a classifier that is trained using both structure (NLP) and sentiment (SA) characteristics performs considerably better than the one that is just trained with text (TA) features.

B. Semantic-based Analysis

The authors [17] proposed a framework for automatically analyzing the differences and similarities between app reviews from the Google Play Store and tweets based on the semantics of the words. They demonstrated that the framework can automatically identify similarities and differences using statistical tests and human expert review. This system may be used instead of the costly and unreliable crowd sources (due to the evaluation of non-experts). By filtering similar and different issues, it can decrease redundant information and group the main points. The results of multiple experiments, which were compared to expert evaluation, showed that it may be used to find similarities and differences between extracted topics, n-grams, and user comments.

Yadav et al. [18] proposed a novel framework that employs Word2Vec word embeddings to incorporate semantics into
app user feedback analysis. They use Google Play, Store and Twitter as a case study to see if their method can detect similar/different comments in the two well-studied types of bug reports and feature requests in the literature. Statistical analysis and human expert evaluation both validated the result. The result demonstrated that this approach could measure the semantic differences between users’ comments in both groups automatically. The framework may be used to create intelligent tools that combine user input from various platforms while also allowing for automated analysis of reviews.

C. Topic Modelling and Clustering

The authors [19] conducted a study employing machine learning techniques to compare national cybersecurity strategies (NCSs) for different nations. Topic modeling and clustering methods were utilized to investigate the similarity and differences between NCSs and to identify the underlying topics that are appearing in them. A total of 60 NCSs developed between 2003 and 2016 were gathered and examined. They discovered that membership in international intuitions could be a determinant factor for NCS harmonization and integration using institutional theories. The study indicated that quantitative analytical methods such as LDA and clustering can be used to acquire a wider picture and insights during the formation of NCS while analyzing qualitative data such as textual policies strategies, and legislations. The clustering method’s results assisted us in gaining a better understanding of the overall similarities between NCSs. The findings suggested that members of a group such as NATO or other like-minded allies have established more integrated and coordinated NCS.

Moubayed et al. [20] introduced a tool that summaries, categorizes, and models such data sets, as well as a search engine that allows users to query the model created from the data. The tool is based on a technique known as probabilistic topic modeling, which goes beyond document lexical analysis to model the intricate relationships between words, documents, and abstract concepts. It will help academics query the papers’ underlying models and access the library of documents, allowing them to be sorted thematically. LDAs, a third-party tool, is also included to provide a more in-depth understanding of the LDA model’s inner structure. The tool has simple and intuitive navigation features that display the words inside a subject as well as the relationships between topic and words. This is a very useful tool for security experts to assess the quality of the created model and fine-tune the search queries they provide to the search engine.

D. Analyzing the Current State of the Research in Users’ Reviews (Security)

To build a well-designed architecture, firstly existing studies are analyzed briefly, in terms of whether the used model can capture the unique characteristics of English language that often present in reviews. The main four features are whether they are covered by the described studies or not. These features are synonymy, polysemy, contextual information inside text, hidden and latent variables in texts, and word dependency. Table I briefly discusses the outcomes and the main shortcomings in each of the listed studies.

III. DATABASE COLLECTION

Existing corpora are either distributed under some license policy (not accessible) or they do not suite this study, which is the classification of English reviews for some of the most popular applications from a security perspective. For this reason, we decided to collect our own corpus with an eye to make it public for researchers in the near future. English reviews were crawled by making use of a quantitative approach from the mobile app metadata of Google Play Store during the period of January 2021 to September 2021. In particular, several tools including the most popular Google Play Scrapper are used for this purpose. Accordingly, a Python application is built based on the API of Google Play Scrapper. One of the elegant features of Google Play Store is that it does not require any dependencies. In the process, however, a list of some popular keywords in security and cryptography domains was prepared by an expert in the field. Examples for the employed tokens include words like cryptography, confidentiality, breach, crack, etc.

Recently, the research [21] showed that racing game applications are often downloaded by users and their reviews are frequently reviewed. The same study also showed that education apps are the most dominant in Google Store. Motivated by the arguments and with an eye on analyzing security in several domains, six categories have been chosen in the most popular domains and from which the majority of the applications are often downloaded. These are games, finance, education, shopping, entertainment, and social media. The domains were specified from mobile app metadata.

This study focus is concentrated around 18 common and well-known applications, each of which is under a specific category. In particular, in each domain, three applications are chosen among the top popular ones. The intended period was from 2013 to 2021. Given these constraints, about 250435 reviews are collected. Due to the messy theme of the raw reviews (and before the features were extracted), the data was firstly gone through various preprocessing. The main of this processing is to populate text into a standard and canonical form and thus, it can be analyzed. Those preprocessing steps are as follows:

1) Awkward Reviews: the data was filtered to remove awkward reviews and those were in mixed languages (i.e., English and French) and emojis.
2) Punctuation Marks and Symbols: to have clean text, all punctuations, marks, and symbols were eliminated.
3) Normalization: texts were normalized, trimmed, and cases folded, started with removing stopwords. Stopwords are often eliminated to compress corpus size. Additionally, they are non useful and of little importance because they are present approximately in the majority of the reviews. However, since the data had many misspelled words, a list of additional awkward stopwords is identified that were removed during this cleaning phase. For example, the phrase doesn’t (does not) has been removed.
4) Porter Stemmer: After that, the texts in the dataset were stemmed using Porter stemmer. Porter stemmer is a light stemmer that can chop off the suffixes to render different forms from a single stem.
TABLE I. THE COMPARISON STUDY OF SENTIMENT AND SEMANTIC-BASED ANALYSIS

<table>
<thead>
<tr>
<th>References</th>
<th>Contribution</th>
<th>Approach</th>
<th>Potential shortcoming</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>A sentiment feature-based model that combines text mining techniques with NLP. In particular, the learned features were automatically used to extract keywords.</td>
<td>Text clustering techniques from text mining plus Part-Of-Speech (POS) in NLP.</td>
<td>- weighting method used for clustering was based on simple frequency. - Contextual information was not exploited. - Dataset size was relatively small. - POS needs large data to correctly identify sentiment in reviews. - The impact of stopwords removal was not investigated.</td>
</tr>
<tr>
<td>[13]</td>
<td>Investigating the importance of employing sentiment analysis techniques in providing a picture about the mobile applications.</td>
<td>A general review paper.</td>
<td>- No empirical analysis for the employed approaches and techniques. - The tools that were covered by the study were not assessed.</td>
</tr>
<tr>
<td>[14]</td>
<td>Identifying the weaknesses and strengths in mobile banking apps through the analysis of topics in users’ reviews comparing results to those obtained through Naive Bayes classifier.</td>
<td>Latent Dirichlet Allocation (LDA) topic model.</td>
<td>- Neither Hidden Topic Markov Model (HTMM) nor N-gram language models were used in the study. - Additionally, the use of LDA is not a good option when dealing with short texts, especially those with messy nature like reviews. In such cases, the use of NMF is the most adequate approach.</td>
</tr>
<tr>
<td>[15]</td>
<td>An opinion mining algorithm was proposed to extract opinion words and target opinion from some online reviews extracted.</td>
<td>The IBM model used for translation task in NLP.</td>
<td>IBM model needs a considerable large amount of parallel data to extract lexical weights. However, a small size of sentences were used in the study.</td>
</tr>
<tr>
<td>[16]</td>
<td>Classify the reviews of mobile apps into groups related to software maintenance and evolution.</td>
<td>Sentiment analysis, NLP, Text Analysis.</td>
<td>The study needs to be extended to a larger number and variety of apps.</td>
</tr>
<tr>
<td>[18]</td>
<td>Integrating users’ reviews and feedback about specific application(s) from different platforms.</td>
<td>Google’s word2vec Pre-trained word embedding model.</td>
<td>- Topicality has not been modeled in the developed approach. - Dependency of words in text was not investigated and thus, words were handled as if they were independent inside the texts.</td>
</tr>
<tr>
<td>[20]</td>
<td>Building a topic-based (semantic-based) search engine to tackle the change in security threats.</td>
<td>Latent Dirichlet Allocation (LDA) topic model.</td>
<td>Bag-Of-Words topic modelling does not consider Markovian relations between topics. Neither HTMM nor N-gram language models were used in the study. Thus, topics may be incoherent.</td>
</tr>
</tbody>
</table>

Following this, the extracted reviews were stored into a CSV format file containing their corresponding metadata. After the above normalization processes, Table II illustrates the distributions and the total number of reviews of each application with its category. For Training phase, the dataset needs to be labeled. Accordingly, we decided to classify the sentiments of the review texts into three main categories (Positive, negative and Neutral). The word neutral means the review is actually not related, but it was collected because of one of its constituent words is on the keywords list. One might ask why to eliminate such reviews. After a deep discussion, we decided to keep them so as to mimic what actually happening in the real world. From that perspective, a human judgment process was conducted to label the reviews in one of the three aforementioned classes. Fig. 3 shows the distributions of the three classes according to category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Application</th>
<th>Number of Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Games</td>
<td>PUBG Mobile</td>
<td>58139</td>
</tr>
<tr>
<td></td>
<td>Call of Duty</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Among Us</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>Google Classroom</td>
<td>9160</td>
</tr>
<tr>
<td></td>
<td>Duolingo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Google Play Books</td>
<td></td>
</tr>
<tr>
<td>Shopping</td>
<td>Amazon Shopping</td>
<td>24228</td>
</tr>
<tr>
<td></td>
<td>AliExpress</td>
<td></td>
</tr>
<tr>
<td>Social Media</td>
<td>Snapchat</td>
<td>28534</td>
</tr>
<tr>
<td></td>
<td>TikTok</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Twitter</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prime Video</td>
<td>38168</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Netflix</td>
<td>18907</td>
</tr>
<tr>
<td></td>
<td>PayPal</td>
<td></td>
</tr>
<tr>
<td>Finance</td>
<td>AlRajhi</td>
<td>177136</td>
</tr>
<tr>
<td></td>
<td>Investing</td>
<td></td>
</tr>
</tbody>
</table>

IV. DATASETS ANALYSIS

At first, the distribution of labelled classes from two prospective: users’ ratings and the class labelling is investigated. In all reviews that were collected from different domains, the user’s rating is of 1 to 5 stars. Fig. 4 plots the distribution of different ratings using a pie chart. In the figure, it is obvious that the higher rating for all applications together is found to be of user rating level 1.

This indicates that the overall satisfaction in terms of the selected is high. However, users’ ratings may not be perfect. Therefore, the correlation between human labelled classes and these users’ rating levels is studied. In particular, exploring whether the sentiment polarity is correlated with users’ ratings. Therefore, the ratings levels is categorized as shown in Table III. In the same table, the total number of different review categories plus labelling on the same categories, are also provided.

From Table III, it is evident that the distribution between the two types of labelling (users’ rating vs. our labelling)
are significantly inconsistent and extremely varied. We cannot claim that the labelling is perfect, but it has been judged by the same team, unlike the users’ ratings, which are judged by a large number of users, and thus, we can claim that the labelling (human labelling for distinguishing purposes) is better than the identified classes of human labels. This is an important conclusion because often researchers attempt to avoid the boring and time-consuming process of labelling. Therefore, unless the ratings are checked statistically, we cannot depend on users’ ratings, which are very subjective among a large number of users.

Fig. 5 shows the correlation between the two identified types of labels (Human labelling vs user-rating labels) using HeatMap. It is clear that the two types of ratings are highly uncorrelated. This is an indication for the fact that users’ ratings are not aligned with human judgment labelled about reviews. The conclusion is aligned with Table III. Next step is to analyze why there are many unrelated reviews. We went through several reviews, not related to the study but they were crawled. From the proposed analysis, it is showing that the main problem for this phenomenon is the polysemy of words. Polysemy means a single word that have different meanings. For example, the word apple in the information technology domain has a very different meaning from its meaning in the agriculture domain. In the former field, it is likely related to apple phone, whereas in the latter, it refers to fruits. This polysemy nature of words in English texts cannot be disambiguated unless contextual information (topicality) and homonyms inside the texts are captured. There are many topical model and approaches that can be utilized to mitigate this problem, e.g., Latent Dirichlet Analysis (LDA), Words’ Embeddings, and BERTopic (Bidirectional Encoder Representations of Transformers).

Nevertheless, the use of such models may not resolve this problematic phenomenon and the availability of contextual information is doubtful. This is because texts in reviews are often too short with relatively weak co-occurrence associations among words. As a consequent result, the texts may not be interpreted (even the hidden topics are captured) due to lack of contextual semantics and topicality. This is one of the main targets for this research, to extract some useful features based on hidden and contextual information in reviews’ texts. In Fig. 3, it is also evident that the probability distribution of the collected reviews is imbalanced. This bias can easily make the proposed model, as it will be described later, biased towards a specific category and/or classes. For this reason, in the experiments, a random up-sampling is implemented for each category to be aligned with the main category in the dataset.

V. PROPOSED MODEL

A. Motivation

Traditional approaches for representing texts in documents/reviews/tweets attempt to create some degree of association between words and documents (reviews in this case) to build some co-occurrence word-document matrix to standard weighting schemes for normalized and stemmed words. In such models, the order of words does not have any impact on the entire process, known as Bag-Of-Words (BOW) model. The main drawback that may occur here is that the model does not reveal the structural semantics among words and the hidden meanings of the entire context inside text. This means that the linguistic contexts of words are only eliminated due to their frequency in each document and among documents within an unordered set of words.

The problem here is that words in human language are polysemous by their nature. The term polysemy means a single word which can have several meanings and senses. On the other hand, synonymy is very prevalent in natural human languages. Synonymy refers to the opposite in which different words may have the same meaning. It is evident that traditional techniques for representing words are limited towards problematic synonymy and polysemy; and susceptible to mismatching problems. Synonyms and polysemy cannot be adequately captured unless three main features in the texts are considered:

1) How to represent words? it is a essential question. In traditional approaches, words are represented using
standard TF-IDF weighting. In such a case, it cannot be predicted the best word from its surrounding text.

2) Capturing hidden topics and latent semantics and variables. Discovering such hidden structures is extremely valuable because more functions (more than classification or clustering technique) can be utilized for different purposes.

3) Capturing the dependence between texts’ words. This means that the order is a matter here. This is not an easy task, because the dependency can be captured bidirectionally (in a forward or backward direction). This is because human usually does not begin their thoughts from scratch, there are always some dependencies that are represented inside text. For example, individual words can be understood according to their previous and next words.

B. The Proposed Architecture

Inspired by the arguments above, the proposed model is a carefully designed architecture that can predict reviews while considering their contextual information, ordering and hidden topics. In a brief description as shown in Fig. 6, the proposed model uses:

1) Traditional n-grams TF-IDF, which is the n-gram occurrence of a “n-word” phrase. In this case, it will capture which words are more likely to occur in reviews and which words are more likely occur together.

2) Distributional Representation: the proposed model will use word embeddings. The latter allows us the next representation of words that can understand their meanings.

3) Bi-Directional Long-Short Term Memory (Bi-LSTM), which is a Recurrent Neural Network (RNN) model used to capture dependencies inside texts.

4) For topic modelling, the proposed model will use the Non-Negative Matrix Factorization (NMF). NMF is a model used to find hidden and latent topics, which generate text according to some hidden topic distribution. One main feature of the NMF is its ability to handle short texts as those present in reviews.

VI. EXPERIMENTAL RESULTS

Down-sample technique is used to balance the distributions across different classes in the dataset. Accordingly, the labelling classes with the highest frequencies were down sampled to the lowest one. The outputs were then merged and then randomly sampled together (shuffled) resulting into 17829 for each class instead of 91283, 17829, and 68024 for negative, positive, and neutral classes, respectively. Following this, the dataset was split into training, testing, and validation partitions with 80%, 10%, and 10% of the entire dataset, respectively, as illustrated in Table IV.

A. Traditional N-Gram (TF-IDF) Model

The model starts to create various features with word n-grams model with n \([1, 3]\). Hence, the entire reviews were converted into a Bag-Of-Words model. Since the number of n-grams was found to be extremely high, the model tries to use top k-grams with k to be determined empirically. Following this, the features were fed to four different classifiers one by one, these are Logistic Regression, Naive Bayes, Decision Tree and Random Forest. The best result was achieved by employing the bigrams model on the top 296633 features with the logistic regression model. In particular, the overall accuracy performance was found to be 88%, 76%, and 77% for training, validation, and testing datasets. Fig. 7 plots the accuracy for different n-grams.

B. Word Embedding Model

In the second run of the experiments, the model extracts features using the word2vec skip gram pretrained model of distributional representation of reviews’ words. Hence, the embedding of each word in each review is extracted from the pretrained model and the average of all embeddings of the voter words is computed for each review. In the experiments, 300 features were used for each word. The computed vectors
TABLE IV. DISTRIBUTION OF COLLECTED REVIEWS IN DIFFERENT APPLICATIONS OF THEIR DOMAINS AFTER BEING BALANCED

<table>
<thead>
<tr>
<th>Category</th>
<th>Application</th>
<th># of Reviews</th>
<th>All</th>
<th>Negative</th>
<th>Positive</th>
<th>Natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Games</td>
<td>Pubg Mobile</td>
<td>58139</td>
<td>13171</td>
<td>7375</td>
<td>642</td>
<td>5154</td>
</tr>
<tr>
<td></td>
<td>Call of Duty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Among us</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>Google Classroom</td>
<td>9160</td>
<td>2542</td>
<td>625</td>
<td>520</td>
<td>1397</td>
</tr>
<tr>
<td></td>
<td>Duolingo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Google Play Books</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shopping</td>
<td>Amazon Shopping</td>
<td>24228</td>
<td>8574</td>
<td>2423</td>
<td>4094</td>
<td>2057</td>
</tr>
<tr>
<td></td>
<td>AliExpress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Media</td>
<td>Snapchat</td>
<td>28534</td>
<td>7259</td>
<td>3080</td>
<td>1142</td>
<td>3037</td>
</tr>
<tr>
<td></td>
<td>Tik Tok</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Twitter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entertainment</td>
<td>YouTube</td>
<td>38168</td>
<td>9086</td>
<td>3981</td>
<td>536</td>
<td>4569</td>
</tr>
<tr>
<td></td>
<td>Prime Video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Netflix</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finance</td>
<td>PayPal</td>
<td>18907</td>
<td>12855</td>
<td>345</td>
<td>10895</td>
<td>1615</td>
</tr>
<tr>
<td></td>
<td>AlRajhi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Investing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>177136</td>
<td>53487</td>
<td>17829</td>
<td>17829</td>
<td>17829</td>
</tr>
</tbody>
</table>

Fig. 8. The Accuracy of the Three used Classifier Word Embedding Model.

are then fed to logistic regression, decision tree and random forest classifier. Logistic regression classifier also obtains the best accuracy 73%, compared to decision tree and random forest, which both result in almost similar results - 72% and 71%, respectively. The Fig. 8 shows the results of words’ embedding using the three classifiers.

C. Bi-Directional Long-Short Term Memory (LSTM) Model

The fundamental concept of LSTM is the feedback connection. At first, the model tokenizes the corpus with a maximum unique word = 25000 words out of +26000 words in the whole corpus, then fitted the tokenizer to the train dataset, and transform all datasets. After that, it pads the tokenized dataset to keep all records with the same length and only needed and effective maximum sequence length which equals 120 features. After that, the model builds the Bi-LSTM architecture, train the Recurrent Neural Network (RNN) model on the padded training dataset, and evaluate the RNN through prediction accuracy. The best model is a simple Bi-LSTM NN with 1 embedding, 1 bidirectional layer, 1 dense layer with dropout 30% with 120 features the maximum sequence length used in the padding step with accuracy 85%, 77% and 78% for training, validation and testing datasets.

D. Non-Negative Matrix Factorization (NMF) Model

In the forth experiment, the model extracts hidden topics that cause the texts in review to occur. For this purpose, it uses NMF. NMF is an unsupervised model that has the ability to discover such latent variables from a large amount of data and the end product is a probability distribution for every topic over words and how likely a word belongs to each topic is also extracted as a distribution over topics. One accredited feature of NMF is that the model has shown to be more effective - compared to other topic models - when it is used for short texts, as those present in reviews. From that prospective, the frequency of the words were extracted using the countvectorizer. the model attempted a different number of hidden topics and empirically concluded that the best number of topics to be extracted is 150. Results, which are plotted in Fig. 9, show that the best result by this method is obtained when a random forest classifier was used with an accuracy approaching 86% in the training dataset and 75% in the testing dataset.
E. Ensemble Stacking Model

In the final set of the experiments there is an ensemble model that employs predictions of the base model that created to build a new model. Therefore, instead of averaging all extracted features from different models, we used the prediction output to feed the ensemble stacking model. Accordingly, the parameters of the model were estimated, and the results showed that the accuracy was increased significantly (it almost approaches 89%) compared to the base models. Fig. 10 plots the accuracy of all models when they were compared to the proposed ensemble model.

VII. CONCLUSION

Several methods and techniques have been developed for the vital problem of extracting and classifying sentiment inside users’ reviews of mobile applications. The problem is challenging because in human language, users can express their thoughts in different vocabularies and words, which are synonymous and polysemous by their nature. In particular, polysemy, in which a single word can have several senses, is significantly difficult. Additionally, texts convey contextual information that cannot be captured using conventional techniques like word-document matrices. In other words, words often tend to be generated according to some hidden topic distributions and they are also dependent inside text.

Inspired by these arguments, this paper attempts to contribute to security threat control by classifying automatically mobile applications based on their accompanied reviews. Accordingly, the proposed model combined the words embedding’ features that are extracted from reviews of approximately 18 applications with hidden contextual information inside their texts, which were extracted using NMF topic model. However, to capture the dependency among words, the proposed model employed the use of Bi-LSTM in which the text will be analyzed in both forward and backward directions. We also add another type of features, which are those extracted from word embeddings as the belief is that similar words tend to occur in similar texts.

For the experiment, we built the dataset and the reported experiments showed that the proposed model outperforms traditional models for classifying user reviews and it is able to capture the announced features in review text. In particular, the proposed model accuracy is above 89% and the improvement compared to the proposed base model is significantly high. The experiments showed that NMF model topic model is able to capture hidden topics inside short texts of users’ reviews. On the other hand, both Bi-LSTM and word embeddings are extremely useful for handling synonymous and polysemous words.

In the future, we are going to investigate the impact of stemming in improving model performance. In addition, it is really interesting to look into the effect of the dataset word embedding, therefore we plan to train the model using the dataset instead of employing pretrained word embedding models. We are also going to expand the model to Arabic reviews, the latter language is rich in its vocabulary and the use of synonymy and polysem is widespread.
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Abstract—To build a competitive global view from multiple views which will represent all the views within a class label is the primary objective of this work. The first phase involves the extraction of spatio temporal features from videos of skeletal sign language using a 3D convolutional neural network. In phase two, the extracted spatio temporal features are assembled into a latent low dimensional subspace for embedding in the global view. This is achieved by learning the weights of the linear combination of Laplacian eigenmaps of multiple views. Subsequently, the constructed global view is applied as training data for sign language recognition.

Keywords—Laplacian eigenmaps; 3D convolutional networks; sign language recognition; multi view; skeletal data

I. INTRODUCTION

Sign Language Recognition (SLR) is extremely coordinated movements of hands captured through sensors as 1/2/3D data and translated into text or voice by a machine learning interface [1]. Sign language is a communication medium for hearing impaired people which consists of hand movements and finger shapes that operate independently or collaboratively with respect to upper body parts. SLR is considered an extension of human action recognition (HAR) [2]. Automated HAR or SLR is accomplished through machine learning approaches on multi modal datasets such as RGB, Depth and skeletal information in image, video and data formats. The RGB and depth formats provide appearance information whereas the skeletal joint data exclusively models pose details. Although SL knowledge representation is largely modelled in RGB video formats, it is bottlenecked by motion blurring and spatial resolution of fingers with respect to the frame size. Therefore, the skeletal data has obtained wide acceptance for human action or sign language recognition problems. The 3D skeletal data has been used as vectorized, image and RGB video formats for recognition.

However, the pattern identification process on skeletal 3D video data for building a real time application is a supremely challenging task. Traditional models employed vectorized 3D data for recognition with deep neural networks (DNN) [3]. Above all the DNN models on 3D skeletal action data, long short-term memory (LSTM) [4] networks have shown greater reliability and robustness for HAR tasks. Similarly, 3D skeletal SLR on vectorized data was successfully designed and experimented with color coded Spatio-temporal features [5]. Singularly, most of these methods presented results related to cross view testing with poor performance as these models received only single view training. As a result, the above methods failed to generalize on building a real time engine for HAR or SLR.

Meanwhile, the above problem is finding solutions in the form of multi view training on Deep Learning Models. Though multi view processing of video data is having 2 decades of research history, it has gained extensive attention in the last few years due to the progress in deep learning approaches. Earlier DNN proposed were constructed with multiple streams feeding into individual views independently whose Softmax scores are fused for getting a final recognition score. Later, learning approaches have trained multiple CNNs for each view and then learned the concatenated features in the dense layers. This approach has allowed for multiple views to share features across classes. Specifically, this process does not restrict the features that were not significant in the decision making. Additionally, the view specific features that play a major role in articulating the desired outcome are ignored.

To overcome the above challenges, we propose to learn a global synthesized target view by linearly combining the independent multiple views as suggested in [6]. However, these intra class independent views have shown to exhibit unequal similarities with other views which biases the result towards the false positives. Hence, to overcome this uniformity across views that influence the target class, we propose higher order Laplacian eigenmaps from [7]. This enables the target feature reconstruction to have a complete non uniform distribution across the multiple independent views. Consequently, we learn a nonuniform linear combination of weights on independent views which can be generalized for any target view. Finally, the synthesized target view features of all classes are classified using standard deep learning architectures. The proposed methodology called multi view spatio temporal feature embedding (MVSTFE) is illustrated in the following Fig. 1.

The proposed MVSTFE is investigated on our 3D skeletal video datasets of sign language (KLEF3DSL_2Dskeletal) [8] and four other multiview action datasets NTU RGB-D [9], SBU Kinect Interaction [10], KLYoga3D [11] and KL3D_MVaction [12]. The performance of the proposed deep networks was tested for the proposed method against the state-of-the-art on datasets. The remaining paper is clustered into four sections. The second section highlights the key historical aspects associated with multi view learning, sign language...
their success, attention models are specific to a particular view and the view specific features are to be fused accordingly for classification by the dense layers. The fusion mechanisms ensemble the view specific features into a multi view feature vector that has failed to capture the variations in multi view data [22].

Primarily multiview approaches were classified as multiview learning and view invariant models. In multiview learning, the video input is considered as a time series of data frames in different views which are learned independently by the classifier [23], [24]. Most of the methods used low level observable features for generating discriminative features [17]. Subsequently, multiple training methods were employed for each of the views to find a set of consistent features between a pair of views [25], [26]. The algorithms are used for finding relationships between views canonical correlation analysis(CCA) [27] and projection matrices [28]. Extending to the above methods are matrix factorization [29] and low rank constrained matrix factorization [30] for capturing view similarities. All these models have shown good performance on instances where the number of views were limited and require extensive computational power for deployment.

Alternatively, view invariant models developed linear descriptors to transfer information between views. Accordingly, these models consider target views as a linear combination of views within a class label [6], [7]. Subsequently, the weight vectors are computed by applying optimization in Laplacian space. Moreover, these works assume that all views contribute equally to the target view features. However, in sign language recognition with video data from multiple source views it is difficult to impose the above assumption in real time. To overcome the disadvantage of equal contribution by all views to the target view, we propose to learn these contributions in the Laplacian space using deep learning.

The following points make the proposed method unique from the existing ones:

1) To design an unequal linear view combiner to extract target view features.
2) To construct highly discriminative Spatio-Temporal features in the Laplacian space.
3) To reconstruct learned target vectors into a Spatio-Temporal feature representation with 3D CNNs.

In order to find an appropriate solution for multiview problems, the following objectives are being formulated:

1) To design an unequally contributing linear view combiner to identify the linear combinations.
2) To learn the mapping function for generating a singularly trainable view invariant Spatio-Temporal feature.
3) To initiate anyone view testing model. We call our proposed model multi view spatio temporal feature embedding (MVSTFE).

III. MULTI VIEW SPATIO TEMPORAL FEATURE EMBEDDING (MVSTFE)

This section describes the proposed multi view spatio temporal feature embedding model for multi view sign language recognition and deep networks. The methodology is packaged in the third section and the obtained results for experimentation with analysis are presented in section four. Finally, conclusions were drawn from the analytical insights gained on the overall performance of the proposed models.

II. LITERATURE REVIEW

This section of the paper dwells on the advantages and disadvantages of the previous methods of sign language and action recognition in multiple views. Additionally, it also discusses the current models in deep metric learning.

With the advent of deep learning frameworks, the 2D video based SLR has become powerful with the option of feature learning rather than feature extraction. A large contingent of them is available for perusal [13]. The accuracies reported by these methods are not reproducible or they simply fail to generalize on the video quality or the signer. This has motivated researchers towards higher dimensional data such as RGB D or 3D skeletal representations. Multi modal video sequences that are fed into multiple streams of a CNN are predominantly researched which have shown evidence of exceptional performances in real time for sign (action) recognition applications [14]. The recognition accuracies were better than the single modal datasets. However, the training requires higher computing powers, and the datasets are captured with special devices making it an unfeasible deployable solution.

Eventually, to develop a real time SLR or HAR system, it is intuitive to learn multi views across datasets. This has initiated action recognition research to move in the direction of developing view-based learning algorithms [15], [16]. Multi view HAR has evolved through research using dictionary learning [17], neural networks with adaptable views [18], convolutional neural networks [19] and deep attention models [20], to name a few. However, the most widely researched and acknowledged models are from deep learning networks. Moreover, visual attention models with deep CNNs have established themselves as a formidable solution to multi view learning [21].
recognition on skeletal video datasets. First, a cluster of 3D CNNs is trained independently on individual views for all classes in the dataset. Secondly, a target view is selected randomly which is referenced on the pre trained 3D CNNs for feature extraction. The extracted features from independent view streams are learned by compiling Laplacian eigenmaps to construct a combined target view. This combined target view features will represent a linear combination of Laplacian eigen maps from multiple views generating a highly discriminative feature for all views of the target view class. Finally, these learned target view features will be used for training any deep classifier for sign or action recognition.

A. Independent View 3D CNN Model

The primary step in the process of multi view sign language recognition is to design and train a 3D convolutional neural network (3D CNN). The 3D CNN takes input as the skeletal video sequences as input for supervised training. The number of 3D CNN streams are equal to the number of source views available for training. The 3D CNN architecture used in this work is shown in Fig. 2. The model has 4 pairs of 3D convolutional layers with one set of batch normalization and maximum pooling layers after each pair respectively. The input of the network is a 2D skeletal video sequence of size $256 \times 256 \times 3$ with 100 frames. The features at the end of the convolutional layers are flattened and inputted to two fully connected layers with the last layers being Softmax.

Let $X^v = \{x_v = \{S_v\}\}_{v=1}^V$ be the RGB skeletal video sequences in $V$ views with $V \in \mathbb{R}^3$. The 3D CNN model will extract the features $f_v$ from $x_v$, with view specific labels $y_v$ using the trainable parameters $\theta_{3D}$ by optimizing a loss function $L$ on the overall multi view dataset as

$$\theta_{3D} = \text{arg min}_{\theta_{3D}} L(\theta_{3D}; x_v, y_v) \quad (1)$$

For classification tasks, we need a global loss function to
discriminate the classes with the help of SoftMax layers. The class label prediction is computed on the embedding space using the cross-entropy loss functional defined as

$$l_{\text{CrossEnt}} = -\sum_{i=1}^{C} (y_i \log (\hat{y}_i) + (1 - y_i) \log (1 - \hat{y}_i))$$  \hspace{1cm} (2)$$

The $l_{\text{CrossEnt}}$ is the loss function for training the network. The $(\hat{y}_i)$ is the predicted label and $y_i$ is the actual. The $C$ defines the total number of classes in the dataset. Each stream in the network is view independent with the specifications as shown in Fig. 2. Consequently, weight and biases are initialized using unit variance zero mean Gaussian random variable. The filter sizes in all 3D CNN layers is fixed at $3 \times 3 \times 3$. Moreover, the learning rate is dynamically controlled with 10% decrease rate from the previous valued whenever the loss became constant across 10 epochs. The initial learning rate was selected as 0.0001. Stochastic gradient descent optimizer is applied to update the weights and biases in the network. This trained network will be used to extract spatio temporal features from a target view which are further used to construct a combined view features. These constructed view features have the ability to represent all the views within a class label.

B. Combined View Feature Generation

Given a sign class in a specific target view $x_{vt}$ as input the trained model $\theta_{3D}$, the output features $f_v$ at the end of dense layers are represented as

$$\{f_{v}\}_{v=1,V} = \sum_{i=1}^{J} \sum_{j=1}^{I} x_{v}(i,j)K(k-i,k-j) \forall k \in \text{kernel size}$$  \hspace{1cm} (3)$$

The features extraction network is shown in Fig. 3. The network consists of four pairs of convolutional layers with rectified linear activations followed by a $2 \times 2$ window maximum pooling layer. The strides of the kernels in convolution layers is one and that of maximum pooling is two. After maximum pooling a batch normalization layer is added to standardize the inputs to the deeper layers. Finally, two fully connected layers are added to learn on the feature extracted in the convolutional layers. Subsequently, the spatial features at the output of dense layers are concatenated along the frames to generate a complete spatio temporal feature matrix representing the 2D skeletal video sequence. Altogether, $V$ streams operate independently in the network generating view specific class features $F_{cv} = \{f_{vi}\} \forall i = 1 \text{ to } V \in R^{g \times N}$. Where $g$ is the dimensionality of the features and $N$ is the number of frames. The model is trained with categorical cross entropy loss with stochastic gradient descent optimizer on the entire dataset. The trained model $\theta_{3D}$ is applied on all the input video frames to extract the feature samples as

$$F_{cv} = g_{3D}(\theta, w, b) \times x_{cvt} \forall V \& C \in R^{g \times N}$$  \hspace{1cm} (4)$$

The spatio temporal feature matrix $F_{cv}$ consists of the target view features inferenced from independently trained views across all classes. The objective is to generate a feature matrix that will represent all views in a class as a linear combination of the extracted features. Traditionally, this is achieved by considering the all the mixing coefficients are equally distributed across all views. However, equally distribution of information across all views has produced ambiguous recognition accuracies. To overcome this, non-uniform distribution is proposed [7] with Laplacian eigenmaps. In this work, we incorporate the process of spectral embedding using Laplacian eigenmaps to calculate the mixing coefficients of the linear combination.
C. Constructing the Non-uniform View Linear Combiner

Given a set of spatio temporal target view features \( F^{cv} \in R^d \times V \) from a particular class label \( y \in C \) with \( V \) views, these views can be linearly combined with coefficients as

\[
F_{Comb}^{cv} = \sum_{i=1}^{V} \lambda^i F^{cv(i)}
\]

(5)

Where, \( V \) is the total number of source views and \( d \) is the feature matrix dimensionality. \( F_{Comb}^{cv} \) is the combined feature representation of the target feature. The mixing coefficients \( \lambda^i \) \( \forall i = 1 \) to \( V \) is the weighted combination. The constraint on the mixing coefficient is

\[
\sum_{i=1}^{V} \lambda^i = 1, \quad \lambda^i > 0
\]

(6)

The intent in the above representation is to generate a global view that is compatible with all the views in the class. Mostly, the coefficient \( \lambda^i \) is considered as the average \( 1/V \) across all the views. However, in reality, the views that are in close proximity with the target view contribute more than \( 1/V \). Consequently, the obtained linearly combined global view features are least compatible for representing all the views in a class. This problem is solved by evaluating the mixing coefficients of individual views with the help of cost function derived using Laplacian eigenmaps [7].

First, the target features are arranged a \( V \) data matrices \( F = \{ F^{cv} \in R^d \}_i \) \( \forall d = R^g \times N \times V \) as shown in the output of Fig. 3. The objective is to calculate a set of mixing coefficients \( \lambda = \{ \lambda^i \}_i \). We start by initializing \( \lambda = [\frac{1}{V}, \ldots, \frac{1}{V}] \). Subsequently, set the \( g \times N \) feature points obtained from trained network in the \( i^{th} \) target view.

To compute the combined target view embedding features, we subsequently compute the weighted adjacency matrix \( A^i \) on the target features and the Laplacian matrix \( L^i \) of the individual views with \( i \in (1, 2, ..., V) \). Consequently, the global Laplacian \( L^G \) of the entire target view class is computed as a linear combination of initial weights. The spectral encoding, \( Y^G \) can be computed from eigen value decomposition of \( L^G \) as a Laplacian eigen map. Accordingly, select the smallest eigen values other than the zero one, reconstruct the spectral encoding \( Y^{G*} \). Using the reconstructed spectral encoding \( Y^{G*} \) and \( Y^G \), update the mixing coefficients of the linear combination \( \lambda^i \). Optimize till the distance between the reconstructed and the original spectral encoding are less than a set experimental threshold.

D. Construction of Laplacian Eigenmaps and Spectral Embedding

Given the feature data points in the \( i^{th} \) target view \( \{ F^{cv} \in R^d \}_i \) \( \forall d = R^g \times N \times V \) with \( g \times N \) data points, we first compute the adjacency matrix \( A^i \) as

\[
[A^i]_{i,j} = e^{-\frac{\|F^{ci} - F^{cj}\|^2}{\sigma^2}} \quad \forall F^{ci} \text{ and } F^{cj} \text{ are associated}
\]

(7)

Where, \( A^i \) is a symmetric matrix of size \( gN \times gN \). The value of \( \sigma \) is selected as 2. The adjacency matrix establishes a link between the target features extracted from trained CNN in Fig. 2 in all views. If the distance between the features is small, the value in the \((i, j)^{th}\) position tends towards 1 and vice versa. Consequently, \( A^i \) establishes a relationship between the features points formed by a set of \( d \) data points in multiple views.

Subsequently, to compute a single view feature combination from multiple target view features Laplacian eigenvectors were used from [30]. Laplacian eigenvectors reduces the data by projecting data on a different spectral view without compromising on the relationships between the feature points. Accordingly, the spectral encoding \( Y^{G*} \) can be computed by minimizing the cost function defined as

\[
f(Y^G) = \sum_{i,j \in \{v \in N \}} \| y^G_i - y^G_j \|^2 [A^i]_{i,j}
\]

(8)

The above representation gives the difference between two embedding features in multiple views modulated by their association values in adjacency matrix. If the feature points in multiple views are in close proximity, the adjacency matrix value is large, thus contributing more to cost function. As a result of this, similar data points are preserved in the spectral embedding from different views. Eventually, the solution to the optimization is transformed into a minimization problem as described in [30] as

\[
Y^{G*} = \arg \min_{Y^{G\infty} = \min D_Y^G} Y^{G\infty} = \min D_Y^G \text{ satisfying } \text{equation } (9)
\]

The global laplacian matrix \( L^G \) is computed as \( L^G = D - A^i \), where \( D \) gives the degree of connectivity in the data as \( [D]_{i,j} = \sum_{j=1}^{N} [A^i]_{i,j} \). Computing \( Y^{G*} \) in (9) is equivalent to finding eigen vectors of \( Y^{G*} \) as \( L^G Y^{G*} = \alpha D Y^{G*} \). The spectral embedding \( Y^{G*} \) can also be calculated by simply computing the eigen values of \( L^G \). Finally, the laplacian eigen maps \( L^G \) and spectral embedding \( Y^{G*} \) are used to compute the cost function to find the mixing coefficients as

\[
\lambda^i = \frac{\text{tr} \left( (Y^G)^T L^G Y^{G*} \right)}{\sum_{i=1}^{V} \text{tr} \left( (Y^G)^T L^G Y^{G*} \right)}
\]

(10)

Overall, the convergence of (10) can be decided based on the \( l_2 \) norm between iterations as

\[
\sqrt{\sum_{i=1}^{V} (\lambda^i_k - \lambda^i_{k-1})^2} < \delta
\]

(11)

Here, \( \lambda^i_k \) is the value of mixing coefficients at \( k^{th} \) iteration and \( \lambda^i_{k-1} \) is the value at \( (k - 1)^{th} \) iteration. The constant \( \delta \) is a user defined parameter less than 1. Eventually, the value of \( \lambda^i \) will be different from \( 1/V \) where multiple views are contributing differently to the target view. Finally, by multiplying the obtained mixing coefficients with target features from different views, we obtain a global view feature that closely relates to the target view features. Furthermore, the resulting single view target view feature is highly discriminative across classes and has found have close proximity with all the views from within a class label. The following section describes the datasets and
experiments conducted to ascertain the performance of the proposed method.

IV. EXPERIMENTATION

The proposed view invariant method, Deep Metric Encoder Decoder (DMED) was trained and tested on multi view skeletal sign (action) video datasets in multiple ratios. We present a one – to – one, one – to – many, many – to – one and many – to – many cross view training and testing approaches on DMED. Further, we compare the results of our approach with other state – of – art multi view methods. Finally, multiple CNNs architecture for classification were tested to check the robustness of the proposed feature extraction process in generating view invariant features.

A. Skeletal Video Datasets and Evaluation Metrics

The multi view sign language dataset KLEF3DSL_2Dskeletal with \( V = 15 \) views, 200 classes is generated at KL Biomechanics and Vision Computing Research Centre using 3D motion capture technology [8]. Further, the proposed model is evaluated on multi view benchmark skeletal action datasets such as NTU RGB-D [9], SBU Kinect Interaction [10], KLYoga3D [11] and KL3D_MVAction [12]. A small subset of data sample from KLEF3DSL_2Dskeletal is presented in Fig. 4 for a sign basketball. In this work we are limiting our views to 15 due to computational constraints. The training testing ratios are kept constant across all networks and datasets. The selected train test ratios are one – to – one and one – to – many. The remaining views were also evaluated but are not presented here as they have not produced any noticeable performance changes when compared to the selected ones. Since there are no multi view sign language datasets, we evaluated our model on multi view benchmark action datasets. Despite the availability of huge classes in action datasets, we selected only 40 action classes for training with 15 views from each class for maintaining uniformity during comparison. In some cases, unavailability of views has prompted us to generate random views by altering the viewing angles of joints. Here, the evaluation is performed independent of the type of view in which the action is recorded. Fig. 5(a), (b) and (c) shows samples from NTU RGB-D, KL3D_MVAction and KLYoga3D dataset respectively. We used mean recognition accuracy (mRA) for performance evaluations.

The first 3D CNN network in Fig. 2 extracts the features from skeletal sign (action) video datasets. The network in Fig. 2 is trained on all the available views with similar hyper parameters except for the learning rate and number of epochs. The learning rate for KLEF3DSL_2Dskeletal sign language video dataset is 0.001 and it was 0.005 for all other action datasets. However, the KLYoga3D was trained on a learning rate of 0.0001 for 200 epochs due to large number of skeletal joints. The remaining datasets were trained for 150 epochs. The maximum recognition accuracy achieved during training was around 0.973 for KLEF3DSL_2Dskeletal sign language, 0.942 for NTU RGB-D, 0.845 for SBU Kinect Interaction, 0.902 for KLYoga3D and 0.985 for KL3D_MVAction datasets respectively. Consequently, these individual view trained 3D CNN streams will be inferenced for all dataset samples to generate global view features which represent all views within a class label.

To accomplish the proposed objectives of MVSTFE, we select a target view from each class for inferencing on the trained 3D CNN in Fig. 2 as shown in Fig. 3. The output of Fig. 3 are the features extracted from each of the individual views for the inputted target view. These target view features are combined using the non – uniform linear combiner by computing the value of linear combination value \( \lambda^i \) using spectral embedding of Laplacian eigenmaps. The hyperparameter \( \delta \) for MVSTFE on KLEF3DSL_2Dskeletal \( \delta = 0.54 \), NTU RGB-D \( \delta = 0.71 \), SBU Kinect Interaction \( \delta = 0.94 \), KLYoga3D \( \delta = 0.83 \) and KL3D_MVAction \( \delta = 0.57 \) is selected iteratively. Finally, the generated combined view target features are used for classification. Specifically, to test the robustness of the features in the classification process, we standardized it by training and inferencing on benchmark CNN architectures. However, these architectures are miniaturized in layers and depth to source the feature inputs of size \( 100 \times 100 \). Moreover, the regular 2D Convolutional layers in these models were replaced with 3D layers. This has been done to directly extract spatio temporal features from the network. To demonstrate the actual usefulness of these view invariant features, which resulted in the formulation of multiple performance evaluation procedures on the classifier as presented in the following sections.

B. One – to – One Classifier Performance Evaluation

The one – to – one cross view recognition experiment is conducted by training the classifier in Fig. 6. with one view global target feature representing all views and inferencing on a different views. Specifically, the key aspect of this experiment is to test the robustness of the generated view invariant features in estimating a class label based on its constituent views on which it is formulated. To demonstrate this, we designed a CNN network inspired from VGG-16 with 6 convolutional layers, 3 maximum pooling, one flatten and 2 dense layers. The network is trained with the generated view invariant features in each class and tested with view specific features. Consequently, we selected the learning rate of 0.01 for this network with categorical cross entropy loss and Adam optimizer. Subsequently, the above procedure is repeated for all datasets with the same hyper parameters. Furthermore, three benchmark architectures such as Inception – V4, GoogleNet and ResNet – 50 were trained and tested. However, vanishing gradients and overfitting problem were eliminated by re-designing the

![Fig. 4. KLEF3DSL_2Dskeletal Sign Language Video Dataset. A Sample Frame in 15 Different Views from the Skeletal Video Sign “Basketball”.](image-url)
architectures with only half the layers than the original models. On the other hand, the structure of the original models were preserved to achieve highest performance. Eventually, mRA is computed during inferencing and the 10-fold maximum value is presented in Table I for all the datasets.

After examining the mRA in Table I, it is evident that all the models perform well on test views that have more visual information when compared to views with overlapping joints. The outcomes from Table I also suggests that the view target global features have shown to reduce false positives in all
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View Invariant Features For Training and Testing

Class Scores

- 5%
- 85%
- 15%
- 2.5%
- 2%
- 3.5%
- 0.5%
TABLE I. ONE – TO – ONE PERFORMANCE EVALUATION OF THE SELECTED CLASSIFIERS ON SKELETAL VIDEO DATASETS TRAINED WITH THE ONE VIEW OF TARGET VIEW FEATURE AND TESTED WITH ALL SPECIFIC VIEW FEATURES. THE PERFORMANCE OF THE CLASSIFIER IS MEASURED USING mRA

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Views</th>
<th>Datasets</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
<th>V9</th>
<th>V10</th>
<th>V11</th>
<th>V12</th>
<th>V13</th>
<th>V14</th>
<th>V15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiny VGG - 16</td>
<td>KLEF3D_s2K Skeletal</td>
<td>NTU RGB+D</td>
<td>0.578</td>
<td>0.631</td>
<td>0.584</td>
<td>0.62</td>
<td>0.679</td>
<td>0.622</td>
<td>0.86</td>
<td>0.601</td>
<td>0.699</td>
<td>0.624</td>
<td>0.594</td>
<td>0.611</td>
<td>0.602</td>
<td>0.601</td>
<td>0.598</td>
</tr>
<tr>
<td></td>
<td>SBU Kinect Interaction</td>
<td>0.58</td>
<td>0.593</td>
<td>0.589</td>
<td>0.601</td>
<td>0.584</td>
<td>0.591</td>
<td>0.595</td>
<td>0.531</td>
<td>0.529</td>
<td>0.5</td>
<td>0.52</td>
<td>0.566</td>
<td>0.619</td>
<td>0.602</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL Yoga3D</td>
<td>0.622</td>
<td>0.629</td>
<td>0.663</td>
<td>0.652</td>
<td>0.698</td>
<td>0.652</td>
<td>0.641</td>
<td>0.595</td>
<td>0.601</td>
<td>0.629</td>
<td>0.619</td>
<td>0.689</td>
<td>0.701</td>
<td>0.601</td>
<td>0.622</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KLD_M_ViAction</td>
<td>0.619</td>
<td>0.604</td>
<td>0.601</td>
<td>0.629</td>
<td>0.698</td>
<td>0.539</td>
<td>0.616</td>
<td>0.576</td>
<td>0.650</td>
<td>0.663</td>
<td>0.659</td>
<td>0.649</td>
<td>0.699</td>
<td>0.701</td>
<td>0.601</td>
<td></td>
</tr>
<tr>
<td>Inception - V4</td>
<td>KLEF3D_s2K Skeletal</td>
<td>NTU RGB+D</td>
<td>0.671</td>
<td>0.691</td>
<td>0.706</td>
<td>0.687</td>
<td>0.736</td>
<td>0.676</td>
<td>0.686</td>
<td>0.631</td>
<td>0.616</td>
<td>0.624</td>
<td>0.625</td>
<td>0.707</td>
<td>0.738</td>
<td>0.668</td>
<td>0.694</td>
</tr>
<tr>
<td></td>
<td>SBU Kinect Interaction</td>
<td>0.65</td>
<td>0.703</td>
<td>0.712</td>
<td>0.692</td>
<td>0.748</td>
<td>0.694</td>
<td>0.672</td>
<td>0.673</td>
<td>0.691</td>
<td>0.666</td>
<td>0.683</td>
<td>0.734</td>
<td>0.673</td>
<td>0.733</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL Yoga3D</td>
<td>0.694</td>
<td>0.701</td>
<td>0.735</td>
<td>0.724</td>
<td>0.77</td>
<td>0.724</td>
<td>0.713</td>
<td>0.667</td>
<td>0.673</td>
<td>0.701</td>
<td>0.691</td>
<td>0.761</td>
<td>0.713</td>
<td>0.673</td>
<td>0.694</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KLD_M_ViAction</td>
<td>0.691</td>
<td>0.676</td>
<td>0.613</td>
<td>0.681</td>
<td>0.708</td>
<td>0.688</td>
<td>0.685</td>
<td>0.698</td>
<td>0.699</td>
<td>0.629</td>
<td>0.675</td>
<td>0.712</td>
<td>0.691</td>
<td>0.713</td>
<td>0.733</td>
<td></td>
</tr>
<tr>
<td>GoogleNet</td>
<td>KLEF3D_s2K Skeletal</td>
<td>NTU RGB+D</td>
<td>0.708</td>
<td>0.728</td>
<td>0.743</td>
<td>0.724</td>
<td>0.773</td>
<td>0.713</td>
<td>0.723</td>
<td>0.668</td>
<td>0.653</td>
<td>0.663</td>
<td>0.744</td>
<td>0.705</td>
<td>0.731</td>
<td>0.731</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBU Kinect Interaction</td>
<td>0.687</td>
<td>0.74</td>
<td>0.749</td>
<td>0.729</td>
<td>0.782</td>
<td>0.731</td>
<td>0.709</td>
<td>0.71</td>
<td>0.708</td>
<td>0.733</td>
<td>0.705</td>
<td>0.72</td>
<td>0.711</td>
<td>0.719</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL Yoga3D</td>
<td>0.713</td>
<td>0.738</td>
<td>0.772</td>
<td>0.761</td>
<td>0.807</td>
<td>0.761</td>
<td>0.752</td>
<td>0.704</td>
<td>0.713</td>
<td>0.738</td>
<td>0.728</td>
<td>0.798</td>
<td>0.81</td>
<td>0.71</td>
<td>0.731</td>
<td></td>
</tr>
<tr>
<td>ResNet - 50</td>
<td>KLEF3D_s2K Skeletal</td>
<td>NTU RGB+D</td>
<td>0.665</td>
<td>0.718</td>
<td>0.727</td>
<td>0.707</td>
<td>0.763</td>
<td>0.709</td>
<td>0.687</td>
<td>0.688</td>
<td>0.681</td>
<td>0.697</td>
<td>0.749</td>
<td>0.689</td>
<td>0.748</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBU Kinect Interaction</td>
<td>0.687</td>
<td>0.68</td>
<td>0.676</td>
<td>0.688</td>
<td>0.811</td>
<td>0.818</td>
<td>0.882</td>
<td>0.818</td>
<td>0.616</td>
<td>0.681</td>
<td>0.675</td>
<td>0.699</td>
<td>0.681</td>
<td>0.717</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL Yoga3D</td>
<td>0.709</td>
<td>0.716</td>
<td>0.775</td>
<td>0.765</td>
<td>0.839</td>
<td>0.725</td>
<td>0.804</td>
<td>0.685</td>
<td>0.685</td>
<td>0.716</td>
<td>0.706</td>
<td>0.775</td>
<td>0.785</td>
<td>0.688</td>
<td>0.709</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KLD_M_ViAction</td>
<td>0.706</td>
<td>0.691</td>
<td>0.688</td>
<td>0.716</td>
<td>0.696</td>
<td>0.867</td>
<td>0.703</td>
<td>0.663</td>
<td>0.65</td>
<td>0.652</td>
<td>0.646</td>
<td>0.713</td>
<td>0.736</td>
<td>0.688</td>
<td>0.707</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL_D_M_ViAction</td>
<td>0.725</td>
<td>0.755</td>
<td>0.77</td>
<td>0.751</td>
<td>0.8</td>
<td>0.74</td>
<td>0.75</td>
<td>0.695</td>
<td>0.68</td>
<td>0.688</td>
<td>0.69</td>
<td>0.771</td>
<td>0.802</td>
<td>0.732</td>
<td>0.758</td>
<td></td>
</tr>
</tbody>
</table>

classes. Moreover, the proposed work also highlights the used of any single view for testing as against the previous models, where all views are required as input. Consequently, it will be interesting to test the many – to – one cross view performance, where the models are trained with view specific features and tested with only one target view invariant feature.

C. Many – to – One Classifier Performance Evaluation

Here, we train the classifiers with all the views and test it only one target view feature. Table II shows mRA values for multiple sets of training views. The results in Table II show that the performance of the MVSTF model has increased when trained with multiple view features. On the other hand, Inception – V4 has shown to outperform all other classifiers used for experimentation due to the fact that it contains multiple attention layers for selecting maximally contributing vectors.

D. Comparisons against other View Invariant Generation Techniques

The previous models applied spectral clustering with matrix factorization [28], auto – weighted spectral clustering [7] and multi view temporal ensemble [6] are designed to generate complimentary views and correspondingly reconstructing a global view. Additionally, the number of views used in these models is comparatively lower than our proposed work. Increasing the number of views in the above models will increase the computational complexity, which was reduced in MVSTF. Table III presents the comparisons of the above multi view recognition methods with MVSTF.

E. Validation of MVSTF with State – of – the – Art Multi View Methods

Historical validation of the proposed MVSTF is performed by comparing it with state – of – the – art multi view methods in Table IV. The methods selected for comparison have applied some kind of deep learning algorithms.
for generation and classification of view video data. Since the data used in these methods were different, we recreated these models from scratch as given in their respective papers. All the experiments were conducted on the benchmark skeletal datasets used in this work with one-to-one or one-train-test pattern. We present our best result obtained from Inception V4 classifier in this comparison. However, the hyper parameters for the comparison networks was adopted from our Inception V4. The proposed MVSTFE has outperformed the existing models as can be seen in Table IV.

### V. Conclusion

This work proposed a deep learning based spectral embedding method for generating a single global view from a set of multi view features. We trained a 3D CNN on each of the available views and inferring on a target view video data to extract features. Eventually, these target features are combined linearly by calculating the mixing coefficients for making a global feature representation for all possible views. Consequently, the mixing coefficients are computed using spectral embedding in Laplacian eigenspace which preserves proximity between views within the class label. Experimentation has shown that the proposed MVSTFE on 2D video based skeletal sign language dataset and the benchmark action recognition dataset.

---

**Table III. Presents the Results of [28], [7] and [6] along with our Proposed MVSTFE Model on Benchmark Datasets**

<table>
<thead>
<tr>
<th>Multi View Algorithms</th>
<th>Number of Views</th>
<th>VT0</th>
<th>VT1</th>
<th>VT2</th>
<th>VT3</th>
<th>VT4</th>
<th>VT5</th>
<th>VT6</th>
<th>VT7</th>
<th>VT8</th>
<th>VT9</th>
<th>V10</th>
<th>V11</th>
<th>V12</th>
<th>V13</th>
<th>V14</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTU RGB+D</td>
<td>1</td>
<td>0.526</td>
<td>0.526</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
</tr>
<tr>
<td>SVB Kinect Interaction</td>
<td>1</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
</tr>
<tr>
<td>KL Yoga3D</td>
<td>1</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
</tr>
<tr>
<td>KLEF3DSL_2D_skeletal</td>
<td>1</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
</tr>
</tbody>
</table>

**Table IV. Comparison among Different View-based Recognition Techniques**

<table>
<thead>
<tr>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
<th>V9</th>
<th>V10</th>
<th>V11</th>
<th>V12</th>
<th>V13</th>
<th>V14</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTU RGB+D</td>
<td>0.608</td>
<td>0.59</td>
<td>0.574</td>
<td>0.61</td>
<td>0.654</td>
<td>0.659</td>
<td>0.574</td>
<td>0.55</td>
<td>0.601</td>
<td>0.572</td>
<td>0.579</td>
<td>0.568</td>
<td>0.581</td>
</tr>
<tr>
<td>SVB Kinect Interaction</td>
<td>0.617</td>
<td>0.599</td>
<td>0.583</td>
<td>0.619</td>
<td>0.654</td>
<td>0.668</td>
<td>0.583</td>
<td>0.559</td>
<td>0.61</td>
<td>0.581</td>
<td>0.588</td>
<td>0.577</td>
<td>0.567</td>
</tr>
<tr>
<td>KL Yoga3D</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
</tr>
<tr>
<td>KLEF3DSL_2D_skeletal</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
<td>0.559</td>
</tr>
</tbody>
</table>

---
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REFERENCES


Human Activity Recognition in Car Workshop

Omar Magdy
Faculty of Computer Science,
October University for Modern Sciences and Arts (MSA),
Giza, Egypt

Ayman Atia
HCI-LAB, Faculty of Computers and Artificial Intelligence,
Helwan University.
Faculty of Computer Science,
October University for Modern Sciences and Arts (MSA), Giza, Egypt

Abstract—Human activity recognition has become so widespread in recent times. Due to the modern advancements of technology, it has become an important solution to many problems in various fields such as medicine, industry, and sports. And this subject got the attention of a lot of researchers. Along with problems like wasted time in maintenance centers, we proposed a system that extracts worker poses from videos by using pose classification. In this paper, we have tested two algorithms to detect worker activity. This system aims to detect and classify positive and negative worker’s activities in car maintenance centers such as (changing the tire, changing oil, using the phone, standing without work). We have conducted two experiments, the first experiment was for comparison between algorithms to determine the most accurate algorithm in recognizing the activities performed. The experiment was done using two different algorithms (1 dollar recognizer and Fast Dynamic time warping) on 3 participants in a controlled area. The one-dollar recognizer has achieved a 97% accuracy compared to the fastDTW with 86%. The second experiment was conducted to measure the performance of a one-dollar algorithm with different participants. The results show that a 1 dollar recognizer achieved an accuracy of 94.2% when tested on 420 different videos.

Keywords—Machine learning; human activity recognition; pose identification; industry analysis

I. INTRODUCTION

Human activity recognition has gained importance in recent years because of its applications in various fields like health, security and surveillance, entertainment, and intelligent environments. Human activity recognition accounted a lot of researches in different approaches, like wearable devices [1][2][3][4][5], object-tagged[6][7][8], and device-free [9][10][11], to acknowledge human activities. Wasted time has become a prominent problem in various fields of work, and this problem affects the percentage of products and services required in our daily lives. The survey provided by Salary.com [12] found that 89% of workers admitted to wasting time at work every day. The survey showed that 61% claim to waste between 30 minutes to an hour a day. While this may not seem like much, it can add up to 5 hours a week or 260 hours a year/per employee. Maintenance places and factories are the most vulnerable to this issue. The survey depend heavily on human activity, which harms production rates and disrupts many required services. The field of car maintenance has become an important field in our daily life, and car workshops have spread greatly in the recent period, but difficulties have begun to appear inside the maintenance centers. The problem is that workers waste a lot of time while working by doing some negative activities. Fig. 1 shows a worker who uses the phone at work. Moreover, there are a lot of negative activities such as (eating, drinking, talking to others, standing without work...). Besides, it is difficult to have an employee responsible for monitoring the worker for no less than 12 hours.

The maintenance workshop could have dozens of activities some of them are consider positive and other consider negative. However, some activities look very similar such as shown in Fig. 2(a) and Fig. 2(b). The posture of changing oil activity looks very similar in motion trajectory to engine rebuild activity.

The proposed system works by taking an input of recording videos of the worker’s activities inside the maintenance center. The video is classified to determine the number of activities the worker performed such as (Changing the oil, changing the tire, or using the phone...). The classification was done by taking the path (x, y) of the important points in the skeleton...
as shown in Fig.3, Fig. 4 and comparing them with the points that were taken from the collector of the data set. The system can determine the type of activities that the worker performed in the video.

![Changing Oil](image1)

**Fig. 3. Worker Changing Oil.**

![Mobile](image2)

**Fig. 4. Worker use Mobile.**

The main contribution of this paper is to create a human activity recognition system that extract worker poses from the videos by using pose classification. The system used a dollar recognizer (1$) to detect worker positive and negative activities in maintenance workshop. As a result of the presence of many maintenance workshops, a problem occurred which is many workers neglect their work resulting in the occurrence of negative activities. Therefore, this paper is needed to detect the positive and negative activities and differentiate between them without the need for a person to monitor these activities and depend on the computer as an alternative. The purpose of this paper as well as to facilitate the reduction of the waste time done by each worker so they can be more productive. Moreover, positive activity is detected to reward the committed workers and to evaluate the performance of the workers in general.

II. RELATED WORK

Due to the popularity of human activity recognition systems and with the rapid advancement of computer technology, lots of research efforts were dedicated to this subject. Congcong Liu et al. [6], has proposed a activity recognition method that can identify abnormal human activity recognition in surveillance video using a combination of Bayes Classifier and CNN (Convolution Neural Network) to detect the activities and also use KTH dataset as the input of Bayes Classifier and CNN. Another system that is able to recognize human activity is proposed by Bagate et al. [1], which identifies the activity using RGB-D sensors that is developed with deep learning model CNN (Convolution Neural Network) and using knight depth camera for capturing 3-D skeleton data. For Human detection and Motion tracking, Sandar et al. [8], used frame wise displacement and recognition is based on the skeletal model with the deep learning framework to understand human behavior in the indoor and outdoor environment. And in the field of Human activity recognition by sensors, Murat et al. [13], automatically identifies human activity using joint coordinates skeletons and uses two types of deep learning to make classification and use data set of multiple people in the images. Song et al. [5], propose (1D) Convolution Neural Network (CNN) -based method for recognizing the activities using collected accelerometer data from smartphones and this method gave high accuracy of 92.71. And using wearable devices, Tahera et al. [2], used the eSense accelerometer sensor to detect the matching of activity between the head and the mouth, from this collected data some activities of the head and mouth were identified and using the machine learning and deep learning for data classification. Nitin et al. [14], propose to use the TCN (temporal Convolutional Network) to recognize the activities because it better than other deep learning methods, it has strong ability to capture long-term dependencies. Godwin et al. [9], combined gyroscope sensors with accelerometers to detect human activity and perform analysis and recognition using ANN (artificial neural networks). Tsokov et al. [15], use of the 1D synaptic neural network (CNN) with accelerometer data to make recognition of human activity more accurate.

Isah et al. [3] collected hip motion from the different waist mounted sensors, and convert each signal into spectrum image and use them as input to the CNN (Convolution Neural Network). Nacer et al. [16], use entropy point estimate for 1D heat map to separate between human maps and animal maps to give high accuracy in human activity recognition. Selçuk et al. [10] used a novel design to reduce the number of sensors used for human activity recognition and detection by using (EMD) empirical mode decomposition. And Jiewen et al. [4], identified and interacted by focusing on two wearable cameras and the interactive activities that involve only two people. Peter Washington et al. [11], addressed the topic of identifying human activity in the treatment of autism and grouped movements with a handheld camera and used the classifier CNN (Convolution Neural Network) for detecting headhanging in home videos. Hristov et al. [17], proposed a method that classifies human activity by using 3D skeleton data and normalizing it beforehand and it was represented in 2 forms. They applied this method to the UTDMHAD dataset, the system has achieved a 92.4% accuracy rate. Heilym et al. [18] was opposed to the idea of wearing devices and sensors to determine human activities and pointed out that these devices could cause inconvenience to the bearer and could give false results if used in crowded places, so he relied on the camera and determining the activity through the human skeleton features. Salahuddin Saddar et al. [19] have an objective which is to compare some machine learning algorithms...
that were used in human activity recognition such as (SVM, Decision Trees, Random Forests, XGBoost). They tested these algorithms with measurement sensor data that was recently released from the LARA dataset. The XGBoost has achieved the best accuracy with a rate of 78.6%. Ismael et al. [20] took the topic of identifying human activity in terms of reducing aggressive actions inside prisons and on the streets to reduce aggression and used "handcrafted/learned" as a hybrid feature framework that gave it very high accuracy rates. Yusuf Erkan et al. [21] used depth sensor to classify 27 different activities and by using long-short term memory, they analyzed skeleton data. It has achieved an accuracy rate 93%. Halikowski et al. [7], presented a system for monitoring activities inside the factory using (CNN, CNN+SVM, Yolov3) algorithms. They used some activities such as (stopping the furnace operating, checking the solid fuel tank, checking the gear motor and auger, tightening the mounting screws of the gear motor) and achieved an accuracy 94%. The work presented utilize deep learning for extracting features without considering human post estimation. Zhaozheng et al. [22] presented a system for detecting activities in smart manufacturing. They used some activities (grab tools, hammer nail, wrench use, rest lever, screwdriver). They captured these activities using IMU and sEMG signals obtained from a MYO armband. They extract feature using a convolutional neural network (CNN) model. The CNN model is evaluated on this data set and achieves 98% and 87% recognition accuracy in the half-half and leave-one-out experiments. All of the previous explained the importance of identifying human activity in solving some problems in various fields. Alghyaliene et al. [23] has proposed system that detects different actions in the street such as (walking, running, stopping). They measure the movement type by using three different techniques which are (Yolo, Kalman filter, Homography). The method was tested by CCTV camera and BEHAVE dataset, it has achieved an accuracy of 96.9% for the Behave dataset and achieved 88.4% for the dataset that was collected by CCTV camera. Arzani et al. [24] proposed a structural prediction strategy proposed by this system to recognize the simple and complex actions by using probabilistic graphical models (PGMs). These activities require various model parametrization to be spanned, category-switching scheme is used to deal with this parametrization. Three datasets were used to cover the two action types which are (CAD-60, UT-Kinet, and Florence 3-D). This system could recognize simple and complex activities while the previous systems focused on only one type of these two. The system proposed by Archana et al. [25] recognized human activity with Resnet and 3D CNN without using the LSTM-attention model as the 3D CNN is achieved by modifying the 2D Resnet in order to achieve better accuracy, so that the development of detecting, and recognizing real-time human motion has been achieved. The system proposed by Zheng Dong et al. [26] resolves the issue of incomplete feature extraction by a new framework called CapsGaNet which proposed multi-feature extraction, and gated recurrent units (GRU) with attention mechanisms. The constructed dataset was a daily and aggressive activity dataset (DAAD). Moreover, the paper approved that CapsGaNet has efficiently improved the accuracy of recognition. Radhika V. et al. [27] proposed a system that used Random Forest Algorithm (RFA) to recognize human activity using Smartphones. RFA algorithm has different decision trees that is used in classification of the dataset. There were four various evaluation parameters used to measure the performance of the system such as F1 score, accuracy, precision, and sensitivity. The accuracy of the system achieved 98.34%. The system proposed by Navita et al. [28] detects the activity of aged people using the Internet of Things (IoT) monitoring model to monitor the activity of their health state. The SVM has attained 98.03%. The proposed system by Yin Tang et al. [29], a new CNN model that used hierarchical-split (HS) for a huge number of varieties in human activity recognition. Each one feature layer uses multi-scale feature representation by capturing a wide range of receptive fields of human activities. The proposed HS model can achieve high recognition performance compared to similar models complexities. The system achieved 94.10% SOTA accuracy on human activity recognition dataset. The proposed system by Maciej A. Noras et al. [30] discussed the topic of far-field electric field sensors, which accompany different physical events. The determination of activities in the proximity of the sensor is done by field signature signals. Moreover, the paper provided enhancements for electric field sensor usage and signal processing in human and animal motion recognition, perimeter monitoring, moving objects recognition, and electric power faults detection.

Table I shows a comparison between our system and different systems. The first system, Halikowski et al. [7] proposed this system to measure the performance of the worker in the factory, they recognized four different activities which are (stopping the furnace operating, checking the solid fuel tank, checking the gear motor and auger, tightening the mounting screws of the gear motor) in a controlled area using image classification method. They used more than one algorithm such as (CNN, CNN+SVM, Yolov3), their system has achieved a 95.7% accuracy rate. The second system which is proposed by Zhaozheng et al. [22] was used for qualification and evaluation of the workers. They also used

<table>
<thead>
<tr>
<th>Paper</th>
<th>Activities</th>
<th>Algorithms</th>
<th>Methods</th>
<th>Area</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>stopping the furnace operating, checking the solid fuel tank, checking the gear motor and auger, tightening the mounting screws of the gear motor</td>
<td>CNN, CNN+SVM, Yolov3</td>
<td>Image classification</td>
<td>controlled area</td>
<td>95.7%</td>
</tr>
<tr>
<td>[22]</td>
<td>grab tools, hammers nail, wrench use, screwdriver</td>
<td>CNN</td>
<td>Image classification</td>
<td>controlled area</td>
<td>87%</td>
</tr>
<tr>
<td>This paper</td>
<td>changing tire, changing oil, use mobile, stand without work</td>
<td>one-dollar, Fastdtw</td>
<td>Pose classification</td>
<td>uncontrolled area</td>
<td>95%</td>
</tr>
</tbody>
</table>

(Table I. Comparison with similar systems)
image classification to detect four activities which are (grab tools, hammer nail, wrench use, rest lever, screwdriver) in a controlled area, and they achieved an accuracy rate of 87%. Our system was proposed to detect the activities of the worker inside the car maintenance center and differentiate between the negative and the positive activities. To help the workshop owner in measuring the worker performance, the system has used the pose classification method to detect four different activities which are (changing oil, changing tire, use mobile, stand without work). The system was used in an uncontrolled area and on different body characteristics such as (height and weight).

III. PROPOSED SYSTEM

We presented a method that recognized and classified human activity in car workshops performed and captured from videos. It differentiated between the positive activities and the negative activities based on a comparison between input video and dataset stored in the templates. The proposed system used mediapipe for collecting key points of the skeletal joints and used the one-dollar and Fastdtw algorithms to classify the poses.

Fig. 5 shows the system overview, the system has two different way to input which is videos or live camera. The processing part starts with face recognition to differentiate between the workers because there is a large number of workers in the maintenance center. Then the mediapipe starts to extract the poses by calculating the path of each point in the skeleton. The mediapipe can extract 32 points, but this system focuses on extracting five important points which are (shoulder, elbow, wrist, hip, knee). The path of points was saved in a file to be ready for classification by the algorithms. The algorithms start to match these points with the points stored in the data set and send the results to the database to create a report that the managers and workshop owners can see.

\[
D(i, j) = |t(i) - r(j)| + \min \left\{ \begin{array}{ll}
D(i - 1, j) & D(i - 1, j - 1) \\
D(i, j - 1) & 
\end{array} \right.
\]

B. 1 Dollar Algorithm

The one-dollar is a geometric template matcher, the previously stored templates (T) are compared to the candidate strokes (C) resulting in the match that is the closest in 2-D Euclidean space as mentioned in Equation 2. Thus, we have exactly N points that will allow us to calculate the distance between C[k] to T[k] in which k= 1 to N. The most used pairwise point comparisons in the one-dollar algorithm are scale, rotation, and position invariant. One-dollar cannot differentiate between gestures whose identities rely on special orientations, ratios, and locations. One-dollar algorithm does not contain usage of time, as a result, gestures cannot be separated with respect to the speed.

\[
d_i = \sum_{k=1}^{N} \frac{\sqrt{(C[K_x] - T_i[K_x])^2 + (C[K_y] - T_i[K_y])^2}}{N}
\]
IV. EXPERIMENT

A. Experiment 1

The objective from conducted this experiment was to find out the most accurate algorithm in determining the activity performed by the worker inside the maintenance center. Besides, how it is estimated to differentiate between positive and negative activities.

This experiment was conducted on 3 participants by recording 3 video streams with a duration of 7 minutes for each video. The system has 84 videos of four different activities, including the positive and the negative activities in the different sequences. Each activity was repeated 7 times in each video 4 from the right side and 3 from the left side. The input to our system is split videos for each sequence of activities, the duration is 25 seconds for each video. Consequently, After that, the videos were inserted into the system and extracted the important points in the skeleton to determine the path of each point (the X-coordinate and the Y-coordinate) using mediapipe, and save them in a file to be ready to be tested by the algorithms. The system calculated the accuracy of each algorithm in identifying and distinguishing between activities.

In this experiment, we were able to choose the best algorithm by testing each one of them separately, the one-dollar recognizer was able to give the best accuracy rate of 97% regarding the following activities: (changing tires, changing oil, using mobile, and standing without work). The rate of the fastDtw algorithm was 86% in the same previously mentioned activities as shown in Table II.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Activities</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-dollar</td>
<td>changing tire</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>changing oil</td>
<td></td>
</tr>
<tr>
<td></td>
<td>use mobile</td>
<td></td>
</tr>
<tr>
<td></td>
<td>stand without work</td>
<td></td>
</tr>
<tr>
<td>FastDtw</td>
<td>changing tire</td>
<td>86%</td>
</tr>
<tr>
<td></td>
<td>changing oil</td>
<td></td>
</tr>
<tr>
<td></td>
<td>use mobile</td>
<td></td>
</tr>
<tr>
<td></td>
<td>stand without work</td>
<td></td>
</tr>
</tbody>
</table>

B. Experiment 2

This experiment was conducted to measure the performance of one-dollar algorithm with an increase in the number of participants.

We asked 15 participants to do a sequence of activities in different stream videos. The scenario of the activities was changing tire, use mobile, changing oil, stand without work and it was changeable from one to another. The average duration of the activity in the video was 30 seconds. Each activity was repeated 7 times 4 from the right side and 3 from the left side. The average age of the participants ranged from 19 to 23 years, and the characteristics of the body were also different. Afterwards, the videos were entered into the system, and the system was able to extract 420 videos for a range of different activities in uncontrolled environments. Through this experiment, we were able to measure the accuracy of the system in identifying activities in different conditions.

In this experiment, with large number of participants, experts in the field of mechanics, as well as workers from maintenance centers, the system was able to extract 420 videos, and the one-dollar algorithm started the stage of identifying activities. It achieved an accuracy rate of 94.2%.

C. Discussion

After the two experiments have been done, there’s a discussion to explain why these results appear in both. The first experiment was to determine the most accurate algorithm, and the result was that one dollar was more accurate than the fastDtw, which is because the One dollar recognizer has been built over fast dynamic time warping (fastDTW), and both can determine path differences between two trajectories. But the difference between them is that one dollar recognizer reduces the noise in orientation by taking the angles into its calculations, which gives preference to one dollar in the accuracy ratios. The second experiment was to test the performance of the one-dollar algorithm in determining the activity of a large number of participants. The results showed that there was a significant difference in accuracy ratios between the activities. The activity of changing the tire was more subtle because this activity differed from the other activities in the motion trajectory, and the activity of using mobile and standing without work had high accuracy, but there were few similarities between them. The oil change activity has a similar motion trajectory with the two activities (use mobile, standing without work), which reduced its accuracy as shown in Fig. 6.

The aim of this paper was achieved by using the method of pose classification to extract the pose points from the input video, after extracting the points, a one-dollar algorithm is used to match the extracted points with the collected dataset. As a result, we detect the activities and classify them whether they are positive activities or negative activities. We tested the previous method on 18 participants to prove the accuracy of the mentioned method which reached 94.2%.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a human activity recognition system in a car workshop that would help maintenance center owners to identify positive or negative worker activities correctly and efficiently. Our system used pose classification to extract workers poses and used two different algorithms to
detect the activities. The system achieved an accuracy rate of 94.2% using this method. However, we are confident that the accuracy of this system will improve with more test videos and that we will increase the activities on which the experiment was conducted in the future. Our future work focuses on calculating the wasted time of each worker. Besides, solving problems such as obstacles (engine hood) that appear while identifying the activities. The system achieved an accuracy rate of 94.2% using this method. However, we are confident that the accuracy of this system will improve with more test videos.
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Abstract— The Internet of Things (IoT), currently, is one of the most interesting technology trends. IoT is the foundation and driving force for the development of other scientific fields based on its ability to connect things and the huge amount of data it collects. The IoT Platform is considered the backbone of every IoT architecture that not only allows the transfer of data between user and device but also the feed of high-level applications such as big data or deep learning. As a result, the optimal design of the IoT Platform is a very important issue, which should be carefully considered in many aspects. Although the IoT is applied in multiple domains, there are three indispensable features including (a) data collections, (b) devices and users management, and (c) remote device control. These functions usually come with some requirements, for example, security, high-speed transmission, low energy consumption, reliable data exchange, and scalable systems. In this paper, we propose the IoT Platform, called BMP (Broker-less and Microservice Platform) designed according to microservice and broker-less architecture combined with gRPC protocol to meet the requirements of the three features mentioned above. Our IoT Platform addresses five issues: (1) address the limited processing capacity of devices, (2) reduce energy consumption, (3) speed up transmission rate and enhance the accuracy of the data exchange, (4) improve security mechanisms, and (5) improve the scalability of the system. Moreover, we describe the evaluation to prove the effectiveness of the BMP (i.e., proof-of-concept) in three scenarios. Finally, a source code of the BMP is published on the GitHub repository to engage further reproducibility and improvement.

Keywords—Internet of Things (IoT); gRPC; Single Sign-On; Broker-Less; Kafka; Microservice; Role-based Access Control (RBAC)

I. INTRODUCTION

The application fields of the Internet of Thing (IoT), currently, are increasingly diverse including smart cities, healthcare, supply chains, industry, agriculture. According to [1], there will be approximately 75.44 billion IoT connected devices in 2025. IoT Platform is an intermediary system that acts as an “adhesive layer” to connect devices with users. There are many architectures outlined to optimize the IoT system, including 5-layer architecture in order from low to high: Things, Connect, Collect, Learn and Do introduced in book [2]. This architecture facilitates it easy to separate each specific group of roles required of an IoT Platform. The fields of application of the current IoT are varied, it is challenging to use a specific architecture suitable for every practical application. However, we generally draw features that are indispensable for an IoT system, namely, i) data collection; ii) device and user management; and iii) remote device control. These three features are the Things, Connect and Collect layers, respectively [2].

The Things layer are the group of physical devices that directly collect data or perform an action based on a control command from the user. The device is usually limited in power, processing and bandwidth [3]. So, the most important requirement of the Things layer is balanced between processing capabilities and power consumption of devices (1).

The Connect layer is responsible for transmitting data. So, this layer is determined by transmission protocols which are suitable for the hardware and network processing capabilities of the devices in the Things layer. So, the most important requirement of the Connect layer is to ensure fast transmission speed and reliable transmission (2).

The Collect layer is responsible for gathering data from devices and users. The information can be very sensitive since it relates to user privacy, especially medical or financial IoT applications. So, the most important requirement of the Collect layer is a security mechanism (3).

In addition, the system scalability and resilience should be concerned as important factors in IoT platform design (4).

There are five popular IoT protocols namely Hypertext Transfer Protocol (HTTP), Constrained Application Protocol (CoAP), Extensible Messaging and Presence Protocol (XMPP), Advanced Message Queuing Protocol (AMQP), and Message Queuing Telemetry Protocol (MQTT) [4].

Regarding to limited processing ability and power consumption (1): There are many studies comparing the advantages and disadvantages of the above-mentioned protocols [1], [5], but for the communication in constrained networks bandwidth, MQTT and CoAP are proposed to be used [6]. Furthermore, regarding energy consumption, MQTT is lower than CoAP [7], so MQTT is the most favorite protocol used by developers [8].

Regarding to transmission rate (2): MQTT is twice as fast as CoAP [9], MQTT has three levels of Quality-of-Service (QoS) from 0 to 2. Selecting these QoS levels is a trade-off between the reliability of packet transmission (rate of loss on the link), transmission rate, and energy consumption. The transmission rate of QoS-0 is the fastest, but this has the lowest reliability [10]; whereas, the opposite is the QoS-2. On the one hand, the energy consumption of the QoS-0 level is only about 50% of the QoS-2 level [11].
Regarding to security mechanism (3): MQTT has many limitations [10]. Scenarios that attack the Integrity, Availability, and Authentication and Authorization mechanisms of MQTT are outlined in [12].

Regarding to system scalability and resilience (4): MQTT protocol is used in popular IoT frameworks including well-known companies (e.g. IBM, Amazon and Microsoft) [13]. The MQTT protocol uses a pub/sub architecture [14], with the MQTT broker at the center. The MQTT subscriber (client), connects to the broker and sends messages to topics. Brokers rely on topic to route the packet, meaning that subscribers who subscribe a topic will receive all messages sent to that topic. This easily leads to a single point failure [15] error at the central broker location. In addition, MQTT is created for transmission purposes. Therefore, MQTT broker does not provide message storage as well as guarantee the order of messages when it reaches the receiver [16]. This is also an important issue to be considered as the weakness of the system using MQTT.

Addressing the MQTT issues, the aim of this paper is to propose a new IoT platform, called BMP, built on broker-less and microservice architecture. We used gRPC protocol to build the broker-less architecture at the Collect layer and Connect layer for gateway devices. This architecture provides a peer-to-peer communication between sender and receiver in BMP instead of using a central broker to coordinate topic-based messages. Collected messages will be sent to the message queue (Kafka) which provides a caching message mechanism to reduce lost messages when system error occurs. Furthermore, the microservice architecture ensures fault tolerance, scaling horizontally, availability, and carrying capacity of the BMP [17]. Moreover, we define a management model to manage the components in the BMP including users, devices, and communication channels. The management model is built on the RBAC (role-based access control) model combined with the single sign-on and the user organization to achieve authentication and authorization. To engage further reproducibility or improvement in this topic, finally, we share the completely code solution which is published on the our Github.

The rest of the paper is organized as follows. In Section 2 we provide knowledge about the technology used in the paper. Section 3 discusses related work. We introduce our IoT Platform and describe the proof-of-concept in Sections 4 and 5, respectively. Section 6, we discuss our test results. Finally, we summarize the paper and provide the potential directions for future work.

II. BACKGROUND

A. gRPC

The gRPC[2] is an open-source framework developed by Google for implementing RPC (Remote Procedure Calls) API via HTTP/2. The gRPC provides a new reality for RPC by making it interoperable, modern, and efficient using technologies such as Protocol buffers and HTTP/2. HTTP/1.1 protocol was born in 1997. With each request sent from the client to the server, a TCP connection is created. Connection processing must go through a three-way handshake. This takes a lot of time. In addition, the headers in each request are plain text with lots of data fields and are not compressed and the headers usually have the same data. Therefore, the header occupies a significant size and is duplicated many times in the requests, leading to consuming a lot of bandwidth. HTTP/2 protocol was born in 2015 created by Google to overcome the above problems. HTTP/2 protocol supports multiplexing so it is possible to send multiple requests in parallel on an established TCP connection. This reduces bandwidth suitable for devices with limited hardware. Protocol buffers are a popular technology for data structures developed and used in communication between google services. The developer will define the data structure in the .proto file. The Protoc compiler then compiles the .proto file into any language it supports. At runtime, the data is compressed and normalized to binary. The gRPC is fully compatible with embedded devices [18]. This protocol provides four communication types including unary, server-streaming, client-streaming, and bidirectional streaming [19]. In Unary, the client sends a request, then the server sends back a response. In server-streaming, the client sends a request to the server, then the server sends back multiple responses on the same TCP connection. The order of messages for each stream is guaranteed to be the same between client and server. In client-streaming, the client sends multiple requests to the server, then the server sends back only one response to the client on the same TCP connection. In bidirectional-streaming, the client sends multiple requests to the server, then the server sends back multiple responses on the same TCP connection without waiting for response time.

B. Kafka Message Queue

Kafka[3] is a distributed messaging system. It can transfer a vast number of messages in real-time. When the receiver has not received the message, this message is still stored on the message queue and the disk. This feature allows reducing lost messages when a system error occurs. The structure of Kafka includes the following main components [20]: producer, topic, partitions, consumer, broker, and zookeeper. A producer can be any application that publishes messages to a topic. A topic is a category or feed name where the record is published. The topics are divided into different segments, which are called partitions. A consumer can be any application that subscribes to a topic and consumes messages. Kafka cluster is a set of servers, each of which is called a broker. Zookeeper used to manage and arrange brokers. Kafka-Pixy[4] is a dual API (gRPC and REST) proxy for Kafka with automatic consumer group control.In this paper, we use Kafka-pixy open source to communicate between Kafka message queue and other microservice in BMP by gRPC protocol. Detailed source code can be found at the link[5].

C. Oauth and Single Sign-On

Oauth version 2.0[7] stands for Open with Authentication or Authorization. Oauth was born to solve the above problem and beyond, this is an authentication method that helps applications

[5]https://github.com/thanhlam2110/Kafka-gRPC-Producer
[7]https://oauth.net/2/
to share resources without sharing username and password information.

Single Sign-On (SSO) is a mechanism that allows users to access many websites and applications without simply logging in once. Once identified in an application A, it will also be identified in application B without repeating the login operation. This feature is suitable for IoT applications because a user can be a customer of many different IoT service providers [21]. In this paper, we use open source CAS Apereo which is modified by us to implement SSO service and OAuth protocol. Detailed source code can be found at the link\footnote{https://github.com/thanhlam2110/cas-overlay-template}.

D. Microservice Architecture

Microservices are an approach to developing an application using a set of small services, a service that will run its own process independently, usually an HTTP resource API. This modern architecture allows for the creation of larger, more complex, and scalable applications [22]. Applications using the microservice architecture are very easy to maintain because the modules are completely separate from each other. It also provides high reliability since a service failure does not affect other services at all [23]. The microservice architecture is also easily extensible. The only weakness of the microservice architecture is the complex deployment process [24].

III. RELATED WORK

A. Broker-less Architecture in IoT

Lu et al. in [25] described a solution to collect the data while meeting the confidentiality requirements via fog computing-enhanced IoT devices. They used a one-way hash string to authenticate IoT devices, then applied the Chinese Remainder Theorem to aggregate data generated by different IoT devices. They also took advantage of Uniform Paired Encryption to provide data security. Some interests of the proposed solution include i) fault tolerance, ii) solving heterogeneity problems in partial mode. Moreover, Lam et al. [26], [27] applied the broker-less architecture in their IoT platforms. However, their resolution applied a common privacy rule, differential privacy, to all IoT devices causing unintentional amounts of sensitive data to be accepted. Applying the access control model can solve this drawback [28], [29], where only authorized objects can accessed data [30], [31].

Furthermore, in the industrial environments, some research directions have applied IoT based on decentralized architecture to meet the requirements for specific system. For example, in [32], the authors focused on the varying IoT protocols in a distributed control platform by concentrating on the times and limits of the transit for different parameter options. Standardized system configuration exploits the embedded Raspberry Pi development board with open source protocol implementation for efficacy measurement, including scalability effectiveness with various data consumers in an automated network chemical. Leveraging the on-board computing resources of distributed embedded systems in the edge computing paradigm for industrial automation was argued in [33].

B. IoT Platform based on Microservice

The microservices architecture is introduced to address the traditional monolithic issues. For example, microservices architecture was introduced to fill this gap [34]. This article focuses on summarizing prior work that used the microservices benefits in designing their architecture rather than detailing how it works and the direction of development.

For the framework, Amazon offers AWS IoT Greengrass\footnote{https://docs.aws.amazon.com/greengrass/latest/dg/gs-index.html} as a solution to migrate analytics capabilities directly to edge devices (e.g., smartphones). Microsoft Azure provides similar functionality to Azure Stream Analytics on IoT Edge\footnote{https://azure.microsoft.com/en-us/services/azure-stream-analytics/}, enabling users to use near-real-time analytic functionalities by using Azure Stream Analytics on IoT-applied devices. However, these frameworks neither provide any functionality to move Lambda calculation to and from cloud edge devices nor mix with exterior stream processing engines.

For the application, Lam et al. [35], [36], [37] applied microservice architecture to define the healthcare and IoT-Platform applications. In addition, Maia and associates [38] presented IRRISENS, which is designed based on microservices architectures used in agricultural environments to sense soil, crop, and atmospheric parameters.

IV. BMP ARCHITECTURE

The BMP is designed according to microservice architecture, and broker-less architecture including Thing layer, User layer, Edge layer and Cloud layer, as shown in Fig. 1:

The Thing layer is the group of sensor or physical devices. These devices are responsible for measuring environmental parameters such as humidity, temperature or patient health parameters, etc. depending on the IoT application.

In each of these devices, we implement two services i) collection data service (client) and ii) control service (client). The former is responsible for streaming data collected from the environment according to a predetermined collection data server (server) in the IoT Platform. This data streaming is only performed when the client is authenticated and checked the things’ role by the Single Sign-On service. The latter receives control commands from the control service (server) through the message queue system. The Edge layer including gateway devices. The Edge layer includes gateway devices. In each gateway, we implement two services: collect data service client-side (CDC) and control service client-side (CSC). The CDC receives data from devices in the Thing layer, then sends it to the Cloud layer. The CSC receives control commands from User layer throughout Cloud layer.

The User layer is the groups of users, with different roles, registered to use IoT services. Users can control and monitor the device state by using the control service and the collect data service, in turn. This is performed after passing at the authentication phase and verifying at the authorization phase by the Single Sign-On service and RBAC model, respectively. Besides, users can manage device information (for instance, create, delete, disable, active, or manage) their child users...
(register, disable, active) through the Object Management service. Furthermore, users can create management information about devices and communication channels. This information is metadata and stored in a database helps users easily manage their devices and be aware clearly of where they send your messages. For example, user A can create/delete/update his device and communication channel information. Moreover, users are organized hierarchically according to a tree model so high-level users (aka parent-user) can manage low-level users (aka child-user). For example, user A (high-level) can enable or disable user B’s status (low-level). If user B is disabled, user B can not interact with BMP. This feature is similar to the company model with user A as manager role and user B as staff role. In addition to the user and things layer services, the IoT platform has a Load balancing service to balance the load for the whole system. Besides, the Message Queue service is responsible for routing control packets from user to things and data collected from the things layer. Message Queue also stores messages going through the IoT Platform, ensuring that it could receive messages after recovery even the service fails. Data processing service analyzes data in-depth level.

The Cloud layer is the main processing part of BMP including load balancing (LB), collect data service server-side (CDS), control service server-side (CSS), single sign-on service (SSO), message queue (MQ), object management service (OMS), data processing service (DPS), and database (DB). The LB is responsible for distributing incoming traffic to ensure the Cloud layer is not overloaded. The CDS receives messages from CDC. These messages include Oauth access token and data collected from the Thing layer. The access token is verified by the SSO. If the access token is valid the data will be sent to the MQ, otherwise, the data will be discarded. The CSS receives messages from users in the User layer. These messages include an Oauth access token and control command. Similarly, the access token is verified by the SSO. If the access token is valid the control command will be sent to the MQ, otherwise, the the control command will be discarded. Thanks to gRPC’s multiplexing feature and client-stream method, we only need to establish an http/2 connection between CSC and CSS or CDC and CDS to send the access token and a bunch of data at the same time. This helps to reduce system bandwidth as well as power consumption on the gateway. The MQ is responsible for distributing data to the DPS for deeper analysis or the DB for storage and control commands to the CSC in the Edge layer.

V. IMPLEMENTATION

In this paper, we have implemented the services outlined in the proposal section including: single-sign on service (SSO)\(^9\), collect data service (CDC and CDS)\(^10\), and object management service (OMS)\(^11\). The model for the development and interaction between the symbolic services in Fig. 1 is as follows: (1a-5a) the collect data flow, (1b-5b) the control thing flow, and (1c) the object management thread.

The collect data flow details are shown in Fig. 2. The Things layer collects data from sensors and periodically sends them back to the gateway at the Edge layer (sending data periodically to help save energy). The CDC on gateway creates

---

\(^9\)https://github.com/thanhlam2110/iccs-ssoservice

\(^10\)https://github.com/thanhlam2110/iccs-collect-data-svc

\(^11\)https://github.com/thanhlam2110/iccs-object-management-svc
a single gRPC connection to both send access token, thing-id and streaming data to CDS - process 1a in Fig. 1. This is the multiplexing feature of the gRPC protocol, which was introduced in section 2.1. So the data sent from CDC to CDS is the combination of access token, thing-id, and collected data from sensor. Next, the CDS sends the access token and thing-id to the SSO service (process 2a) to verify access token and check role, the test result is returned (process 3a). If the token is authenticated and the role is verified, CDS will stream the bulk of collected data to MQ (process 4a), whereas the CDS will drop all data and return the error to CDC. MQ will distribute data to DPS for in-depth analysis (process 5a).

The control thing flow details are shown in Fig. 3. The user creates a single gRPC connection to both send the access token, things-id and control command to the CSS (process 1b). The CSS sends the access token and thing-id to the SSO service to verify access token and check role. Role-based access control integrated on SSO service uses user-id (get from check access token process) and thing-id to verify the device which the user wants to control belongs to the user or not (process 2b). Next, the check result is returned to the CSS (process 3b), if it is valid, the control command will be sent to the MQ (process 4b). The CSC on gateway subscribes to the channel (aka Kafka topic) on the MQ which is created by the user to be dedicated to receive control commands. When the MQ receives the control command, the CSC also receives it (process 5b).

The object management flow provides APIs for users to interact with the database. The Single Sign On service will also use the data stored here to authenticate and verify the roles of users and things. We implement RBAC combined with Single Sign-On to provide role-based authentication and authorization for Things and Users. However, the concepts of users’ roles and things’ roles are somewhat different.

We define the users’ role including permissions that affect their devices and child users.

About users’ role on their child user, a parent user can create/delete/enable/disable child user. For example, user A can create management information for user B who is the visitor to user A’s house. In this case, user A is the parent-user and user B is the child-user of A. With management information, user B is allowed to control some devices in user A’s home. When user B leaves, user A deletes user B’s information, which means user B can not interact with user A’s home. We implement the user management by the model tree with the child-user has an attribute user_parent_id field equal to the parent-user’s username. This organization user model allows BMP to be flexibly applied to the business of implementing hierarchical user management.

About users’ role on their devices, the user can create/delete management information, enable/disable, or assign/unassign (to another user) their devices. For example, user A can choose some devices that user B can not control when user B visits user A’s house by unassigning these devices to user B. To do this, we provide APIs that allow user-id and thing-id mapping. Then, SSO will check this information when a user wants to control devices. In addition, OMS also provides APIs for users to create/delete communication channels management information. This channel information allows users to assign their devices to send and receive messages on it. This function helps users be aware clearly where they share data.

VI. Evaluation

The BMP design is based on microservice and broker-less architecture. To evaluate BMP, we deploy the Cloud layer on the Amazon EC2\(^1\) platform with each service equivalent to a virtual machine with 1GB RAM and 1 vCPU configuration. For the gateway, we deploy CDC and CSC on the Raspberry Pi 3 model B\(^1\) module with CPU quad-core, 1.2 GHz and 1GB RAM.

In this paper, we perform three test scenarios to evaluate BMP with aspects transmission rate, power consumption, and security mechanism.

**Scenario 1**: We measure the Round Trip Time (RTT) from when CDC streams data until it is received by the message queue. In addition, we also look at the error rate (number of messages lost per total number of messages). We assume the data in this test case is data = access token + string, with string = "hello number" + for (i=1;i<number_of_messages;i++). Measured results are shown in Table I.

The test results are quite good as we only deploy the evaluation on low-configuration servers. All messages are received in full and in order. By using gRPC which allows sending multiple messages on one connection, we achieve very fast transfer speed while still satisfy the whole process of checking and validating before describing data as described in Section 5.

**Scenario 2**: We measure CPU and RAM usage to evaluate power consumption when streaming data. We use the htop\(^2\) tool, a tool that allows real-time monitoring of system processes. Similarly test scenario 1. We assume the data in this test case is data = access token + string, with string = "hello number" + for (i=1;i<number_of_messages;i++).

As a result in Table II, at the no-load and 10000 messages levels, we recorded the value as 0, which means that the resource usage of the services is shallow (no-load) or takes place in a concise time (10000 messages); therefore, the measuring tool hardly records any change in resource usage. For the high load case (50000-100000 messages), the result shows that the resource consumption is very low. Furthermore, in practice, it is not always the thing that streams a large amount of data like in this scenario. This shows that our adoption of gRPC to the IoT Platform gives outstanding results, suitable for devices with low hardware.

**Scenario 3**: We capture the message that is transmitted between sender and receiver to analyze security risk. We use Wireshark\(^3\) to capture the transmitted message. Wireshark is network packet analyzer software. Its job is to capture all network packets and then display the data of that packet in the most detail. We set up the test scenario to compare the security mechanism between MQTT and gRPC protocol. We use Wireshark to capture messages that are transmitted between the

\(^{1}\)https://aws.amazon.com/
\(^{2}\)https://www.raspberrypi.org/products/raspberry-pi-3-model-b/
\(^{3}\)https://www.wireshark.org/
The analyzed message result of MQTT and gRPC protocol is shown in Fig. 5 and Fig. 6, respectively.

According to Fig. 5 and Fig. 6, while MQTT protocol easily gets topic information as well as message content, in this case MQTT topic is "thanh-lam" and message is "Hello Thanh Lam", gRPC protocol provides packet encryption. This result proves that the gRPC protocol has a better security mechanism than the MQTT protocol.

<table>
<thead>
<tr>
<th>Number of messages</th>
<th>100</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>50000</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTT (s)</td>
<td>1.5</td>
<td>4.07</td>
<td>14.79</td>
<td>27.05</td>
<td>138.02</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, we propose the IoT Platform, called BMP, using the broker-less and microservice architecture. The broker-less architecture helps our IoT Platform reduce a single point of failure in comparison with brokering architecture. Furthermore, microservice architecture helps BMP easily scale out, reducing downtime when errors occur. The combination of broker-less and microservice architecture also helps 3rd parties easily integrate with BMP. Third-party developers only need to call the API and don’t make major changes to the
TABLE II. THE RESULT OF THE SECOND SCENARIO

<table>
<thead>
<tr>
<th>Number of messages</th>
<th>No load</th>
<th>10000</th>
<th>50000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raspberry Pi</td>
<td>CPU</td>
<td>0</td>
<td>0</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>RAM</td>
<td>0</td>
<td>0</td>
<td>2.5%</td>
</tr>
<tr>
<td>Collection data</td>
<td>CPU</td>
<td>0</td>
<td>0</td>
<td>8.2%</td>
</tr>
<tr>
<td>service (server)- CDS</td>
<td>RAM</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

Fig. 4. Capture Transmission Message using Wireshark.

Fig. 5. MQTT Protocol Message without Encrypted Format.
BMP’s architecture. Moreover, we chose gRPC as the main protocol for BMP because of its advantage in privacy, power consumption, speed, and reliable transmission in comparison with MQTT. In addition, the gRPC protocol works peer-to-peer which is suitable for broker-less implementation. BMP also provides authentication and authorization mechanisms for users, devices, and communication channels thanks to the combination of single sign-on (SSO) and role-based access control (RBAC). The BMP allows users to manage their devices and channels to aim at users clearly aware when they share data. The hierarchical organization of users as a tree model helps enhance flexibility. In the future, we will focus on the decentralized identity for IoT users and devices by applying blockchain.
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Abstract—A denial-of-service (DoS) attack is a coordinated attack by many endpoints, such as computers or networks. These attacks are often performed by a botnet, a network of malware-infected computers controlled by an attacker. The endpoints are instructed to send traffic to a particular target, overwhelming it and preventing legitimate users from accessing its services. In this project, we used a CNN-LSTM network to detect and classify DoS intrusion attacks. Attacks detection is considered a classification problem; the main aim is to clarify the attack as Flooding, Blackhole, Normal, TDMA, or Grayhole. This research study uses a computer-generated wireless sensor network-detection system dataset. The wireless sensor network environment was simulated using network simulator NS-2 based on the LEACH routing protocol to gather data from the network and preprocess to produce 23 features classifying the state of the respective sensor and simulate five forms of Denial of Service (DoS) attacks. The developed CNN-LSTM model is further evaluated on 25 epochs with accuracy, Precision score, and Recall score of 0.944, 0.959, and 0.922, respectively, all on a scale of 0-1.
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I. INTRODUCTION

Wireless Sensor Networks is regarded as one of the prominent research topics. The technology is an ideal solution for numerous applications in various fields like telecommunication, military, healthcare, research, and agriculture, amongst others [1]. Aziz et al. [2] reported the application of wireless sensor networks in detecting natural disasters such as earthquakes, flooding, or volcanoes. The widespread WSNs usage has introduced many security threats in the implementation and deployment phase. Wireless sensor networks are susceptible to different attacks due to unique constraints like storage capacity, restricted processing power, and battery power capacity.

People worldwide rely on networking systems to bring new ideas and answers to their issues and help them meet their basic requirements. New and most often used technological innovations include sensors that allow users to receive remote data and utilize it for their specific purpose. Sensors are being used by Internet of Things (IoT) devices [28], which are becoming more popular. Recently researchers’ intention over Wireless Sensors Network (WSN) increased, and several research publications have been added over the research repositories. Despite the advantages of WSN, several security loopholes can be exploited to receive DoS attacks. While using WSN applications, users can face several types of security threats that can cause data breaches [29]. Researchers have been attempting to develop new security solutions in order to prevent DoS attacks from succeeding in their endeavors. Several technological advancements have helped develop novel approaches to infiltrate and prevent such attacks. Still, deep learning has brought about the most effective approaches for preventing such security risks and DoS attacks [30].

DoS attacks are attacks on a service (network or application) that overload the service and prevent it from delivering services to the rest of the network or application’s users. When a DoS assault is launched, it floods your site or the supporting infrastructure with a large amount of traffic from various sources, often preventing access to the site for the duration of the attack. Cloudflare, for example, is one of the services that provide DoS protection for websites. When it comes to defending against DoS attacks, it might be pretty challenging. Because it is coming at you from all over the Internet and all over the globe, there is almost no way to block the transmission of that deluge of illicit material. You have no control over it. Fortunately, specific DoS attacks may be detected and blocked upstream from the target (with the assistance of the ISP/backbone that hosts the target/victim). In contrast, others transmit data indistinguishable from a genuine user [20].

With limited resources, inadequate infrastructure, and a massive quantity of WSN use on our hands, we were forced to deal with a slew of security challenges. Assaults on the World Wide Web (WSN) are commonly targeted by Distributed Denial of Service (DoS) attacks. DoS attacks may be identified and avoided by several security measures that have been put in place by researchers, but preventing them is not a straightforward task. In order to safeguard WSN against such assaults, researchers are deploying dependable and easy-to-use security measures based on deep learning techniques.

This study investigates the defense mechanism for denial-of-service attacks in wireless sensor networks. The results of this deep learning technique were evaluated on a specialized wireless sensor network dataset called WSN-DS, having numerous normal and numerous attack circumstances to authenticate their efficiency in detecting Denial of Service attacks. The denial of service attacks can take place at any of the layers of the TCP/IP protocol stack [3,4]. Presented in Table 1 are the different types of denial of service attacks available in each layer of the TCP/IP protocol stack. However, there is a range of DoS attacks that exist at each layer.
II. LITERATURE REVIEW

In recent years, there has been a rise in published studies on Wireless Sensors Networks (WSN). Despite the benefits of WSN, it is vulnerable to DoS assaults because of several security flaws. Users using WSN services may be exposed to various security risks, some of which may result in data breaches. DoS attacks are becoming more common, and researchers prevent them from succeeding. There have been several technological breakthroughs that have made it easier to penetrate and protect against these assaults. However, the most successful techniques to avoid such security threats and DoS assaults have been developed using deep learning.

Numerous studies have detected and classified attacks in overall security architecture and wireless sensor network attacks. The study presented by Alsheikh [6] discussed different algorithms, applications, and strategies of machine learning in a wireless sensor network. The study also highlighted some notable challenges facing the performance of wireless sensor networks, such as quality of service (QoS), query processing, security, energy awareness, and event identification, though the study only highlights the qualitative evaluation of this work.

In the work of Gundunz et al. [5], a survey of machine learning solutions for identifying denial of attacks was presented. This study reviewed the DoS discrepancy available at each layer of the TCP/IP protocol stack and concentrated on the network layer attacks.

Sudar et al. [20] proposed an ML model in SDN to identify DoS attacks in KDD99 dataset. They have used SVM and Decision tree algorithm to detect the attacks due to its accurate classification and less complexity. They claimed that the proposed algorithm (SVM) gives a good performance level of 80%.

Anomaly detection in big data analytics addressed by [21], based on a big data analytics framework, in which the authors handled structured and unstructured data streams and batch processing techniques. The authors used the WIDE backbone dataset gathered in real time. They recognized 5 types of attacks, which are DoS attacks, HTTP flashcrowd attacks, flooding attacks, abnormal UDP and TCP using machine learning. The attack was identified by using 5 supervised machine learning techniques: Decision Trees (DT), Naïve Bayes (NB), Neural Networks (NN), Support Vector Machines (SVM) and Random Forest (RF).

Almomani et al. [22] used eight different machine learning models in detecting DoS attacks which are: Naïve Bayes (NB), Decision Trees (DT), Random Forests (RF), Support Vector Machine (SVM), J48, Artificial Neural Networks (ANN), K-Nearest Neighbor (KNN) and Bayesian Networks (BN). They used the WSN-DS dataset for their experiment and performed feature selection based on expert survey. The authors reported that the Random Forest algorithm achieved the best results with a True positive of 99.7% accuracy, out-performing the ANN model with a True positive of 98.3%.

In [23], the authors have proposed a method provides two level of security, they have implemented suspicious detection module in the first level of security, and they imposed machine learning based C4.5 decision tree model in the second level. First inbound traffic is handled by a suspicious data detection engine. If traffic is suspected to be an attack based on entropy values, a temporary alert is generated and sent to OpenFlow switches the controller to save that particular flow. This module facilitates early detection of attacks. This module results once again through Level 2 security. This module provides results by analyzing additional characteristics of the traffic. The output of this module is considered the final result. This module helps detect attacks with a low false positive rate. If it is an attack, this module sends an alert to drop packets and remove the flow from the flow table. By using these two levels authors can help for early detection of DoS attack with low false alarm rate.

Wu et al. [24] proposed a CNN+RNN hierarchical neural network, which they named LuNet. It consists of multiple layers of CNN and RNN, both networks learn together from their input data. Their proposed model was tested on the NSL-KDD and UNSW-NB15 datasets [25]. They performed binary and multi-class classification and achieved maximum accuracies of 99.36% and 99.05%, respectively. Both results are in the NSL-KDD dataset.

This research [27] aims to evaluate the effectiveness of machine learning classification algorithms in detecting flooding-grey hole, and black hole distributed denial of service attacks in wireless sensor networks. We conducted our review using a WSN-based dataset, referred to as WSN-DS, and took the accuracy and speediness measures into account. The results show that the J48 approach is the most accurate and fastest way for identifying grey hole and black hole attacks. At the same time, the Random Tree method is the most accurate and fastest method for detecting flooding assaults. The J48 approach is the most efficient for speed, requiring an average of 0.54 seconds of processing time per sample.

III. SECURITY OBJECTIVES IN WIRELESS SENSOR NETWORKS (WSNs)

In wireless sensor networks, the security objectives are essential aspects of WSNs that must be addressed to avoid security compromise of any kind. There has been an ever-growing application of WSNs in penetrating security environments;
nodes are the network interface through which the attack nodes destroy the network. Routing is regarded as a trust-based process within nodes; the process serves as a good platform for attackers to disrupt the network. Security investigations in networks are carried out individually; thereby, networks are usually designed without pre-planning and are employed for a short period. Therefore, it is imperative to implement countermeasures to secure the wireless sensor networks from security attacks.

DoS is one of the most common attacks in wireless sensor networks. Figure 1 presents the wireless sensor networks with denial of service attacks. One profound effect of DoS involves refraining the radio from switching into sleep mode and draining the system battery completely. In the normal operating conditions, operating situations, the energy consumption ratio in the sensor reduces the battery capacity in months, while DoS reduces the battery in days by keeping the transmitter system incorporated in the sensor nodes [7], [8] and [9].

The security goals are based on the well-known triangle of CIA, namely confidentiality, integrity, and availability of information safety, and this describes what they represent in wireless sensor networks [11].

A. Confidentiality

In wireless sensor networks, the two most critical requirements are security and efficiency. There are several applications of WSNs, namely medical, military, research, agriculture, environmental monitoring and others. It is essential to avoid data leakage from sensor networks to neighbouring networks to avoid data confidentiality breaches. Securing the confidentiality of data is essential in protecting the data from attacks like spying [12]. The standard security measure in concealing confidential data is encryption before data transmission with a secret key acknowledged only by a particular receiver. Secure communication channels are established between source and sink, and other secure channels are triggered later if required [13].

B. Integrity

Wireless sensor nodes are susceptible to different security attacks threatening the reliability of the data, mainly in the interruption of the flow of information or data fraud [14]. In Sensor networks, transmitted data is considered by nodes to choose the right moves; this further confirms the importance of data integrity. There are two main parts of transmitted data, namely, updated or deleted. To secure data information, data transmitted from the node should arrive at the destination without an alteration in the transmission. The most suitable means of providing data integrity is wireless sensor networks are by checking the data at the receiver end [15].

C. Availability

Wireless sensor network nodes should continue operating excellently and not disturbed even when attacked. The implementation of sensors ensures the accessibility of authorized when the data is needed. Information gathered from wireless sensor networks is essential only if the correct user gain access to it at the appropriate time. It is known that WSNs is used in numerous fields, loss of information may lead to damaging consequences. In all the attacks, the most common attack intended at data availability is a denial-of-service attack [16]. The CNN-LSTM model was trained using 10 and 25

IV. Methodology

This section covers the steps involved in the data acquisition process, attack detection and classification process, algorithms used, and model design for the research. The block diagram is presented in Figure 2 for the proposed system, which used a CNN-LSTM network to detect and classify intrusion attacks. The model layer explanation, dataset properties, data process, model training, and many other methodologies are discussed in this section. After this stage comes to the main model development stage, then the inference stage, where the performance evaluation for the model was determined.

A. DataSet

This research study uses a computer-generated wireless sensor network-detection system dataset developed by Almomani et al. [17]. The wireless sensor network environment was simulated using network simulator NS-2 based on the LEACH routing protocol to gather data from the network and preprocessed to produce 23 features classifying the state of the respective sensor and simulate five forms of Denial of Service (DoS) attacks, namely; Flooding, Blackhole, Normal, TDMA, and Grayhole. WSN dataset was gathered as an intrusion detection dataset tailored towards machine learning and deep learning techniques to identify and classify Denial of Service attacks. 365788 occurrences of records were extracted; it has 19 different attributes. The simulation parameters of the WSN dataset is presented in Table II.
TABLE II. WSN DATASET PARAMETERS [17].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster Number</td>
<td>5</td>
</tr>
<tr>
<td>Location of the Sink</td>
<td>(50, 175)</td>
</tr>
<tr>
<td>Packet header size</td>
<td>25 bytes</td>
</tr>
<tr>
<td>Data packet size</td>
<td>500 bytes</td>
</tr>
<tr>
<td>Network area dimension</td>
<td>100m×100m</td>
</tr>
<tr>
<td>Routing protocol</td>
<td>LEACH</td>
</tr>
<tr>
<td>Simulation time</td>
<td>3600s</td>
</tr>
<tr>
<td>Nodes number</td>
<td>100 nodes</td>
</tr>
</tbody>
</table>

The WSN dataset has the following data points: Normal has 332040, Grayscale has 13909, Blackhole has 10049, TDMA has 6633, and flooding has 3157 data points.

B. DoS attacks types Description

DoS attacks types are described below [26]:

1) Black Hole attacks: the attacker plays the CH role. Then the attacker will keep dropping packets and not forwarding them to the sink node.
2) Grayhole attacks: the attacker advertising itself as a CH for other nodes. After the forged CH receives packets it selectively or randomly discarding packets, therefore it will prevent the legitimate packets to be delivered.
3) Flooding attacks: flooding attacks targeting LEACH protocol by sending a large number to the sensor to advertise itself as an advertising CH. This will lead to consuming energy, memory, and network traffic.
4) Scheduling attack: It occurs during the setup phase when CHs set up TDMA schedules for the data transmission time slots. The attacker will change the behavior of the TDMA schedule from broadcast to unicast to assign all nodes the same time slot to send data. This will cause a packet collision which leads to data loss.

C. Data Preprocessing

WSN dataset has been employed for testing and assessing intrusion detection techniques. It possesses a good understanding of different intrusion behaviours. Figure 3 presents the importing procedure of the WSN dataset; the dataset was imported to SQL server to implement different statistical measurements values such as occurrences distribution, classes of attacks, and percentage of the occurrences.

D. Data Split

The dataset was split into two sections: A training set dedicated to training the detection algorithm and a testing set that is completely hidden from the training process. The two subsets use the 80:20 approaches. 80% of the total dataset is used for the training and validation set, while 20% is used for the test set.

V. MODEL DESIGN AND DEVELOPMENT

To detect the intrusion attacks within the WSN dataset, a neural network that uses multi-layers that are interlinked together was used. The model used an eight-layered neural network structure to implement this study. These numerous layer neural networks used the same activation function (ReLU). The multiple layer networks learn over the input data using a selected kernel filter to extract essential features seen as necessary in the intrusion detection system. The developed model has one last layer, the dense layer; softmax activation function was considered for this layer due to its capability to hand classification of multi-classes. The summary of the developed CNN-LSTM model is illustrated in Table III and Table IV.

TABLE III. SUMMARY OF THE CNN MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Layer(type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1d (Conv 1D)</td>
<td>(None, 18, 64)</td>
<td>256</td>
</tr>
<tr>
<td>conv1d (Conv 1D)</td>
<td>(None, 18, 64)</td>
<td>12352</td>
</tr>
<tr>
<td>flatten (Flatten)</td>
<td>(None, 576)</td>
<td>0</td>
</tr>
<tr>
<td>dense (Dense)</td>
<td>(None, 64)</td>
<td>36928</td>
</tr>
<tr>
<td>dropout (Dropout)</td>
<td>(None, 64)</td>
<td>0</td>
</tr>
<tr>
<td>dense_1 (Dense)</td>
<td>(None, 5)</td>
<td>325</td>
</tr>
</tbody>
</table>

TABLE IV. SUMMARY OF THE CNN-LSTM MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Layer(type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1d_2 (Conv 1D)</td>
<td>(None, 18, 64)</td>
<td>256</td>
</tr>
<tr>
<td>conv1d_3 (Conv 1D)</td>
<td>(None, 18, 64)</td>
<td>12352</td>
</tr>
<tr>
<td>max_pooling1d_1 (MaxPooling1D)</td>
<td>(None, 9, 64)</td>
<td>0</td>
</tr>
<tr>
<td>conv1d_4 (Conv 1D)</td>
<td>(None, 9, 128)</td>
<td>24704</td>
</tr>
<tr>
<td>conv1d_5 (Conv 1D)</td>
<td>(None, 9, 128)</td>
<td>49280</td>
</tr>
<tr>
<td>max_pooling1d_2 (MaxPooling1D)</td>
<td>(None, 4, 128)</td>
<td>0</td>
</tr>
<tr>
<td>conv1d_6 (Conv 1D)</td>
<td>(None, 4, 256)</td>
<td>98560</td>
</tr>
<tr>
<td>conv1d_7 (Conv 1D)</td>
<td>(None, 4, 256)</td>
<td>196864</td>
</tr>
<tr>
<td>max_pooling1d_3 (MaxPooling1D)</td>
<td>(None, 2, 256)</td>
<td>0</td>
</tr>
<tr>
<td>lstm (LSTM)</td>
<td>(None, 70)</td>
<td>91560</td>
</tr>
<tr>
<td>dropout_1 (Dropout)</td>
<td>(None, 70)</td>
<td>0</td>
</tr>
<tr>
<td>dense_2 (Dense)</td>
<td>(None, 5)</td>
<td>355</td>
</tr>
</tbody>
</table>

A. Model Architecture

This section describes the steps taken in achieving the intrusion detection technique. The model takes in an input having an unknown type of attack; the second step involves processing the input data by converting it to an acceptable model format. Then the model carries out a detection process by comparing the features of the present input attack data with the learned features of different kinds of attacks it has been
trained with. If the model refuses to detect an attack, the system will return to step 2. If the model detects an attack, then the classification process takes place to ascertain the actual type of attack.

B. Model Hyperparameter Setting

The model hyperparameters are a set of values well-defined to improve the training process of the developed model and its general performance.

The model hyperparameters acknowledged in this study include activation function, epoch, learning rate, verbose, patience, optimization technique, and loss function, as presented in Table V.

These hyperparameters are set at optimal values after many rounds of random search to enhance model optimization. The number of the epoch is the number of times the training data is exposed to the model while training; it is the total number of iterations the whole training data passes through the developed model.

The CNN-LSTM model was trained using 10 and 25 epochs. Activation function was introduced into the model training to incorporate non-linearity effects into the developed model due to the non-linear type of data used. The two activation function used for this study is the softmax function and Rectifier Linear Unit (ReLU).

The softmax function is employed as an activation function in the output layer; it was the selected activation function in the output layer due to its excellent performance when used as a classifier.

Conversely, ReLU is an element-wise activation function; it is fast and straightforward to implement. Also, ReLU is computationally efficient to compute than other kinds of activation functions.

An exponential decay where the learning rate reduces exponentially, a learning rate of 0.001 was optimal for this study.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>10, 25</td>
</tr>
<tr>
<td>Activation Function</td>
<td>ReLU, Softmax</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Categorical Cross Entropy (CCE)</td>
</tr>
<tr>
<td>Optimization algorithm</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Verbose</td>
<td>1</td>
</tr>
</tbody>
</table>

C. Model Optimization

These are processes employed in ensuring the developed model reach a consistent and efficient level to achieve peak performance.

The adaptive moment estimation (Adam) is the optimizer used to minimize the loss function in this work. Adam is an efficient stochastic optimization that only requires a first-order gradient with its memory requirements. Adam was selected as the preferred choice of optimizer due to requiring a stationary objective.

Categorical Cross-Entropy (CCE) was employed in this study to ensure a better classification process in the CNN-LSTM model. CCE was selected for this work due to its improved choice for cost function, and Ho and Wookey [13] described CCE mathematically using Equation (1).

\[ J_{CCE} = -\frac{1}{M} \sum_{k=1}^{K} \sum_{m=1}^{M} W_K \times Y_{m}^k \times \log \left( h_\Theta \left( x_m, k \right) \right) \]  

where M represent the number of training examples, W_K represent the weight for class k, Y_{m}^k represent the target label for training example m for class k. K represent the number of classes, x_m represent the input for training example m, h_\Theta represent the model with neural network weights \( \Theta \).

D. Model Implementation and Environment

The study was implemented using Python 3.7.7. Python language was selected as there is a lot of support from an active community for image classification using TensorFlow with Keras [19]. The study was started and completed on a laptop running on core i7, 8GB DDR RAM, a web IDE for Python (Google Colab) with Windows 10 operating system.

E. Performance Evaluation Metrics

The developed model was evaluated using various performance metrics. The assessment metrics used to estimate the model’s performance include precision, accuracy, recall, and f1-score.

\[ \text{Precision} = \frac{TP}{TP + FP} \]  
\[ \text{Recall} = \frac{TP}{TP + FN} \]  
\[ F1 - \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision + Recall}} \]

where TP is the True Positives, TN is the True Negatives, FP is the False Negatives, FN False Negatives.

VI. THE EXPERIMENTAL RESULTS

This section describes the implementation of the intrusion detection model of all classes of attack on the network using the CNN-LSTM model. All the research details, results, and discussion of each experiment are presented. The results of the experiment are shown in different graphs and tables.

A. Detection of Attacks using the Collected Dataset

Attacks detection is considered a classification problem; the main aim is to clarify the attack as Flooding, Blackhole, Normal, TDMA, or Grayhole. Presented in Table VI are the classes of attacks in the dataset and their percentage distribution. Figure 3 presents the graphical representation of all the five kinds of attacks present in the dataset and their distribution.
TABLE VI. DDoS Attacks and Percentage Distribution

<table>
<thead>
<tr>
<th>S/N</th>
<th>DDoS Attacks</th>
<th>Distribution%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal</td>
<td>90.774</td>
</tr>
<tr>
<td>2</td>
<td>Grayhole</td>
<td>3.802</td>
</tr>
<tr>
<td>3</td>
<td>Blackhole</td>
<td>2.747</td>
</tr>
<tr>
<td>4</td>
<td>TDMA</td>
<td>1.813</td>
</tr>
<tr>
<td>5</td>
<td>Flooding</td>
<td>0.863</td>
</tr>
</tbody>
</table>

B. Intrusion Detection Model

The WSN dataset was used to train the CNN-LSTM model. The developed model gives a promising outcome in the attack detection process. The model successfully classifies the given attacks with a training accuracy of 91% on ten epochs and 97% on 25 epochs using a learning rate of 0.001.

The softmax activation function was selected in the output layer of this model due to its capability to handle multi-classification excellently well. The execution time achieved by the CNN-LSTM model on 10 and 25 epochs was 805 and 1103 secs, respectively.

C. Training Phase

During this phase, the training set was employed to train the intrusion detection model. The developed CNN-LSTM model recorded a training loss of 41.7%, training accuracy of 91.07%, validation loss of 47.01% and validation accuracy of 89.44% on 10 epochs, as illustrated in Figures 5 and 6.

The developed CNN-LSTM model recorded a training loss of 8.91%, training accuracy of 96.57%, validation loss of 11.47% and validation accuracy of 94.36% on 25 epochs, as illustrated in Figures 7 and 8.

D. Performance Evaluation of the Intrusion Model

The entire test set of the overall dataset was tested on the intrusion detection model. The test samples for each attack class were randomly selected. The CNN-LSTM intrusion detection model is evaluated to give the accuracy, Precision score, and Recall score of 0.89, 0.894, and 0.894, respectively,
on ten epochs, all on a scale of 0-1. The developed CNN-LSTM model is further evaluated on 25 epochs with accuracy, Precision score, and Recall score of 0.944, 0.959, and 0.922, respectively, all on a scale of 0-1.

VII. CONCLUSION

Intrusion Detection System is an essential tool used in cyber-security to determine and track intrusion attacks. The rising development of information technology lately has further increased the usage of computer networks for several applications such as finance, business, industry, health and other various aspects of human life. Therefore, developing and deploying secure and reliable networks are critical to information technology administrators. This rapid development of information technology has produced several threats to building a robust and reliable network. There are many kinds of attacks threatening the confidentiality, integrity, and availability of computer networks. Some of these are Flooding, Blackhole, Normal, TDMA, or Grayhole, and they are regarded as harmful attacks.

The DOS attacks are the most common harmful attacks that temporarily denies several services of the end-users, consume computer and network resources. To avoid DoS attacks on computer networks, it is very important to detect and identify the actual type of attacks invading the network. This study developed a neural network model that detects the type of attack affecting the overall system network.

Wireless Sensor Networks Dataset (WSN) having five types of attacks was used in this study. The CNN-LSTM learning model was trained over 10 and 25 epochs with a 0.001 learning rate to ideally detect and classify the attacks. The overall learning algorithm registered a training accuracy of 96.57%; the detection model detected the five kinds of attacks available successfully. The CNN-LSTM intrusion detection model is evaluated to give the accuracy, Precision score, and Recall score of 0.89, 0.894, and 0.894, respectively, on ten training epochs, all on a scale of 0-1. The developed CNN-LSTM model is further evaluated on 25 training epochs with accuracy, Precision score, and Recall score of 0.944, 0.959, and 0.922, respectively, all on a scale of 0-1. The model has successfully extracted essential features of the five kinds of attacks considered.

This study is suitable for detecting intrusion attacks of computer networks, thereby enabling a secured environment for the system’s proper functioning.

REFERENCES


A Deep Transfer Learning Approach to Enhance Network Intrusion Detection Capabilities for Cyber Security

Abhijit Das  
Research Scholar, VTU-Belagavi, CSE, PESITM, Shivamogga  
Asst. Prof., Dept. of CSE, BNMIT, Bangalore, India

Pramod  
Associate Professor, Dept. of ISE  
PES Institute of Technology & Management  
Affiliated to VTU, Shivamogga, India

Abstract—Cyberattacks are on the rise, making technology companies increasingly prone to data theft. Recent research has focused on constructing cognitive models for traffic anomaly detection in a communication network. Many of these experiments resulted in data packets recorded by technologies like Wireshark. These datasets provide high-dimensional data relating to benign and malicious data packets. Recent research has mostly focused on developing machine learning, and deep learning systems to detect attack data packets in a network. Also, machine learning algorithms are currently trained to detect only known threats. However, with the growth of new cyberattacks and zero-day attacks, current algorithms are unable to detect unknown attacks. This research focuses on detecting rare attacks using transfer learning from a dataset of known attacks. Deep learning outperforms explicit statistical modelling approaches by at least 21% for the dataset used. A preliminary survey of candidate deep learning architectures has been performed before testing for transferability and proposes a Convolutional Neural Network architecture that is 99.65% accurate in classifying attack data packets. The suggested CNN architecture trained with a known attack and then tested its performance on unknown attacks to assess transferability. For this model to extract sufficient information for transferability, the training samples must have more information. Only 20% of the dataset represents current threat data. Several strategies, such as innovative synthetic dataset-based training and bootstrapped dataset training, have been developed to overcome small training sets. A subset of training attacks is determined to optimise learning potential. This study finds training-testing attack pairings with good learning transferability. The most robust and stable relationships are found in DoS attack training-testing pairings. This study also presents model generalisation hypotheses. The dataset features and attack characteristics were analysed using the Recursive Feature Elimination (RFE) algorithm to validate the results.
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I. INTRODUCTION

A neural network uses knowledge learned from previous training to improve generalization on another similar task in transfer learning. The primary goal of this study is to leverage learning transferability to select attacks from the training dataset that causes the model to generalize for other attacks, which can be extended to rare attacks.

In computer networks that employ machine learning algorithms for network security, it is difficult to provide guarantees about the kind of attacks that the network can expect to see and is susceptible to, especially with the rise in the number of novel attacks. Current machine learning algorithms are usually trained to detect a set of known attacks or learn from attacks performed in the past. Therefore, it is hard to predict the range of attacks against which the employed machine learning algorithm is robust. In the literature, there is proof of concept for both classical ML and DL approaches for anomaly detection [1].

Transferability studies can help us understand the range of attacks against which the system is actually robust based on the attacks that the algorithm has been trained to detect and how those attacks enable the model to generalize for other attacks. This is especially useful when the trained model is able to generalize to unknown attacks without being trained on them explicitly because this provides a more extensive range of attacks that the network may be secure against attacks. Studying these attack correlations indicates the attacks that the model can detect and the accuracy of these unknown attacks. This helps us evaluate the risks of what the model can predict if the observed correlations are consistent and what kind of protection the algorithm provides at what computational cost. Transferability studies could discover that the model scales to other different attacks it has learned to detect without being trained on them explicitly. It assures detection for an even broader range of attacks than the ones it has seen. For groups of similar attacks or correlated attacks, transfer learning enables us to find representative attacks from that group. This helps us to train the model with a smaller number of attacks yet achieve the same level of security as it would have if trained with all the attacks in the group.

The increasing machine learning applications have also seen deep learning models going into hardware chips. The advantage of transferability is that we could identify smaller training sets yet make the model generalize well for a broader range of attacks. This decreases training times, making the process of training computationally efficient and having lower memory requirements. This is important, especially if this algorithm is deployed on a resource-constrained device while performing at par with a model trained on a full training set.

Increasing research in this domain has led to an increase in network traffic datasets. Some of the common datasets used are CAIDA 2007, DARPA 98, KDD 99, CSE-CIC-IDS 2018, and UNSW-NB15, to name a few. This work uses the traffic
dataset CICIDS 2017 for training the proposed model. Traffic monitoring software like Wireshark has been used for logging and monitoring network traffic packets for creating these datasets. While these datasets provide a complete description of network packets, they have a high dimensional feature space. In a preliminary study of a potentially suitable neural network, a model has been developed to extract meaningful data from high dimensional training data and a limited number of attack data packets. After identifying a suitable network, the work focuses on attack correlations and comparisons for why training the model with one attack scales for another and if these correlations are symmetric or asymmetric. This study describes the work’s contributions in three sections: first, Developing a DNN architecture; second, Testing the proposed architecture for transferability and third, hypothesis for attack correlations.

**Developing a DNN architecture:** A comparative study of a Hidden Markov Model has been carried out as a statistical modelling-based approach and a candidate Convolutional LSTM Deep Neural Network (CLDNN) architecture and shows that the deep learning approach scales better for the used dataset. Further, deep learning models have been explored for the classification task. The proposed model’s candidate DNN architectures include a Convolutional LSTM Deep Neural Network (CLDNN), Convolutional Neural Network with BGRU recurrent layers, and One Class Neural Networks (OCNN), and a Convolutional Neural Network (CNN). The performance of these models has been evaluated when trained and tested on all attacks in the dataset. Also, the learning transferability has been evaluated. All the above architectures had overall accuracies of above 90%; however, this dataset is highly unbalanced, with a majority of the dataset consisting of benign data packets. The models are able to detect benign attack packets with high accuracy, thereby boosting the overall accuracy of the models. Therefore, a major criterion for architecture selection is not the overall accuracy but the percentage of attack data packets it is able to classify correctly. Attack transferability has been studied with some of these architectures; however, none of the candidate models other than the proposed architecture showed very strong correlations between training-testing attack pairs. The proposed architecture is the model that shows maximum attack data classification accuracy for the multi-class classification problem. This architecture is able to perform deep feature extraction using flow-based features not only for adequately sampled attacks but also for severely underrepresented attacks.

**Testing the proposed architecture for transferability:** Attack transferability has been tested with the proposed model architecture by training the model with one kind of attack from the training dataset and testing it on another attack. The entire dataset consists of 20% of attack data that are further divided into fourteen categories of attacks. Therefore, the representation of each attack class is low. For learning transferability, the model requires a larger number of attack data packets. Two techniques have been used to increase the number of attack data packets to address this problem: 1) Using SMOTE generated data and 2) Using a bootstrapped dataset. A Synthetic Minority Oversampling Technique (SMOTE) was used for the first method to generate more attack data packets in each attack class synthetically. For the second method, the original attack data is resampled, shuffled and added to the training dataset to match the number of benign data packets. Furthermore, exploring the possibility that the model may exhibit higher testing accuracies for a particular attack if it is trained with a subset of other attacks in the dataset. An attack boosting algorithm is employed to select a subset of attacks from the training dataset to maximize the classification accuracy when tested on a particular attack. **Hypotheses for correlated attacks:** The study of attack correlations reveals training testing attack pairs that exhibit strong correlations with each other. A hypothesis has been proposed for these observed attack correlations. The attack characteristics have been studied and important features to validate the hypotheses. The Recursive Feature Elimination (RFE) algorithm is used to identify the dominant features for learning. This not only reduces the dimensionality of the training data but also reduces training times. This study makes inferences about the properties of the features selected and the number of features selected for a pair of correlated attacks. This results in identifying usable attacks in this dataset for transfer learning and explaining why they scale for certain attacks.

**II. BACKGROUND AND RELATED WORK**

The dataset used is the Canadian Institute of Cybersecurity Intrusion Detection Systems dataset: CICIDS 2017. Overall, the dataset consists of 8 separate CSV files, with data corresponding to attacks simulated in 8 sessions included. The entire dataset consists of data corresponding to 14 types of attacks and benign traffic. The dataset describes 78 flow features. 80% of the data entries are benign data, and 20% of the dataset consists of attack data. The dataset was created by simulating 14 different types of attacks that are shown below in Table I.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Attack</th>
<th>Percentage of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>BENIGN</td>
<td>80.3</td>
</tr>
<tr>
<td>1</td>
<td>Botnet</td>
<td>0.009</td>
</tr>
<tr>
<td>2</td>
<td>DDoS</td>
<td>4.52</td>
</tr>
<tr>
<td>3</td>
<td>DoS GoldenEye</td>
<td>0.36</td>
</tr>
<tr>
<td>4</td>
<td>DoS Hulk</td>
<td>8.16</td>
</tr>
<tr>
<td>5</td>
<td>DoS Slowhttptest</td>
<td>0.19</td>
</tr>
<tr>
<td>6</td>
<td>DoS Slowloris</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>FTP-Patator</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>Heartbleed</td>
<td>0.0043</td>
</tr>
<tr>
<td>9</td>
<td>Infiltration</td>
<td>0.0062</td>
</tr>
<tr>
<td>10</td>
<td>PortScan</td>
<td>5.61</td>
</tr>
<tr>
<td>11</td>
<td>SSH-Patator</td>
<td>0.2</td>
</tr>
<tr>
<td>12</td>
<td>Web Attack Brute Force</td>
<td>0.053</td>
</tr>
<tr>
<td>13</td>
<td>Web Attack SQL Injection</td>
<td>0.000743</td>
</tr>
<tr>
<td>14</td>
<td>Web Attack XSS</td>
<td>0.023</td>
</tr>
</tbody>
</table>

An attacker gains control of several machines and servers connected to the internet and uses these servers to carry out cyberattacks against a target. Due to multiple synchronized attacking machines, the attack data volumes are huge, thereby facilitating a strong attack against the target machine. Botnets are often used to carry out DDoS attacks. Denial of Service (DoS) attacks are attacks aimed at making a server unresponsive to the requests of legitimate users. They usually work by sending enormous traffic, thereby flooding the server and hitting its resource pool by requesting resources or sending obfuscated data that make the server unavailable to real requests.

**Distributed Denial of Service (DDoS) attacks** are DoS attacks conducted by different servers at once on a victim server. These servers have different IP addresses, thus making
it difficult to track down one single IP address for attacker identification, which makes it hard to mitigate the attack. In the case of flooding attacks, the volume of data generated to flood the victim server is larger, making the DoS attack strong and harder to terminate [2]. DoS: A goldenEye is an attack tool that identifies vulnerabilities in a target server. It explores the capability of victim servers to form multiple HTTP connections, thereby using up all possible connections on that server. This attack can be operated as a distributed attack as well. DoS GoldenEye uses Keep-Alive headers and Caching Control options to keep the connection alive, preventing the target server from shutting down the connections and making the server unresponsive to non-attack requests.

**DoS: HULK** is HTTP Unbearable Load King attack. A flooding attack floods the target servers with a large volume of HTTP requests, requesting data or resources or sending unclear HTTP packets. This floods the target machine with HTTP data packets, and the load is unbearable for the server, which makes the server unreachable.

DoS: Slowhtptest and DoS: Slowloris are attack tools for carrying out Slow HTTP attacks. **Slow HTTP attacks** form multiple connections with the target server and try to keep the connections open. Some slow HTTP attacks keep the connection open by declaring a large amount of data to be sent and sending the data at very large intervals of time, almost equal to the timeout period. However, the server cannot close the connection, and the connection does not take time out. This keeps all available connections alive and keeps the server from responding to legitimate requests. Slow HTTP attacks can be made using Slow Header attacks, where the packet header arrives at large intervals or Slow Body attacks, where the body of the data arrives very slowly.

**Brute Force attacks** are targeted towards gaining access to authentication keys by trying all possible combinations of the key. File Transfer Protocol is a network protocol that can be used to transfer files. Users connect to the server using an FTP client using the username and password authentication. Brute Force FTP attacks are an attack on the username and password. Brute Force SSH gains access to valid login credentials to authenticate SSH access to a server by trying all possible combinations.

**Heartbleed** could be classified as a protocol based attack where the attack utilizes a packet header field required for the transport layer security protocol that causes a machine to dump out its entire memory, including confidential and protected data. It does so without leaving traces in the target machine, making it undetectable. In an infiltration attack, the attacker gains access to a protected network or system and finds vulnerabilities in the machines or devices connected to the network. After identifying vulnerabilities, the attacker attacks the machine or device to steal private information.

In an **Port Scan attacks**, the attacker scans the ports of the target server and sends requests to a range of ports on the target server. The attacker finds an active port on the server and exploits a known vulnerability of that service to attack the target server.

**Web Attacks** identify weaknesses in web applications to gain access to private or protected data. These weaknesses could be exploited using data entry or using injection attacks where malicious scripts are injected into data entries of otherwise harmless websites or by using brute force. For example, for a web application that uses an underlying SQL database and has an option for user inputs, malicious inputs could be given that cause the database to dump out confidential information. DoS attacks are also a kind of web attack.

It can be observed from Table 1 the CICIDS 2017 dataset is highly unbalanced, with 80% of the dataset consisting of benign data and 20% of the dataset consisting of attack data packets. The attack data is further divided unequally into fourteen different types of attacks. Because of the unequal division, certain attack classes have a very sparse representation, for example, just 11 or 36 data packets throughout the entire dataset. This makes it difficult to generate realistic synthetic data to augment the number of data packets and limits model learning even when using a bootstrapped dataset for these classes of attacks. Therefore, when the proposed architecture has been tested for attack transferability, it eliminates those classes of attacks that cannot use for the transferability of learning.

In the literature, there are different machine learning techniques that deal with intrusion detection using flow characteristics. Alkasassbeh et al. explore MLP, Naive-Bayes, and Random Forest classification algorithms for Distributed Denial of Service attack detection and show that MLP achieves the highest accuracy [3]. Lopez et al. presents a study of machine learning techniques for traffic anomaly detection and proves that a Random Forest-based decision classifier is the best model for anomaly detection, and a Dense Neural Network is a good classifier for some types of DDoS attacks with methods to boost a number of attack samples of underrepresented attack types [1]. Vinayakumar et al. carry out a comprehensive study of DNNs and Machine Learning classifiers that learn abstract and high dimensional data representation using the KDDCup99 dataset and test their model performance on other datasets, such as NSL-KDD, UNSW-NB15, Kyoto, WSN-DS, and CI-CIDS 2017. They also propose a hybrid DNN framework which can be deployed in real-time to monitor network traffic and events to detect possible network attacks [4]. Sharafaldin et al. generate a dataset consisting of benign and seven types of attack data. They also evaluate the performance of machine learning algorithms to identify the best subset of features for certain types of attacks [5]. Ferrag et al. analyze RNNs, DNNs, restricted Boltzmann machines, Deep Belief Networks, CNNs, Deep Boltzmann machines and deep autoencoders for traffic data classification using the CSE-CIC-IDS2018 dataset and the Bot-IoT dataset [6].

To find out about an undiscovered attack, researchers have chosen TL-based IDS more, Zhao et al. [7] proposed an algorithm that used the NSL-KDD dataset for binary classification mapped the source and target domains into the latent space K. In their method, the R2L attack was found by looking at DoS data from the source domain. The same author made their TL even better in their next work by adding clusters [8]. They found that 500 data points are enough to train the NSL-KDD dataset well. It was shown by Taghiyarenani et al. [9] that transfer learning can work even if the source and target data are different from each other. They were able to tell the difference between normal traffic and traffic that wasn’t normal. Their results were better when the source domain had a lot of labels.
and the target domain didn’t have as many labels.

Wu et al. [10] also used a CNN to pass on knowledge learned from one dataset to another. When they researched, the UNSW-NB15 dataset was used as the source data, and the NSL-KDD dataset was considered the target data. As the datasets were different, they used two CNNs in their method. Afterwards, a fully connected layer used the data to make the final classification for the data from NSL-KDD. Singla et al. [11] found that transfer learning can help when there isn’t enough training data to learn new attacks. Their approach isn’t very different from what [10] had done. They used binary classification to look for a specific attack in the UNSW-NB15 dataset. They used the remainder of the attacks using the same dataset as the original domain. With the normal DNN, they found that it did better when there was less training data for their transfer learning-based approach.

In 2020, Masum et al. [12] used the same computer vision algorithms on IDS that they used on PCs. As image processing needs two-dimensional data, they turned the intrusions dataset into two-dimensional data, and then used VGG-16 [13] to look for intrusions. However, they were able to get about 95% accuracy, which some people might think isn’t enough for the real world because other algorithms have been able to get more than 95% accuracy in the past. The reason could be that the features that were made with VGG-16 might be better for image processing than intrusion detection. Second, Dhillon et al. [14] have shown how TL can be used in real-time. A CNN-LSTM algorithm was made. Then, they moved their model to a new place where they could use data that wasn’t there to figure out whether it was an attack or not. Research done by them shows that there is no difference between the space for features and the space for labels in both fields. They were able to speed up their research by using TL.

Vijayakumar, Alazab et al. [15] evaluated the performance of CNN for intrusion detection. CNN was investigated in their work both directly and in combination with RNN, LSTM, and GRU algorithms. CNN and recurrent algorithms were found to perform nearly identically when used together. Even though they could get good outcomes, the computational power required by their approach was excessive.

III. METHODOLOGIES

A. Hidden Markov Models: A Statistical Modeling based Approach

HMM is a Markov Model in which the process being modelled is a Markov Process. Markov models are used to model processes that change stochastically. This study considers that the phenomenon being modelled is a first-order Markov Process where the next state of the phenomenon is only dependent on the current state of the phenomenon. This is called the Markovian Property. If \( q_t \) represents the state of a model at time instant \( t \), then the conditional probability of its next state will be as given:

\[
P(q_t = S_j | q_{t-1} = S_j, q_{t-2} = S_k, \ldots) = P(q_t = S_j | q_{t-1} = S_j)
\]

Where \( S_j \) is the current state and \( S_j, S_k \) represents the past states.

In HMM problem, the observations are the features corresponding to a data sample. Forty flow features from the dataset are taken for each data sample and are fed to each HMM as 40 observations. Each CSV file in the dataset is treated as a separate dataset. The performance of HMMs has been evaluated on 2 class and 4 class classification problems. In those cases, 2 HMMs and 4 HMMs have been used, respectively, for training. Observations are taken at a time from the testing dataset, and each model is tested with the T observations. The model that generates the highest probability \( P(O|\lambda) \) implies that the set of observations \( O \) belongs to that HMM and class.

Computation of \( P(O|\lambda) \) using hidden states. Let \( Q \) be the set of hidden states:

\[
O = O_1, O_2, O_3, ..., O_T \text{ where } T = 40.
\]

\[
P(O|\lambda) = \frac{P(O_1, O_2, O_3, .., O_T|\lambda)}{\sum_Q P(O|Q, \lambda) P(Q|\lambda)}
\]

Where Q is the set of all possible hidden states, the complexity is of the order \( O(2TN^2) \) for a general system with N states and T observations to compute \( P(O|\lambda) \) using the method above. A forward-backwards algorithm is used to compute the same quantity. This reduces the computational complexity to \( O(N^2T) \).

B. Neural Network Architectures

Deep Neural Network architectures have been tested to identify the best architecture to use to study attack correlations. The first two architectures that have been tested are a CLDNN and CNN with BGRU layers. These neural networks are part of a class of neural networks called CRNN, which is CNN with Recurrent Layers. Convolutional layers have been used because they capture spatial features from the dataset and gated RNNs to capture temporal patterns in the sequence. Bidirectional GRUs capture temporal patterns not only forward in time but also backward in time. In addition, the performance of a One Class Neural Network (OCNN) has been evaluated as it is good for minority data detection in large datasets. Finally, the performance of a Convolutional Neural Network without Recurrent layers has been evaluated.

1) CLDNN: The Convolutional LSTM Deep Neural Network architecture has 6 hidden layers. The first layer is a convolutional layer with 256 feature maps, a (1, 3) convolution kernel and 20% dropout. The second hidden layer is a convolutional layer with 256 feature maps and a (2, 3) convolution kernel. The third layer is a convolutional layer with 80 feature maps and a (1, 3) kernel with 20% dropout. The fourth hidden layer is a convolutional layer with 80 feature maps and a (1, 3) kernel. The fifth hidden layer is an LSTM layer with 50 cells. The sixth hidden layer is a fully-connected layer with 128 neurons. The CLDNN architecture has shown in Table II. All hidden layers have Rectified Linear Unit(ReLU) activation as:

\[
g(x) = \max(0, x)
\]

This architecture was used to evaluate its performance on i) The multi-class classification problem when it is trained with all classes of data and tested on all classes of data and ii) The two-class classification problem when it is trained with
one class of data and tested on all other classes of data. For the multi-class classification problem, the output layer has 15 output classes. For the two-class classification problem, the output layer has two output classes. In both implementations, the output layer has softmax activation. Softmax activation can be given as:

$$\sigma_i(z) = \frac{e^{z_i}}{\sum_{j=1}^{J} e^{z_j}}, \text{ where } J \text{ is the total number of classes}$$

All 78 features are used for training. For the two-class classification problem, the model has been trained on one kind of attack and evaluates its performance when tested on all the other attacks. In this case, all benign data is labelled zero, and all attack data is labelled one. For the multi-class classification problem, the model is trained with all 15 classes of data. The total dataset is divided into a fifty-fifty split; 50% of the data is used for training, and 50% of the data is used for testing. The loss function used is Categorical CrossEntropy, and the optimizer is Adam. The batch size is 1024. This model is trained for 50 epochs. The categorical cross-entropy loss function is given by:

$$L_{CE} = -\frac{1}{N} \sum_{i} t_i \log(p_i).$$

where $t_i$ is the true label of the $i^{th}$ data point, $p_i$ is the predicted probability of the data point belonging to class $t_i$ and $N$ is the batch size.

2) **CNN with BGRU layers and CNN with stacked BGRU layers**: Gated Recurrent Units are different from traditional RNNs without gates as they are able to control the amount of previous data to carry over to the next iteration using hidden states. GRUs usually have a reset gate and update gate as opposed to a forget gate, input gate and output gate as in LSTMs. This makes training the model with GRUs faster than using LSTMs. BGRUs have connections that go backwards in time, enabling them to capture temporal patterns backwards and forward in time. The CNN with Bidirectional Gated Recurrent Units and Stacked Bidirectional Gated Recurrent Units architecture is the same as the architecture of the CLDNN used, except in these architectures, there are BGRU and stacked-BGRU layers in place of the LSTM layer. Each BGRU layer has 50 cells. For a stacked-BGRU approach, there are two BGRU layers consecutively with 50 cells in each layer. Each model is trained for 50 epochs, with a batch size of 1024. The loss function used is mean squared error, and the optimizer used is RMSProp. Table III and Table IV are the architectures of these two DNNs.

3) **One Class Neural Networks**: One Class Neural Networks (OCNN) are used for anomaly detection in complex datasets that require highly non-linear decision boundaries. The loss function of OCNNs is derived from the loss function of OC-SVMs. In an OC-SVM, for input data $X$ with $N$ input samples $\{X_i\}_{i=1}^N$. A $\phi(X_n)$ is a reproducing kernel Hilbert space that is a mapping from the input space to feature space. All the input data points are labelled one, and the only negative point is the origin. A hyperplane separates the origin from the mapped $\phi(X_n)$’s. The hyperplane in the feature space is given by $f(X_n) = w^T \phi(X_n) - r$. $w$ is the parameter to control the trade-off between maximizing the distance and the number of data points falsely classified as positive. $r$ is the hyperplane bias. An OCNN has a feedforward neural network with one hidden layer and one output node. Here, $w$ is the scalar output from the hidden to the output layer, and $V$ is the weight matrix from the input to the hidden layer. The hidden layer has a linear or sigmoidal activation given by $g(\cdot)$.

The optimization problem for OCNNs is:

$$\min_{w, V, r} \frac{1}{2} \|w\|_2^2 + \frac{1}{2} \|V\|_2^2 + \frac{1}{2} \sum_{i=1}^{N} \max\{0, r - \langle w, g(VX_n) \rangle\} - r$$

where $(w, V)$ are updated using normal backpropagation. The model is trained using important features extracted from an autoencoder instead of using the raw data. The OCNN algorithm is implemented by Chalapathy et al. [16]. The performance metrics have been calculated by True Positive Rate (TPR), False Positive Rate (FPR) ROC curve.

4) **CNN**: The Convolutional Deep Neural Network architecture consists 5 hidden layers. The first hidden layer is a Convolutional layer with 256 feature maps and a (1, 3) convolution kernel. The second hidden layer is a convolutional layer with 256 feature maps and a (2, 3) convolution kernel. The third hidden layer is a convolutional layer with 256 feature maps and a (1, 3) convolution kernel and a dropout of 20%. The fourth hidden layer is a convolutional layer with 80 feature maps and a (1, 3) convolution kernel. The fifth hidden layer is a fully-connected layer with 128 neurons. The output layer has 2 output nodes and sigmoid activation. Layers 1, 4 and 5 have ReLU activation and layers 2 and 3 have Leaky ReLU activation with $\alpha = 0.3$. All 78 features from the dataset were used for training. This model’s performance is evaluated on the multi-class classification problem. The architecture of CNN has been shown in Table V. The model is trained on 70% of data and tested on 30% of the data. 10% of the training data is used as validation data. The model is trained for 100 epochs. The

<table>
<thead>
<tr>
<th>TABLE II. CLDNN ARCHITECTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLDNN Architecture</td>
</tr>
<tr>
<td>Conv2D 1x3x256, RelU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x80, RelU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 2x3x256, RelU</td>
</tr>
<tr>
<td>Conv2D 1x3x64, RelU</td>
</tr>
<tr>
<td>LSTM 50</td>
</tr>
<tr>
<td>Dense, 2, Softmax</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. CNN WITH BGRU ARCHITECTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN with BGRU Architecture</td>
</tr>
<tr>
<td>Conv2D 1x3x256, ReLU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x256, ReLU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x80, ReLU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x64, ReLU</td>
</tr>
<tr>
<td>BGRU 50</td>
</tr>
<tr>
<td>Dense, 128, ReLU</td>
</tr>
<tr>
<td>Dense, 2, Softmax</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV. CNN WITH STACKED BGRU ARCHITECTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN with Stacked BGRU Architecture</td>
</tr>
<tr>
<td>Conv2D 1x3x256, ReLU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x256, ReLU</td>
</tr>
<tr>
<td>Conv2D 1x3x80, ReLU, Dropout(rate=0.2)</td>
</tr>
<tr>
<td>Conv2D 1x3x64, ReLU</td>
</tr>
<tr>
<td>BGRU 50</td>
</tr>
<tr>
<td>Dense, 128, ReLU</td>
</tr>
<tr>
<td>Dense, 2, Softmax</td>
</tr>
</tbody>
</table>
function used is Leaky ReLU and Sigmoid. The loss function used is Binary Cross-Entropy (BCE).

<table>
<thead>
<tr>
<th>TABLE V. CNN ARCHITECTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN Architecture</td>
</tr>
<tr>
<td>Conv2D 1x3x256, ReLU</td>
</tr>
<tr>
<td>Conv2D 2x3x256, LeakyReLU(0.3)</td>
</tr>
<tr>
<td>Conv2D 1x3x80, ReLU</td>
</tr>
<tr>
<td>Dense, 128, ReLU</td>
</tr>
<tr>
<td>Dense, 2, Sigmoid</td>
</tr>
</tbody>
</table>

C. Attack Correlations

Base Architecture Trained on Original Dataset: This section studies the transferability of learning using the proposed base architecture, training the CNN architecture with one attack, and testing on all the other attacks. A two-class classification problem has been considered to implement this. All attack data has been labelled as one class and all benign data as another class. The model has been trained on benign data and attack data corresponding to the attack whose transferability has to study. As seen in Table I, attacks like Attack 8 (HeartBleed), Attack 9 (Infiltration) and Attack 13 (Web Attack: SQL Injection) are severely underrepresented in the dataset. A synthetic and bootstrapped dataset has been discussed to address this problem. In this section, the models are trained with only the original dataset. In confusion matrices in the results section, Attacks 8, 9, and 13 are not included as there are not enough original samples in the dataset for transferability in learning. The model is trained for 20 epochs for each attack, the loss function used is Binary CrossEntropy, and the optimizer used is Adam.

Base Architecture Trained on Synthetic and Bootstrapped Dataset: The CICIDS 2017 dataset is unbalanced, with 80% of the data samples being benign data packets and 20% of the data samples belonging to attack data. The total attack data is further divided into fourteen classes of attacks; thus, each class is severely underrepresented in the dataset, which is not ideal for learning. The main goal of this section is to test the model for strong and consistent attack correlations when it is trained with a greater number of samples from the minority attack classes.

Synthetic Minority Oversampling Technique (SMOTE): More attack data has been generated per class using Synthetic Minority Oversampling Technique (SMOTE). SMOTE selects examples that are close to each other in the feature space. This technique selects one point from the minority attack class and uses K nearest neighbours algorithm to find the K nearest data points around the randomly chosen point. The number K is chosen based on how much minority classes have to oversample. In this implementation, 5 nearest neighbours have been chosen. It then randomly selects one neighbour point out of the K neighbours and creates a synthetic data point on the line joining the two selected points. Using this technique, specific regions have been identified in the feature space that can generate more samples belonging to a certain class of data. The number of attack packets generated using this technique is used to match the number of benign data packets in the dataset. This process is repeated for each attack. The model trained with this dataset is tested on: 1) SMOTE generated benign data and real attack data for evaluation of accuracy when tested on a synthetically generated benign dataset and 2) Real benign data and real attack data as this scenario best emulates a real-life scenario.

Bootstrapped Dataset: Another technique used to create a balanced training dataset is for every attack that the model is trained with, the attack data is resampled to match the number of benign data packets. This training dataset is bootstrapped dataset. This process is used to replicate attack data corresponding to all attacks. The base architecture is trained with this enhanced dataset and tested on real attack data. During training, it is validated on 20% of the attack data. During training with the SMOTE dataset as well as a bootstrapped dataset, the model is trained for 20 epochs per training attack, the loss function used is Binary CrossEntropy, and the optimizer is Adam.

Attack Boosting Algorithm: The previous sections explore transferability in learning when the model is trained with a single attack and tested on other attacks. This section aims to identify a subset of training attacks that can be used to train the model to cause it to scale for other attacks. The possibility of the model scaling for a certain test attack has been explored when trained with a combination of training attacks (that do not include the testing attack). The aim was to observe consistent and strong off-diagonal correlations and identify training attacks. To do this, the attack boosting algorithm has been used as outlined in Algorithm 1. 50% of the set is used only as training data for selecting the training attacks, and the model performance is evaluated on the remaining 50% of the set that serves as the validation data. The testing data consists of the attack for which we want to select a subset of training attacks along with benign data. The loss function used is Binary CrossEntropy, and the optimizer used is Adam.

Algorithm 1 Attack Boosting Algorithm

Require: Datasets
1: Result: Selected Training Attack List
2: while Accuracy increase=1 and remaining attack list is not empty do
3: for single attack in remaining attack list do append single attack data to the current training set (without updating current train-ing set), train model and evaluate on validation set
4: if accuracy > appending accuracy then
5: appending attack=single attack
6: end
7: end
8: if appending accuracy > current accuracy then
9: current accuracy=appending accuracy
10: update selected attacks list
11: remove appending attack from remaining attack list
12: update Accuracy increase
13: end
14: end

\[ a + b \]

\[ \frac{a+b}{c} \]
D. Hypothesis for Attack Correlations

In this section, we propose hypotheses for observing the correlations as in Fig. 5.2. In doing so, we use the Recursive Feature Elimination Algorithm [17] to identify the important and dominant features for model learning. We propose hypotheses based on the number of important features selected by the algorithm as well as the properties of the attacks and features selected.

Recursive Feature Elimination is a feature selection algorithm used to identify the important features. A different ML algorithm is used to identify important features in a given feature set and wrapped by the RFE algorithm to do so. This ML algorithm at the core of the wrapper does not have to be the same as the classifier used for the classification task at hand, and it can be other algorithms like Decision Trees, Random Forests, to name a few. RFE provides us with a subset of the entire feature set that is important for learning. This is especially important for datasets with a large number of features to identify the important features for learning and to reduce training times significantly. RFE works by recursively training the model with reduced features and removing features without which the model performs with higher accuracy. RFE also ranks the features in order of importance. The top n features can be selected based on this algorithm.

The CICIDS 2017 dataset has 78 features, a relatively large number of features. The main goal is to identify a smaller subset of features that are important for the learning and scalability of the proposed model and speed up training times. Two implementations of the RFE algorithm have been done in the proposed model. A single attack has been selected from all the attacks for the first implementation. The RFE algorithm is used to identify features that the classifier uses to separate from the benign data. This process has been repeated for all attacks in the dataset in order to identify the common features between attacks to validate the proposed hypotheses. The second implementation involves taking two correlated attacks (as observed in Figure 5) and using the RFE algorithm to identify the number of features that the classifier uses to differentiate both attacks from benign data. The Decision Tree Classifier has been used as the core model for RFE. The training data for both these implementations contain the attack and benign data.

IV. RESULT AND DISCUSSION

A. Comparison between HMM Performance and CLDNN Performance

To observe if the statistical modelling-based approach scales better than the deep learning approach, the performance of the HMM compared with a candidate CLDNN model (Table VI). It has been observed that the CLDNN model is able to achieve an overall accuracy of 99.69% for 2 classes of data and 99.57% for 4 classes of data. In contrast, the HMM model is only 78.7% accurate for 2 classes of data and 50.8% accurate for 4 classes of data. This could be because not all the attacks in the dataset are multi-stage attacks that correspond to the hidden states of the HMMs. The performance of the HMM model deteriorates as the number of classes in the dataset is increases.

Table VI concluded that the deep learning approach shows more promise for the multi-class classification problem. Therefore, more deep learning architectures have been explored in the following sections to identify the best architecture to study attack transferability patterns. The next section gives the architecture details of the used candidate CLDNN model.

B. Result of the Neural Network Architectures

1) Result of the CLDNN Architecture on the Multi-class Classification Problem: An attack accuracy metric is used to evaluate the performance of a model other than the overall accuracy metric [18]. This metric was used because the number of benign packets is much larger than the attack data. A gross misclassification of the attack data packets does not diminish the overall accuracy considerably. A more accurate metric of performance evaluation would be the percentage of correctly classified attack data. Therefore, the attack accuracy is defined as the ratio of the number of correctly classified attack packets in a class to the total number of attack packets in that class. This is also called true positive rate more generally.

\[
\text{Attack Accuracy} = \frac{\text{Number of correctly classified attack packets in class } i}{\text{Total number of attack packets in class } i}
\]

Fig. 1 is the confusion matrix of the performance of this CLDNN architecture. The labels on the Y-axis of the matrix indicate the true labels of the testing data. The labels on the X-axis of the matrix indicate the predicted labels of the testing data. A model with good performance observed high accuracy along the diagonal of the confusion matrix, which indicates that the model correctly classifies the attack with which it is trained with high accuracy. It has been observed that the proposed CLDNN architecture achieves an overall accuracy

Table VI. HMM vs CLDNN

<table>
<thead>
<tr>
<th>Number of Classes of data in dataset</th>
<th>HMM accuracy</th>
<th>CLDNN accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Classes</td>
<td>78.7%</td>
<td>99.69%</td>
</tr>
<tr>
<td>4 Classes</td>
<td>50.8%</td>
<td>99.57%</td>
</tr>
</tbody>
</table>

Fig. 1. Attack Accuracy for CLDNN Multi-class Classification Problem.
of 98.53%. For most classes, the model is able to classify the attacks correctly. However, it can be observed that although the model is being trained on data from Attacks 8 (HeartBleed), 9 (Infiltration), and 13 (Web Attacks: SQL Injection), it is not able to classify them with a good attack accuracy correctly. This is mainly because Attacks 8, 9 and 13 are significantly underrepresented in the dataset. It could also be that there are not a lot of dominant features that influence the learning of the model. In addition, it is also a possibility that the important features do not have a large variance in their distribution. This makes it hard for the model to learn patterns to differentiate between the data classes.

2) Result of the CLDNN Architecture on the Two-class Classification Problem: Fig. 2 is the confusion matrix for the two-class classification problem. In this confusion matrix, the labels on the Y-axis indicate the attack with which the model has been trained. The labels on the X-axis represent the class of attack that the model is tested on. A model trained on one attack is tested on all other attacks for transferability. More off, the diagonal correlations are preferred for a model that exhibits attack transferability. High classification accuracies on the diagonal represent the model’s performance when it is trained and tested on the same attack. However, to observe transferability in learning, it will be best to observe high accuracies when the model is tested on an attack class that it has not been trained on. It can be observed that training this CLDNN model with one attack does not correlate to any other attack. Most of the correlations observed are on the diagonal of the confusion matrix, which means the model only performs well when tested on the training attack. It exhibits low transferability; for example, when the model is trained with Attack 12, it can identify attacks in class 14 with 91.87% accuracy. It does not exhibit other strong off the diagonal correlations. Therefore, it has been concluded from these results that the transferability of learning cannot be tested using this architecture.

3) Results on CNN with BGRU Layers and CNN with Stacked BGRU Layers: These results present a comparative study of the performance of the CLDNN, CNN with BGRU layer and CNN with stacked BGRU layers for select attacks for the two-class classification problem. The performance of a CNN has also been evaluated with a BGRU layer with 10 cells. The attack accuracy was evaluated when tested on each attack. All the entries are attack accuracies in terms of percentages.

**TABLE VII. COMPARISON OF PERFORMANCE OF LSTM, BGRU AND STACKED BGRU ARCHITECTURES ON ALL TESTING ATTACKS WHEN TRAINED WITH ATTACK 4 (DoS:HULK).**

<table>
<thead>
<tr>
<th>Testing Attack</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0</td>
<td>45</td>
<td>3.3</td>
<td>98.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td>BGRU (10)</td>
<td>0</td>
<td>46</td>
<td>0</td>
<td>98.33</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.6</td>
</tr>
<tr>
<td>BGRU (50)</td>
<td>0</td>
<td>43.7</td>
<td>47</td>
<td>98.79</td>
<td>9</td>
<td>2.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Stacked BGRU</td>
<td>0</td>
<td>47.7</td>
<td>31.3</td>
<td>99.86</td>
<td>9</td>
<td>3.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE VIII. COMPARISON OF PERFORMANCE OF LSTM, BGRU AND STACKED BGRU ARCHITECTURES ON ALL TESTING ATTACKS WHEN TRAINED WITH ATTACK 2 (DDoS).**

<table>
<thead>
<tr>
<th>Testing Attack</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0</td>
<td>27.35</td>
<td>96.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (10)</td>
<td>0</td>
<td>95.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (50)</td>
<td>0</td>
<td>99.79</td>
<td>0</td>
<td>0</td>
<td>4.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stacked BGRU</td>
<td>0</td>
<td>99.84</td>
<td>0</td>
<td>0</td>
<td>4.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE IX. COMPARISON OF PERFORMANCE OF LSTM, BGRU AND STACKED BGRU ARCHITECTURES ON ALL TESTING ATTACKS WHEN TRAINED WITH ATTACK 3 (DoS:Golden-Eye).**

<table>
<thead>
<tr>
<th>Testing Attack</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0</td>
<td>27.35</td>
<td>96.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (10)</td>
<td>0</td>
<td>95.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (50)</td>
<td>0</td>
<td>99.79</td>
<td>0</td>
<td>0</td>
<td>4.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stacked BGRU</td>
<td>0</td>
<td>99.84</td>
<td>0</td>
<td>0</td>
<td>4.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE X. COMPARISON OF PERFORMANCE OF LSTM, BGRU AND STACKED BGRU ARCHITECTURES ON ALL TESTING ATTACKS WHEN TRAINED WITH ATTACK 5 (DoS:Slowhtptest).**

<table>
<thead>
<tr>
<th>Testing Attack</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (10)</td>
<td>0</td>
<td>3.2</td>
<td>0</td>
<td>98.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BGRU (50)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>76</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stacked BGRU</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>90.56</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

From Tables VII, VIII, IX, X, and XI, the models yield high accuracies only when tested on the training attack. Small correlations can be studied, for example, when the models are trained with Attack 5 (DoS: Slowhtptest) and tested on Attack 6 (DoS: Slowloris) and vice versa. However, the prediction accuracies are still low (about 28%-35%), which is insufficient to
conclude that those attacks have a strong correlation. It can also tell from Table 4.4 that training the model with Attack 4 (DoS: HULK) has the potential to scale for Attack 2 (DDoS) and Attack 3 (DoS: Hulk), but this model only detects those attacks with 31%-47% accuracy. This comparative study concludes that the architectures explored so far do not exhibit very strong attack transferability. The next section will explore another deep learning architecture, a One Class Neural Network and evaluate its performance for anomaly detection.

C. Results of One Class

The implementations are the implementation by Chalapathy et al. [16][19]. The raw data is passed through an autoencoder to find important features. It is then passed through a one-layer NN, and the function it optimizes is given by equation 1. For the CICIDS dataset, the model AUROCs were computed for different seed values.

From Table XII, it can observe that the model performs as good as random guessing in 30% of the runs, marginally better than random guessing in 60% of the runs and worse than random guessing in 10% of the runs. On average, it achieves an AUROC of 0.55. Therefore, It concluded from the AUROC values that this model cannot detect anomalies with high accuracy and would not be suitable for the two-class classification task at hand. The performance of a Convolutional Deep Neural Network has been evaluated in the next section.

D. Result of CNN Architecture on Multi-class Classification Problem

The overall accuracy of the CNN is 99.65%, whereas the CLDNN achieved an overall accuracy of 98.53%. In the confusion matrix, the diagonal elements represent the percentage of data in each class correctly classified. It has been observed from the confusion matrix that the model is able to classify Attack 8 (HeartBleed) correctly and Attack 9 (Infiltration), that have 11 and 36 data packets in the dataset up to 80% and 81.82% accuracy. Thus, this model can learn the important features from a high dimensional feature set. It concludes that this architecture has performed the best and is the best architecture for studying attack transferability. This architecture does not have recurrent layers, speeding up training time while increasing classification accuracy by 1.12%. This is our proposed base architecture.

E. Results of Attack Correlations

1) Results of Base Architecture Trained on Original Dataset: Fig. 4 represents the overall accuracy of the base architecture. Figure 5 is the confusion matrix for when the base architecture is tested for the two-class classification task. The diagonal elements are placeholders as they indicate the performance of the model when tested on the training attack. From Fig. 3, it has been observed that the model performs with high accuracies when trained and tested on the same attack. Observed Correlations have been shown in Table XIII. It observes transferability in the off-diagonal elements as:


3) Training with DDoS Attack (Attack 2) scales for DoS:HULK(Attack 4) and vice versa.

4) Training with DoS:Slowhtptest(Attack 5) scales for DoS:GoldenEye(Attack 3) and DoS:Slowloris(Attack 6).


<table>
<thead>
<tr>
<th>Testing Attacks</th>
<th>LSTM</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td>99.44</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>33</td>
<td>99.44</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>31.13</td>
<td>98.24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stacked BGRU</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>28.91</td>
<td>98.24</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AUROC values for different seed values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5154925402064912</td>
</tr>
<tr>
<td>0.5290125251557807</td>
</tr>
<tr>
<td>0.549943844886464</td>
</tr>
<tr>
<td>0.5843804358594704</td>
</tr>
<tr>
<td>0.5154925402064912</td>
</tr>
<tr>
<td>0.561410034947294</td>
</tr>
<tr>
<td>0.6277060439494897</td>
</tr>
<tr>
<td>0.5054273774106824</td>
</tr>
</tbody>
</table>

D. Result of CNN Architecture on Multi-class Classification Problem

The overall accuracy of the CNN is 99.65%, whereas the CLDNN achieved an overall accuracy of 98.53%. In the confusion matrix, the diagonal elements represent the percentage of data in each class correctly classified. It has been observed from the confusion matrix that the model is able to classify Attack 8 (HeartBleed) correctly and Attack 9 (Infiltration), that have 11 and 36 data packets in the dataset up to 80% and 81.82% accuracy. Thus, this model can learn the important features from a high dimensional feature set. It concludes that this architecture has performed the best and is the best architecture for studying attack transferability. This architecture does not have recurrent layers, speeding up training time while increasing classification accuracy by 1.12%. This is our proposed base architecture.

E. Results of Attack Correlations

1) Results of Base Architecture Trained on Original Dataset: Fig. 4 represents the overall accuracy of the base architecture. Figure 5 is the confusion matrix for when the base architecture is tested for the two-class classification task. The diagonal elements are placeholders as they indicate the performance of the model when tested on the training attack. From Fig. 3, it has been observed that the model performs with high accuracies when trained and tested on the same attack. Observed Correlations have been shown in Table XIII. It observes transferability in the off-diagonal elements as:


3) Training with DDoS Attack (Attack 2) scales for DoS:HULK(Attack 4) and vice versa.

4) Training with DoS:Slowhtptest(Attack 5) scales for DoS:GoldenEye(Attack 3) and DoS:Slowloris(Attack 6).


<table>
<thead>
<tr>
<th>Correlated Attacks</th>
<th>Training Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS:Hulk(4)</td>
<td>DoS:Hulk(4)</td>
</tr>
<tr>
<td>DoS:GoldenEye(3)</td>
<td>DoS:GoldenEye(3)</td>
</tr>
<tr>
<td>DoS:Slowloris(6)</td>
<td>DoS:Slowloris(6)</td>
</tr>
<tr>
<td>DoS:Slowhtptest(5)</td>
<td>DoS:Slowhtptest(5)</td>
</tr>
<tr>
<td>DoS:Hulk(1)</td>
<td>DoS:Hulk(1)</td>
</tr>
<tr>
<td>DoS:GoldenEye(3)</td>
<td>DoS:GoldenEye(3)</td>
</tr>
<tr>
<td>DoS:Slowloris(6)</td>
<td>DoS:Slowloris(6)</td>
</tr>
<tr>
<td>DoS:Slowhtptest(5)</td>
<td>DoS:Slowhtptest(5)</td>
</tr>
</tbody>
</table>

Fig. 3. Results of CNN Architecture on Multi-class Classification Problem.
2) Results of Base Architecture Trained on Synthetic and Bootstrapped Dataset: Fig. 6, Fig. 7 and Fig. 8 are the confusion matrices of the base architecture when trained on the SMOTE dataset and bootstrapped dataset and tested on SMOTE and real attack data. From Fig. 5, it can observe that most of the attack pairs that showed a correlation when the model was trained with the original training data also showed correlations when the model was being trained with synthetic and bootstrapped data. Like the previous section, the diagonal elements in the confusion matrices are placeholders as they represent the accuracies when training and testing on the same attack that already observed scales well with accuracies above 90% from Fig. 3.

3) Results of Attack Boosting Algorithm: As observed from Table XIV, the algorithm chooses Attack 11 (Brute Force: SSH Patator) as the selected training attack when tested on Attack 6 (Slowloris). This produces a very low PR. In Fig. 5, it can observe that training the model with Attack 3 (DoS: GoldenEye) alone yields a true positive accuracy of 80.53% and Attack 4 (DoS: Slowhttptest) alone yields a true positive accuracy of 93.87% when tested on attack 3 (as seen in Fig. 5).

Comparing the positive rates from Tables XIV and XV with Fig. 5, it concludes that training with one kind of attack scales better than training with a subset of attacks. Therefore, this algorithm has not been employed to further study attack this does not outperform the model’s performance, which was trained with a single attack. From Table XIV can also be observed that the selected attacks for Attack 1 cannot correctly classify Attack 1. The selected attack for testing attack Attack 2 also achieves a low PR. From Figure 5, it can observe that training the model with attack data corresponding to only Attack 3 or Attack 4 yields true positive accuracies of 80.53% and 93.87% when tested on attack 3 (as seen in Fig. 5).
This study of attack correlations has concluded that the correlations observed in Fig. 5 are the only strong and consistent correlations that exist. The model exhibits the same correlations even when trained with a larger number of samples from the minority attack data classes using synthetic and bootstrapped datasets. Fig. 6, Fig. 7 and Fig. 8 indicate the same correlations as Fig. 5 when the model is trained with the augmented datasets. The next section discusses these observed correlations with the proposed hypothesis.

F. Results of Hypothesis for Attack Correlations

Table XVI shows the number of features selected for select attack pairs. For attack pairs like (3,2), (3,6) and (3,4) that are correlated, as seen in Fig. 5, Fig. 6, Fig. 7 and Fig. 8, the algorithm selects only 4, 6 and 6 features out of a total of 78 features in the dataset. For uncorrelated attacks like (3,7), (3,1), which are also uncorrelated, 21 features are selected.

This study of attack correlations has concluded that the correlations observed in Fig. 5 are the only strong and consistent correlations that exist. The model exhibits the same correlations even when trained with a larger number of samples from the minority attack data classes using synthetic and bootstrapped datasets. Fig. 6, Fig. 7 and Fig. 8 indicate the same correlations as Fig. 5 when the model is trained with the augmented datasets. The next section discusses these observed correlations with the proposed hypothesis.

**Hypothesis 1**: Fig. 5 shows that training the base architecture with Dos: GoldenEye(Attack 3) attack causes it to perform well on Slow HTTP Attacks like Attack 5 and Attack 6 that, are Slow HTTP Attacks performed with Slowloris and Slowhttptest attack tools and vice versa. We hypothesize that this is because Attacks 3, 5, and 6 are very similar in the way they are performed.

Training with DoS: slowHTTPattack simulated with Slowhttptest scales well for Slowloris and vice versa as they are essentially the same attack but simulated using different tools. In Slow HTTP attacks, the attacker opens multiple HTTP connections with the target machine and keeps them open by sending packet headers or bodies slowly, thereby keeping all available connections occupied, making the target unavailable to legitimate requests. Since Attack 5 and Attack 6 are both the same kind of attack, it is possible for the model to learn attacking trends.

DoS: A goldenEye is an attack tool that explores vulnerabilities in the target; it tests how susceptible a target is to a DoS attack. DoS: GoldenEye opens multiple HTTP connections with the target server and keeps those connections open with keep-alive headers and caching control options. The connections cannot be closed, making the server unavailable to other HTTP requests. Slow HTTP attacks also open multiple HTTP connections with the target and keep open connections by sending large volumes of data at a slow rate, thereby making the target unavailable to other users. Whether it’s for the keep-alive header or data being received slowly, the target is unable to close these connections. The same applies to Slowloris/Slowhttptest testing tools. This implies that although DoS: GoldenEye is not a Slow HTTP attack, it operates similar to Slow HTTP attacks. This could explain why training with DoS: GoldenEye Scales for both the Slow HTTP attacks.
volume to the target machine. DoS: HTTP Unbearable Load
King is a flooding attack where the target is flooded with HTTP
data packets, sending GET requests and hitting its resource
pool. Both these attacks are flooding attacks that may cause
them to scale for each other.

**Hypothesis 3**: Fig. 5 shows that training the model with
DoS: GoldenEye (Attack 3) causes the model to scale for
DDoS (Attack 2) and DoS: HULK (Attack 4); however, this
observed correlation does not apply the other way around.
Similarly, training the model with DoS: Slowloris (Attack 6)
causes it to scale for DoS: HULK (Attack4) but not vice
versa. The focus was on these asymmetric comparisons in
this hypothesis. To explain this, it has been hypothesized that
correlated attacks will have few dominant features selected
by the algorithm, which may explain the correlations between
the attacks. In contrast, the uncorrelated attacks will have
many features selected by the RFE algorithm, indicating that
there are not many dominant features that are important for
learning which could explain the low correlations. This can be
strengthened by the results in Table XVI for Attack pairs (3,2),
(3,4), and (3,6) that have 6, 6 and 9 features selected by the
algorithm. Each of these attack pairs is correlated. However,
for uncorrelated attacks like (3,7) and (3,1), the RFE algorithm
selects 24 and 21 features which are considerably more.

In addition to these hypotheses, some features observed
from the selected feature list from Table XVII provide valida-
tion for our hypotheses. For example, in addition to DoS:
GoldenEye and DDoS attacks having only a few features
selected in their reduced feature set, the features selected as
indicated in Table XVII are Subflow Fwd packets, Subflow Fwd
bytes, Subflow Bwd packets. Subflow Fwd packets are the
average number of packets in a sub-flow in the forward
direction. Subflow Fwd bytes is the average number of bytes
in a sub-flow in the forward direction, Subflow Bwd packet is the
average number of bytes in a sub-flow in the backward
direction. Subflows in the forward and backward direction
are usually associated with distributed systems which point
to these two attacks being distributed attacks. DoS: The
GoldenEye attack tool can be used as a distributed attack as
well by specifying the number of workers while simulating
the attack. This provides further explanation for generalization.

Similarly, to study the correlation between DoS: GoldenEye,
DoS: Slowhtpttest, DoS: Slowloris and DoS: HULK,
the RFE algorithm chooses features Inter-Arrival Time, Bytes
Sent in the Forward Direction, Bytes sent in the Backward
Directions in the Initial Window which is coherent with the
hypotheses for symmetric comparisons.

V. CONCLUSION

The deep learning approach shows that it generalizes well
for this dataset in comparison to explicit statistical modelling-
based methods. After evaluating the performance of several
candidate DNN architectures like CLDNN, CNN with BGRU,
OCNN and CNN, a CNN architecture has been proposed with
the highest accuracy in the multi-class classification problem
(Fig. 3). Further, this architecture has been used to study attack
transferability and observe its performance in Fig. 5. Training
attacks have been identified, for which the model generalizes
well on certain testing attacks. The problem of underrepre-
sented attacks in the dataset has been addressed using synthetic
and bootstrapped dataset based training methods. Fig. 6, Fig. 7
and Fig. 8 show that it can observe the same attack correlations
as in Fig. 5 for the performance of the model trained on the
SMOTE dataset and bootstrapped datasets. This confirms our
identification of training-testing pairs of attacks that exhibit
attack transferability.

Furthermore, this study proposes hypotheses for the ob-
served correlations. A Reduced Feature Elimination Algorithm
has been used to strengthen the hypotheses. The relationship
between the number of features chosen and the training-testing
attack pairs can be observed in Table XVI. Table XVII lists
feature selected by the algorithm for selected attacks coherent
with the proposed hypotheses.

This work validates the hypotheses with features from the
RFE algorithm. Future work could validate these hypotheses
using transferability in learning for different datasets, for
example, DARPA 2009 IDD, KDDCup99, NSL-KDD, UNSW-
NB15, and WSN-DS. Future work could also analyze specific
or selected features trends in studying attack correlations. It
is interesting to observe from Fig. 5 that it only observed
correlations in attacks that are different types of DoS attacks.
It did not observe correlations from other kinds of attacks,
for example, Attack 1 (Botnets), Attack 7 (Brute Force: FTP-
Patator), Attack 8 (Heartbleed), Attack 9 (Infiltration) and
Attack 13 (Web Attack: SQL Injection). Future research can
focus on identifying attributes that could help the model scale
for these attacks and testing for transferability of learning for
these attacks. Future work could also focus on attack
detection when there is more than one attack being performed
simultaneously.
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Abstract—Intrusion Detection Systems (IDS) are vital for computer networks as they protect against attacks that lead to privacy breaches and data leaks. Over the years, researchers have formulated IDS using machine learning (ML) and/or deep learning (DL) to detect network anomalies and identify attacks. Network Intrusion Detection Systems (NIDS) within corporate networks is a form of security that detects and generates an alarm for any cyberattacks. In both academia and industry, the concept of deploying a NIDS has been studied and adopted. The majority of NIDS research, on the other hand, has focused on detecting threats that emerge from outside of a wired connection. In addition, the NIDSs recognize Wi-Fi and wired networks alike. The Wi-Fi network’s accessible connectivity distinguishes this from the wired network. A wired connection is highly resistant to many insider threats that could occur on a Wi-Fi router. A conventional view to developing NIDSs may miss malicious activities. This paper aims to design a multi-level NIDS for Wi-Fi predominant networks to identify both organizational Wi-Fi networks malicious activity and standard network malicious activity. Wi-Fi devices are common on campuses and businesses, and they are incorporated into the fixed wired network at the gateway. Wi-Fi networks are the primary target for this implementation; however, they are also designed to function in wired environments. For the Multi-Level NIDS, the proposed model used an ensemble learning method that pools the strengths of multiple weak learners into a single strong learner.

Keywords—Machine learning; ensemble learning; intrusion detection system; Wi-Fi security

I. INTRODUCTION

When discussing modern technology, the dominating subject of conversations is the Internet and its continual progress. More specifically, how easy it has become to obtain access to it. This is why the number of Internet users has spiked up. Moreover, Internet applications in various industries have increased, providing a wider range of services. As a result, a considerable amount of information is to the users’ disposition. Nevertheless, this information is available as well to the skilled network adversaries.

The 2022 Global Digital suite has reported that Internet users have reached 4.6 billion, as shown in Figure 1 [1]. At the beginning of the COVID-19 pandemic, one of the most talked-about stories was how much the world relied on the internet, especially as countries went into lockdown. Although the fluctuations in restrictions on movement over the last two years, the most recent data show that people are actually spending more time than ever before using connected technology. 5.3 billion people will be online by 2023, according to a report cited by the source. Over the period of 2018 to 2023, compound annual growth is 6%. A growth rate of 7.7% from 2018 is expected in 2019 when there will be an additional 300 million internet users. It is also revealed that that the contribution to this accelerated number of people accessing the Internet can be attributed to the facilities now at the disposition to a large number of customers in relation to more affordable devices and mobile data plans. From all these devices owned by two-thirds of inhabitants of the world, around half of them are considered smart, which only means they have access to content provided by the Internet.

Fig. 1. Internet and Social Media Accessibility Statis [1].

The Internet Stack: The Internet protocol stack needs to be exposed to demonstrate the risks involved in blindly putting the trust in modern data transmission and management, which depicts the layers that describe the phases through which the data traverses between the communicating parties. Each layer fulfills its purpose and integrates with the others to provide the data transmission service. In Fig. 2, each layer could be explored as to its own world; nevertheless, this work aims to expose their main role in exchanging information, their characteristics, and the weaknesses that attackers commonly target at the highest level of the stack, application layer, which
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interacts directly with the users and programs. Right below appears the Transport layer that offers services to network applications. The network layer makes communication possible by facilitating Network addressing and routing. The Data Link layer is responsible for data transmission between devices belonging to the same Network. Finally, the physical layer refers to the actual hardware employed for the transmission. Knowing these layers’ functionality helps us understand that network attacks performed in different layers should be studied in a different fashion. In this initial stage of development of the NIDS, the focus was to set, Network, and Data Link layers. Studying, thoroughly these layers help us become more familiar with scenarios in which cyber-attackers exploit weaknesses. More specifically, it has been determined what classes of attacks involving breaching in the mentioned layers will be part of the study.

Classes of Network Attacks: The objective of flooding attacks is usually to generate a denial of service effect on the victim. Flooding attacks overwhelm the communication service with a considerable amount of traffic, which most of the time results in the collapse of an already established communication between client and server. Another network attack taken into account is the impersonation attack. Here, the intruder’s ultimate goal is to falsify the identity of a trusted entity to obtain sensitive data. The third and last attack to be considered in the analysis of network attacks in this research is an injection attack. This class of attack attempts to introduce maliciously input to a particular network, machine, or program. This action can result in several consequences ranging from denial of service to data theft [3]. Providing details regarding these attacks, their mechanism, and how they relate to the characteristics of the link layer in wireless networks is key in discovering the effective implementation of an IDS. Enlightening research work regarding Wi-Fi network attacks makes available a public dataset that was created with the special purpose of the analysis of IDSs. This dataset is called the AWID dataset [4]. The background research made as part of the generation of this dataset provided basic network attack information and specifications for types and classes of attacks, which are very popular among network attackers.

Machine Learning in Network Security: After an overview of how the network attacks were performed and the data was collected, it presented the approach taken to develop the IDS, which is ML. Nowadays, ML has become a very popular technology used in several fields, including information technology. Modern research has leaned toward this technology and has demonstrated that it is one of the most effective approaches to develop a model that can be trained to scan network traffic and detect if a network attack is being held [5]. Even though this technology appears to be emerging, research continues to evolve rapidly and makes available more efficient techniques. In recent years, it has become very popular to design learning models in an ensemble fashion as the combination of several ML models causes every model to help each other in correcting weaknesses. Therefore, the ensemble model will present an improved performance compared to the performance of each model considered alone. The outcome of including ensemble learning in network security is a great benefit since the ability to more accurately distinguish between normal and malicious traffic can prevent the compromise of sensitive data by its unauthorized use, misuse, or abuse [6] in any instance where the situation may happen.

It is critical as well to highlight that the technology of ML provides a precise way in which the effectiveness of a model can be measured. Most ML packages normally provide accuracy, which is considered in classifying if the network traffic is in a normal state or an attack is present, which becomes of great importance. Nevertheless, several other metrics can present deeper information about how effectively the model detects intruders. For example, logarithmic cost, F1 score, mean absolute error or mean squared error, among many others. These metrics are as important as accuracy and, in some cases, probably even more, especially when the samples of one class are imbalanced compared to the other class samples [7]. This is exactly the case of data describing a network attack. In a realistic network, it is very unlikely that an attack is being held, so if a network is monitored for a certain amount of time, the time frame of the network operating in a normal state is extremely larger than the time frame of the network while it was the victim of a network attack. Therefore, if an IDS classifies all network traffic as normal traffic, it will obtain an accuracy very high because the very few instances where it classified the network behaviour incorrectly were attacks. This result is clearly misleading and strongly suggests that in the case of IDS development, there needs to be included as many precision metrics as possible.

During last year, considering up to the 10 most disrupting events regarding cyberattacks, they compromised 5 million records with sensitive credit information in the mildest of these events up to breaching 1 billion records in the worst case [8]. It can be stated that organizational data breaches generate a greater concern about the safety of personal data. The study of a wireless network that simulates more the characteristics of a personal wireless network is key in discovering the effective implementation of an IDS. Enlightening research work regarding Wi-Fi network attacks makes available a public dataset that was created with the special purpose of the analysis of IDSs. This dataset is called the AWID dataset [4]. The background research made as part of the generation of this dataset provided basic network attack information and specifications for types and classes of attacks, which are very popular among network attackers.
development of an IDS capable of scanning and analyzing not only wireless traffic but also Ethernet traffic. The inclusion of wired networks allows this research to include attacks in this type of network. Wireless packets provide very useful information in their headers pertaining to the link layer, which is one of the layers said to be focused on. Moreover, there is also a demonstration of how much information, probably more than it is needed, is present in packets at the link layer in the AWID dataset previously exposed. This dataset contains 155 different characteristics, called attributes, that can be displayed for each Wi-Fi frame.

So far, it has been referring to the unit of measure for network traffic as a frame for wireless connection. A different way of analyzing the traffic for the layers above the Link layer is employed. A unit flow is used, a condensed structure that describes network traffic characteristics in aggregation. Attacks against a wired network in the link layer are not as common as attacks to the higher layers, where several varieties of techniques are designed to create breaches. Therefore, an expected characteristic of an IDS that analyzes wired traffic is that it should detect only high-layer layer attacks. Also, it is necessary to take into account that wireless networks can be victims of the same type of attacks for the higher layers; nevertheless, wireless traffic is very well known to be the target of link-layer attacks as this network is open to all devices within range. For this reason, another component in the section of intrusion detection that should exist in the IDS is the capability of analyzing Wi-Fi frames and performing the respective data processing to detect either in wired network attacks or wireless attacks. Moreover, another component should focus its analysis on link-layer attacks and perform its analysis and attack detection on wireless frames.

Network attacks that are performed either in the wired or wireless environment are commonly studied from a perspective that is leaned towards the type of attack, whether it is flooding, impersonation, or injection type. Or more focused on the network’s structure, whether it is a home network set up or enterprise network set up; or it can stress more the Internet layer that the intruder aims at, whether the network layer or link-layer as discussed in the preceding paragraph. All these perspectives are critical for a comprehensive study of cybersecurity, but this work proposes the consideration of all the mentioned factors from the standpoint of subjects that already are members of the network and exploit this privilege to trespass security barriers. This particular scenario is referred to as internal network attacks, and it is considered the most preferred scenario for network intruders to put into practice their malicious techniques. A study has demonstrated that 74% of security incidents resulted from the extended enterprise level. Of this 74%, 42% represent actual inadvertent employees. A total of 74% is reached considering, besides employees, customers, and suppliers, entities that are known to the company. The remaining 26% is attributed to parties unknown to the organization. Insider attacks are not a current issue. Another study refers to a survey made to United States security personnel, where insider incidents were cited 59% of the time [9].

II. RELATED WORK

This section briefly reviews the literature for the current work, where researchers present the design and implementation of NIDS.

A. Wi-Fi Focused Research

Kolias et al. [4] extensively studied the attacks against Wi-Fi networks and categorized them. The contribution that proves to be the highlight of this research is the introduction of the Aegean Wi-Fi Intrusion Detection (AWID) dataset. In addition, this work also included the processing and analysis of the dataset. The dataset was fed into several ML algorithms. There are several characteristics that made this work stand out from similar research made in the field. The authors provided a wide overview of attacks being performed in the 802.11 standards in general. They constructed the dataset with well-supported assumptions, which is what makes this work recognized. This work also excelled at exposing a complete analysis of normal 802.11 network traffic containing normal network traffic behaviour and behaviour that describes a network attack. For the study of Wi-Fi IDSs, this dataset became a pillar, providing a format that is easy to distribute and very high-quality content as it is composed of real traces. The authors achieved the best accuracy using the J48 algorithm. They reported a 96.20% detection rate with all the features in the dataset and 96.26% with 20 features. Alotaibi et al. [10] attempted to improve the accuracy by applying the majority voting technique in which several ML algorithms were used with the AWID dataset, and then voting was performed on their results for the final prediction. Another singularity proposed in this work is the use of a technique based on the ensemble method of Extra Trees, which improves performance and is used for feature selection. The proposed solution was based on the combination of several machine-learning algorithms to learn patterns for different network behaviours. The initial procedure where patterns are constructed is called the offline stage. It was then followed by the online stage, where the classification of network attacks actually occurs. Before the intrusion detection, a filtering process was placed where all unnecessary features were disposed to leave only those that contribute to the classification. This work used the similar ensemble algorithms that have been used in this work, the combination of machine-learning algorithms, with a different approach and features. The participating algorithms used were Bagging, Random Forest(RF), and Extra Trees. Although these ML algorithms were used for the classification task, the Majority Voting, the voting technique employed, is what finally determined the classification output. The authors clearly specified that the voting technique was used particularly to improve the accuracy. As desired by the authors, it outperformed the result from Kolias et al. and reported an accuracy of 96.32%.

The literature review also found studies that make use of the DL approach. In [11], the author used DL for feature extraction, leaving the classification task to a Stacked-Auto encoder (SAE) classifier. The author mentioned that it is the first work considering this approach for IEEE 802.11 networks. The author presented the implementation of the neural network structure used for this classification problem. The neural network was composed of several layers. The first 3 layers were placed in the neural network to learn what features were
the most useful to determine patterns. These patterns aided in classifying network traffic behaviour as an attack. The author used an emerging option to be employed as the activation function, which is the Rectified Linear Unit (ReLU) function as an alternative to the traditionally used Sigmoid function for the DL models. This process was performed, as stated, to provide a self-learning characteristic to this classification model only to determine or “learn” the most effective features to be considered for the actual classification. Later on, the author came to expose the type of classifier used for the actual anomaly detection, which is the Softmax Regression, a classifier capable of handling multi-class classification. An accuracy of 98.66% was obtained after the mentioned techniques were applied. However, information in relation to data preparation was very limited. More than half of the features in the AWID dataset contain missing values. It’s also worth noting that there are a variety of features in the dataset, including hexadecimal characters and numerical values. Because of this, the dataset pre-processing is essential before using it in a model. The lack of attention to data preparation has been noted in the literature. On the other hand, this study shows that the data preparation for this work was meticulous.

**B. Research Focused on Ensemble Models and Multi-level Intrusion Detection**

Zaman et al. [12] proposed a more detailed perspective of network traffic analysis for intrusion detection. In this work, the authors focused on the different layers of the Internet stack. They proposed four different solutions that correspond to attacks analyzed from the perspective of the 4 upper layers in the Internet Stack. The IDDS are categorized as follows: Application Layer IDS, Transport Layer IDS, Network Layer IDS, and Link Layer IDS. The authors claimed that the results of this approach demonstrate improvement in system performance and scalability. For the task of feature selection, the authors employed Fuzzy Enhanced Support Vector Decision Function. As a result, the highest accuracy reported was 99.84% for the Transport layer IDS, which used Neural Networks for classification. Considering all layers, the best accuracy was 99.41% using a Neural Network classifier.

Zainal et al. [13] proposed an approach where classifiers with different learning paradigms are combined into a single Ensemble model. The paradigms employed are Linear Genetic Programming, Adaptive Neural Fuzzy Inference System, and RF. The authors’ objective is to enhance the precision and lower the false alarm rate in IDS. Two principal steps were exposed in this work. First, select relevant features. Second, developing an ensemble model composed of classifiers with different learning paradigms. They demonstrated that the performance of the ensemble model surpassed the performance of the three models used separately for all types of attacks.

Li et al. [14] presented the use of Rough Set Theory and Quantum Genetic Algorithm for attribute reduction and as a method of classification. The author mentioned that attributes from network packets were reduced using the Quantum Genetic Algorithm. They used rough Set Theory to implement a rough meta-learning classification strategy. This strategy combined multiple rough learning methods. After the experiment, the author demonstrated that the detection rate was noticeably improved when Ensemble-Rough Classifiers were used versus the use of Single-Rough classifiers. Particularly, the detection rate increased from 76.86% to 86.25% for DoS attacks.

Wang et al. [15] propose the use of ensemble learning by using a Bayesian Network and Random Tree as base classifiers. These algorithms were combined with meta-learning algorithms using “Random Committee”. Then, voting was performed for the classification task. In this work, the authors mentioned that the KDDcup‘99 dataset was used. One of the main objectives of this work was tackling the unbalanced nature of this dataset using ensemble learning. The model is evaluated using receiver operating characteristic (ROC) curves. The authors computed the area under the ROC curves (AUC) for more specific results. In the results, it was found that the ensemble model outperforms the single based models.

In [16], Nenekazi et al. uncover the issue of researchers not being able to determine the performance of an ensemble-based NIDS until after it is implemented. This work is based on the study of average information gain, which determines performance. This average information gain is associated with the features. Adaboost, the weak ensemble classifier, is used to obtain the average information gain. The NSL KDD dataset was used, and accuracy was the metric considered to measure performance in this work. The author demonstrates that average information gain lies in the range of 0.045651 and 0.25615 when accuracy will reach as much as 90%. A gradient boosted machine was used by Tama and Rhee [17] to increase the detection accuracy of anomaly-based IDS. Gradient boosted machine’s best results are achieved by a grid search of input parameters. Rezvy et al. [18] used the AWID dataset that they used in [19]. They combined autoencoder frameworks with feed-forward neural networks. 99% of the time, their model can classify everything correctly. Faik Kerem Ors et al. [20] have developed a ML-based Wi-Fi IDS to protect IoT devices better. A single multi-class classifier operating on encrypted data from the Wireless Data Link Layer demonstrates that the benign traffic and six types of IoT attacks can be identified with an overall accuracy of 96%.

**III. METHODOLOGY**

The proposed installation of NIDS for the Wi-Fi network is shown in Fig. 3. The NIDS for the Wi-Fi network will receive Wi-Fi frames from the NIDS sensors for intrusion detection. As the NIDS is implemented using a ML approach, the model needs to train and validate it before deployment using the existing Wi-Fi frames dataset; it is the AWID dataset in this case. An overview of the various ensemble algorithms employed in the model development process is also offered here. Next, the algorithms will be applied to training data to identify the best one, and their evaluation of test data has been discussed in detail. Fig. 3 depicts the NIDS implementation process.

**A. Datasets**

The AWID Wi-Fi intrusion data was gathered in a typical Wi-Fi network environment. All of the devices connected to the Wi-Fi network were connected to a single access point for the Internet connection. A single intruder machine launched the attacks. Wi-Fi frames were captured using a computer in monitor mode. It was equipped with high processing capabilities to be able to capture a large number of frames at a
very high speed. All these equipment for the experimental set-up had a variety of hardware, operating systems, and other characteristics. Furthermore, to maintain the data capturing as realistic as possible, mobile devices, such as smartphones and tablets, were kept in constant motion, laptops experienced sporadic movement, and the desktop and the smart TV were kept in fixed locations during the experiment. The Wi-Fi frames were collected for around five days to release different datasets version, discussed below, for the intrusion detection. Both threat-class and threat-specific versions of the AWID dataset are available. Every record in the dataset is classified as either flooding, impersonation, injection attacks or normal. The identical information is labelled with threat specific class for 17 different Wi-Fi threats or benign. Many devices can use this available enormous or small version of this data format. In total, there are four AWID datasets available. The threat-class version of the dataset is used in this work. Table I shows the distribution of the records in the dataset. The AWID dataset has an imbalanced allocation, with more than 90% of the records in train and test sets being normal. As it can be seen, there is a significant difference in features and labels between large and small sets. The smaller dataset was collected separately from the larger dataset using various methods and techniques. As a result, there is no connection between them other than the sheer number of features and labels. Each record in the AWID dataset is a Wi-Fi frame with 155 features. These features represent various header fields values in each captured frame. They can define some traffic patterns helpful to detect intrusions. Nevertheless, some features may represent noise due to the raw state of the dataset. Control, management, and data frames are also included in Wi-Fi frames. Therefore, not every feature will apply to every frame. Therefore, some records may have missing values for those features.

### TABLE I. TRAFFIC RECORDS DISTRIBUTION FOR THE TRAINING AND TEST SETS IN THE REDUCED AWID DATASET [10]

<table>
<thead>
<tr>
<th></th>
<th>Training %</th>
<th>Testing %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1633190 (91%)</td>
<td>530785 (92.2%)</td>
</tr>
<tr>
<td>Flooding</td>
<td>48483 (2.6%)</td>
<td>8096 (1.3%)</td>
</tr>
<tr>
<td>Injection</td>
<td>65377 (3.5%)</td>
<td>16684 (2.8%)</td>
</tr>
<tr>
<td>Impersonation</td>
<td>48521 (2.6%)</td>
<td>20078 (3.1%)</td>
</tr>
<tr>
<td>Total</td>
<td>1795565 (100%)</td>
<td>575643 (100%)</td>
</tr>
</tbody>
</table>

### B. Preparation of Data

In the AWID dataset description, some values of the features in each record may represent noise for the intrusion detection task or maybe missing values. As a result, preprocessing the dataset is absolutely necessary. The dataset contains 154 features for each record and one target class (a total of 155 features). Features with zero variance, i.e., features whose value was the same across all records, have been eliminated. The AWID dataset description contained 27 features, some of which may represent noise or missing values for the intrusion detection task; because of this, preparing the dataset is a must. Each record in the dataset has 154 features and a single target class (a total of 155 features). A feature that had the same value in all data was eliminated because it had zero variance. Statistically, 27 characteristics have been found that had no statistical variation. Attributes with less than half of their values were removed. Following these steps, there are now 36 features in Table II. It was necessary to replace an attribute’s incomplete data with its most common value. Access points and receivers have MAC addresses of 29, 30, 31, 32, and 33 for Wi-Fi adapters. They constantly adapt to the changing needs of the machine. The values of all of these features were changed to indicate whether or not the device had an address. Features 0, 1, 2, 3, and 13 were omitted because this deployment does not make use of time series. In order to achieve success, prediction is handled on an independent record basis. Considering that this feature was a combination of Features 20 and 21, it was omitted from the final product.
Feature 35 was also left out due to the fact that it indicates the sequence identifier.

<table>
<thead>
<tr>
<th>No.</th>
<th>Features name</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>frame.time epoch</td>
<td>Time of epoch</td>
</tr>
<tr>
<td>1</td>
<td>frame.time delta</td>
<td>Time delta from previous captured frame</td>
</tr>
<tr>
<td>2</td>
<td>frame.time delta displayed</td>
<td>Time delta from previous displayed frame</td>
</tr>
<tr>
<td>3</td>
<td>frame.time relative</td>
<td>Time since reference or first frame</td>
</tr>
<tr>
<td>4</td>
<td>frame.len</td>
<td>Frame length</td>
</tr>
<tr>
<td>5</td>
<td>frame.cap len</td>
<td>Frame length stored into the capture file</td>
</tr>
<tr>
<td>6</td>
<td>radiotap.length</td>
<td>Header length</td>
</tr>
<tr>
<td>7</td>
<td>radiotap.present.tsft</td>
<td>TSFT</td>
</tr>
<tr>
<td>8</td>
<td>radiotap.present.flags</td>
<td>Flags</td>
</tr>
<tr>
<td>9</td>
<td>radiotap.present.channel</td>
<td>Channel</td>
</tr>
<tr>
<td>10</td>
<td>radiotap.present.dbm antsignal</td>
<td>dB Antenna Signal</td>
</tr>
<tr>
<td>11</td>
<td>radiotap.present.antenna</td>
<td>Antenna</td>
</tr>
<tr>
<td>12</td>
<td>radiotap.present.rxflags</td>
<td>RX flags</td>
</tr>
<tr>
<td>13</td>
<td>radiotap.mac_time</td>
<td>MAC timestamp</td>
</tr>
<tr>
<td>14</td>
<td>radiotap.data_rate</td>
<td>Data rate (Mbits)</td>
</tr>
<tr>
<td>15</td>
<td>radiotap.channel.freq</td>
<td>Channel frequency</td>
</tr>
<tr>
<td>16</td>
<td>radiotap.channel.type.cck</td>
<td>Complementary Code Keying</td>
</tr>
<tr>
<td>17</td>
<td>radiotap.channel.type.ofdm</td>
<td>Orthogonal Frequency-Division Multiplexing</td>
</tr>
<tr>
<td>18</td>
<td>radiotap.dbm.antsignal</td>
<td>Antenna</td>
</tr>
<tr>
<td>19</td>
<td>wlan.fc.type.subtype</td>
<td>Type/Sub-type</td>
</tr>
<tr>
<td>20</td>
<td>wlan.fc.type</td>
<td>Type</td>
</tr>
<tr>
<td>21</td>
<td>wlan.fcsubtype</td>
<td>Sub-type</td>
</tr>
<tr>
<td>22</td>
<td>wlan.fc.ds</td>
<td>DS status</td>
</tr>
<tr>
<td>23</td>
<td>wlan.fc.frag</td>
<td>More Fragments</td>
</tr>
<tr>
<td>24</td>
<td>wlan.fc.retry</td>
<td>Retry</td>
</tr>
<tr>
<td>25</td>
<td>wlan.fc.powermg</td>
<td>Power Management</td>
</tr>
<tr>
<td>26</td>
<td>wlan.fc.moredata</td>
<td>More Data</td>
</tr>
<tr>
<td>27</td>
<td>wlan.fc.protected</td>
<td>Protected flag</td>
</tr>
<tr>
<td>28</td>
<td>wlan.duration</td>
<td>Duration</td>
</tr>
<tr>
<td>29</td>
<td>wlan.ra</td>
<td>Receiver address</td>
</tr>
<tr>
<td>30</td>
<td>wlan.da</td>
<td>Destination address</td>
</tr>
<tr>
<td>31</td>
<td>wlan.seq</td>
<td>Sequence id</td>
</tr>
<tr>
<td>32</td>
<td>wlan.sa</td>
<td>Source address</td>
</tr>
<tr>
<td>33</td>
<td>wlan.bssid</td>
<td>BSS Id</td>
</tr>
<tr>
<td>34</td>
<td>wlanfrag</td>
<td>Fragment number</td>
</tr>
<tr>
<td>35</td>
<td>wlan.tac</td>
<td>Transmitter address</td>
</tr>
</tbody>
</table>

Finally, the correlation between the attributes has been calculated after following these steps. It has been discovered that a few of the characteristics are strongly linked to each other. Fig. 5 depicts the feature correlation heat map. A strong positive correlation can be seen in the figure between the features numbered 4, 5, 6, 7, 8, 9, 10, 11, and 12, as well as 30, 31, 32, and 33, where the corresponding correlation value is 1. A strong negative correlation exists between features 16 and 17, with a correlation value of -1. One feature has been chosen from that group and discarded the rest for each group.

There were four features that were chosen from the groups: Features 4, 6, 30, and 16. Thus the model came up with a new list of 18 features after going through all of these steps. Table II displays these features in italic type.

### C. Ensemble Algorithms

An ensemble model is a technique that utilizes various algorithms or combines them to enhance the strength and efficiency of any of the components’ algorithms. Syarif et al. (2012) [21] proposed that the benefit of ensemble methods is that they can be adjusted more appropriately than single models in any modifications in the controlled data stream.

1) **Bagging**: Unlike Boosting, the Bagging algorithm can be used for both classification and regression. In 1996, Leo Breiman developed the Bagging algorithm, which is also known as Bootstrap aggregating (Breiman, 1996) [22]. It was developed to improve the algorithm accuracy by producing diverse models and then combining them to produce the final model. Breiman’s experiments indicated that Bagging could improve the efficiency of inconsistent learners but reduce the efficiency of a steady one when it was first established (Breiman, 1996) [22]. Changing the training data in the unstable learner can significantly impact the hypothesis it generates (Dietterich, 2002) [23]. The experimental results reveal that Bagging works better than Boosting and Randomization in the presence of noise (Dietterich, 2000b) [24].

2) **Random Forest**: It is a decision tree-based variation of bagging. A decision tree’s learning ability allows RF to extract precise information considering all aspects. This results in a precise performance. But it can also lead to excessive variation and over-fitting. Together with the bagging algorithm’s principles, this strategy could fix the issue. Bagging in RF creates random subsets of data. RF validates that samples from one subset have less correlation than samples from other subsets. Each subgroup has a decision tree. A decision tree’s training subset is used to classify data. Finally, the most common occurrence from each decision tree is picked as the overall classification output. The fact that RF randomly chooses a portion of features from each decision tree’s feature set increases performance over bagging.

3) **Extra Trees**: The RF algorithm has a lot in common with this technique. Decision trees are at the heart of both approaches. When comparing it to RF, the main distinction is that it adds more randomness. Random features are scoured for each decision tree, and the locally best feature/split combination is computed. A random number is chosen for the split in ET, unlike RF. Over-fitting is less likely with this approach, which broadens the application of the algorithm.

4) **XGBoost**: The Gradient Boosting (GB) technique is effectively implemented in XGBoost. Multiple weak learners are sequentially used in the GB. Each learner focuses on those samples that the previous learner misclassified in the sequence during the training process. The GB consists in minimizing a cost function. The cost function describes the difference between an actual value and the approximation corresponding to the actual value. The minimization problem is tackled with derivatives, and the objective is to find the fastest descent in the difference between the actual value and the approximation. One of the main concerns in the use of...
GB is time. Even though this algorithm is well-known for its ability to learn, the performance comes at the expense of considerable computational resources. These problems led to the creation of a set of tools called XGBoost that can help with the computational load of GB.

D. Implementation of Multi-Level NIDS

Fig. 6 shows a Wi-Fi dominant campus network prototype for the proposed ML-NIDS implementation with a connected Gateway switch. The Gateway switch has several Ethernet ports. Wi-Fi access points (AP) and other switches for local sub-networks can be connected using these ports. A monitoring node (installed with IDS in the figure) captures Wi-Fi frames for the traffic outgoing from or incoming to the wireless stations within a wireless network. The NIDS receives the packets for wired stations as well. Besides data, a network packet or frame consists of several headers corresponding to the different layers implemented in the network software stack of a wired or wireless station. These layers include application, transport, network, and data-link layers arranged in a top-down manner in the TCP/IP stack.

![Fig. 6. Proposed IDS Model for Wi-Fi.](image)

The NIDS processes data-link layer header fields in the case of a Wi-Fi frame and extract features to detect any internal attacks specific to Wi-Fi. The NIDS then processes header fields of network, transport, and application layers of Wi-Fi frame or wired packet and extracts features to detect generic network attacks. The functionality of the ML-NIDS is shown as a flow chart depicted in Fig. 7.

![Fig. 7. Flowchart Demonstrating the Functioning of Multi-Level NIDS.](image)

E. Obtaining Attack Traffic for ML-NIDS Implementation

A publicly available dataset has been selected, which contains captures of network traffic through an Ethernet connection for attacks and normal network behaviour. CTU University in the Czech Republic provides this dataset. Overall, it consists of 13 captures of normal traffic networks mixed with attacks. It is also available as separate captures, normal and attacks traffic behaviour. One particular CTU dataset has been selected that captured network traffic during a malware attack launched using an Ethernet connection. The model also used another dataset from [25] for normal traffic and DoS attacks. From the experiment mentioned, network traffic has been captured using tcpdump during the time when the attacks were launched. Since the length of the time captured was not too long, it has been decided that these captures were not useful for model training purposes. Therefore, these captures have been kept for testing. In this manner, it is possible to determine how the model would perform if an unrelated dataset is used for testing. Data Preparation and Features Extraction

In order to use the data for the ML-NIDS development, the raw data obtained is needed to prepare. All raw data manipulated in this study is in the PCAP format. To extract information for these files, "scapy" tool has been used. Scapy is a library that permits the manipulation of packets to extract their information in the python programming language. The manner in which information is extracted from the captured file to develop an intrusion detection model varies from the way proposed for a wireless network in this same study. This section will refer to the concept of flow to present a procedure that focuses more on finding meaningful information from the dataset used. A flow is a sequence of packets that share similar characteristics in their headers. Flows are commonly used to resolve performance issues. Because of the great amount of information they contain, using flows is the primary manner in which traffic network is represented for analysis. The features were derived by expressing statistical values describing characteristics such as direction (incoming/outgoing), size, flags, among many others. After that scapy was used to extract the features, it continued to process the data further to see if there was an opportunity to reduce the number of features. To determine what redundant features were redundant, their correlation and removed those highly correlated features. The heat map shown in Fig. 8 depicts the correlation status of all 68 features.

A threshold of 95% has been set, so from a group of features 95% correlated, only one feature has been kept. This process reduced the number of features from 68 to 37. A similar correlation heat map shown in Fig. 9 displays the correlation status of the 37 remaining features.
After the datasets were processed and converted into a format that can be used to train the NIDS model, the ML model was implemented. RF, Bagging, Extra Trees, and XGBoost were used as ensemble ML classification algorithms [27]. Training the models has been started with the dataset containing all 68 original features. Afterwards, the model was trained with the reduced 37 feature dataset. In the training process has been performed with 10 cross-validations and calculated the metrics: Accuracy, F1-score, Precision, and Recall.

It has been decided to include these metrics due to the nature of network behaviour. In a typical network, attacks are not something that happens very often. Therefore, it captures where a network attack was present; the number of packets involved in the attack will be considerably less than the number of packets involved in normal network activity.

For this reason, datasets containing network attacks are very unbalanced. In these cases, accuracy can be a deceiving metric to measure the performance of a NIDS. The other considered metrics can help us better understand the performance of a model trained and tested with very unbalanced datasets. This implementation corresponds to the second module of the Multi-Level NIDS. Therefore, the functionality of this system is organized in the flow chart shown in Fig. 7. The monitor node collects the data, and if the packets come from a Wi-Fi connection, they are first analyzed to determine if there is a Link Layer attack present. Regardless of the type of connection, Wi-Fi or Ethernet, all packets are analyzed to determine if an attack at the network layer or above is present.

### IV. Result and Discussion

Models for the AWID training dataset were developed using the ensemble method depicted in Fig. 4. Models are built using sci-kit-learn, a Python-based ML tool. The models for each algorithm were developed using a 10-fold cross-validation process. The best model was chosen by averaging the accuracy of all of the algorithms, each using a distinct set of random states. Each algorithm’s classification accuracy is shown in Table III. The most accurate model was the RF one. This NIDS model for the Wi-Fi network has been used as the last model for testing the dataset.

<table>
<thead>
<tr>
<th>Ensemble Technique</th>
<th>Accu%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bagging</td>
<td>98.967</td>
</tr>
<tr>
<td>ExtraTrees</td>
<td>99.018</td>
</tr>
<tr>
<td>RF</td>
<td>99.097</td>
</tr>
<tr>
<td>XGBoost</td>
<td>98.944</td>
</tr>
</tbody>
</table>

This work evaluated the prediction results of different experiments using the test scores produced from the confusion matrix [26]. The confusion matrix is a two-dimensional matrix that represents the correlation of true conditions and predictive results shown in Table IV. TP describes the number of abnormal samples being accurately classified. TN defines the number of normal samples being accurately classified. FP specifies the number of normal samples being falsely classified as abnormal samples. FN specifies the number of abnormal samples being falsely classified as normal samples. Various test scores were calculated using the confusion matrix in this work: Accuracy, Precision, Recall, and F1 Score.

\[
\text{Accuracy(Accu)} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3}
\]

\[
F1\text{Score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \tag{4}
\]

The RF model was 95.873% accurate in classifying the records. Fig. 10 depicts the model’s confusion matrix. Each of the traffic classes has its own set of average values for precision, recall, and F1-score has shown in Fig. 11. Due to its f1-score of 0.13, the RF model’s impersonation attack performance was poor. Fig. 10 shows that most impersonation threats are classified as injection threats. The model has an f1-score of 0.95 and intermediate accuracy, recall, and F1-score of
0.96. The majority of the impersonation assault records were classed as "normal" even though the accuracy was slightly lower than that of [4] and [10]. In this regard, the proposed RF model outperforms theirs because it classifies the impersonation attack as a different type of attack. In addition, [4] reported a lower f1-score than the proposed model in this work. The model has an f1-score of 0.95 and intermediate accuracy, recall, and F1-score of 0.96. If flooding, impersonation, and injection threats are considered the sole attacks, it can map the confusion matrix of Fig. 10 to Fig. 12. When it comes to determining if the information is either malicious or benign, the model obtained 99.996% accuracy. To put it another way, in this context, [4] and [10] were both 96.28% and 96.28% accurate when it came to this question.

The performance metrics were recorded after training the four mentioned ensemble models with the datasets before reducing the number of features. These are exposed in Table V. As shown, RF leads all 4 algorithms in all 4 metrics with an accuracy of 99.96%, F1-Score of 99.90%, the precision of 99.92, and recall of 99.89%.

From the efficiency point of view, the training times RF is the second fastest model with 24.86 seconds after Extra Trees with a training time of 14.39 seconds. Bagging took longer to train with 59.12 seconds, and the second slowest was XGBoost with 31.83 seconds.

After decreasing the number of features, the same models were trained and the metrics recorded are shown in Table VI. Here it can be seen that Bagging and XGBoost performed very similarly. Both with an accuracy of 99.96%, F1 Score of 99.90%, and precision of 99.85%. Bagging lightly surpasses XGBoost in recall with a 99.85% versus 99.83%. The rest of the models score similar but slightly lower metrics.

In training time, the fastest model once again was Extra Trees with 13.03 seconds of training time, followed by XGBoost with 18.89 seconds. RF took 20.44 seconds for training, and the Bagging model trained in 36.33 seconds. The performance metrics improved after the feature reduction and model efficiency increased. The Bagging model improved significantly in performance and efficiency. Therefore, it has been decided to select it to perform the classification task for the NIDS. This model has been tested against three different test sets. The first one was generated with the training set but separated before the training process. The second one was obtained from CTU University. This set is not related in any form to the CTU dataset used to create the training set. The third is network attack capture obtained from our experiment performed in the isolated network previously introduced. The proposed model started with the test set separated from the training set before the training process. After running the bagging model for classification, it was found that for all four metrics, this model obtained a perfect performance score. This exceptional result could have been caused due to the fact that this test set was generated together with the set used to train the model. Even though they were separated before the training process, they still share very similar characteristics. The confusion matrix shown in Fig. 13 exposes the classification output of the model when tested with the mentioned set.
Then the model was tested with the additional malware capture obtained from CTU. After testing the model with this dataset, the results were as follows: 99.79% for accuracy, f1-score of 99.89%, perfect precision score, and 99.79% for recall. The entire dataset was a malware attack, so it can be observed that very few records were misclassified. In the confusion matrix in Fig. 14, the classification report has been presented for this set. In the same confusion matrix, it can also see that almost all records were classified as attacks. This outcome was expected since the entire test set was a capture of a malware attack. Since the mis-classified records were very few, it is hard to identify them in the confusion matrix. At last, the model was tested against a dataset generated during the experiment mentioned previously. The duration of the attacks launched was not very long and did not generate as many records as desired. Therefore, this network attack capture has been combined with normal traffic and balanced it to be composed of 10% network attack traffic and 90% normal network traffic.

The results reflected perfect performance for this small test set for all metrics considered. Performance with this test is displayed in the confusion matrix shown in Fig. 15.

V. CONCLUSION

A NIDS has been implemented to detect generic network attacks and Wi-Fi specific attacks. The most useful features selection techniques have been applied to select the features from the datasets to achieve precise and efficient performances. Ensemble ML models have been applied to classify network traffic as either normal traffic or malicious network traffic. The Ensemble ML models have been implemented separately to analyse Wi-Fi specific attacks and generic network attacks. RF for Link Layer Attacks and Bagging for Network Layer attacks were the best performing models. It is worth highlighting that the models performed well accuracy, performance measure, F1 score, precision, and recall. As mentioned, these additional metrics gave a more trustworthy judgment of the performance of the models against several imbalanced test sets of different nature. For Link Layer attacks, the accuracy obtained for two-class detection was 99.106%. A perfect score has been obtained for Network Layer attacks for two test sets. It performed well for the test separated from the training set before the training process with an accuracy of 99.79%, F1 score of 99.89%, perfect precision score, and 99.79% for recall. This work demonstrated that careful attribute selection improves efficiency and speeds up the training and classification process. Attribute selection also helps the model consider useful information that directly affects how records are classified. Thus, ignoring as much noise as possible, the model performs more precisely. The objective of this work is not just to operate a wireless network but to emulate an organization network environment where Ethernet connections are considered an important component. It is important to mention that this work planned to analyze generic network attacks for Ethernet connections. The packets must collect for two specific reasons; first, to gather information for the NIDS implementation. Second, for the existing system to capture the packets in real-time.

The proposed work has many branches through which it can be expanded and improved in future. The following are a few considerations for upgrading this work to enhance its functionality:

- One of the most significant challenges faced in this study was generating a larger original dataset for training. Even though it was possible to set up the desired infrastructure and launch several network attacks, the model was not able to collect massive network captures of a wider variety of attacks. Therefore, the model considers obtaining more penetration tools to launch a wider variety of network attacks as future work. These tools can help generate a more trustworthy dataset.
- Another consideration is to provide this ensemble-based multi-level intrusion detection service from the cloud. It has become popular in delivering cloud-based services that can be considered this feature as one of the key upgrades. This can be viewed as a key upgrade because computational resources are expensive, and for data processing tasks, hardware
requirements are high. By providing this cloud-based service, it can become more accessible for anyone without the hardware resources needed for efficiently processing network data.

- An additional tool that should be considered for future work is using Big Data tools for implementation. Network data is considerably large and could be viewed as the perfect scenario for using Big Data tools such as Apache Spark or Hadoop to provide a distributed approach for tasks such as reading, filtering, and so forth. These tools also offer Machine-Learning libraries that can be used to implement ensemble models.
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Abstract—Powered by advancements in information and Internet technologies, there has been a rapid development in network-based applications. Meanwhile, it is recognized that more attention needs to be paid to the issue of cybersecurity. The security of the network environment plays a vital role in the stable functioning of society. Cybersecurity research has become more active lately. Researchers have proposed several approaches to protect the network. Among them, a broadly practised approach is the intrusion detection system (IDS). This work suggested the potential value of reinforcement learning in building intrusion detection systems at the packet-level. A novel embedding approach has been proposed, namely image embedding, to encode the network traffics. Utilizing image encoding and raw network traffic, which are difficult to tackle by machine learning models, can be converted to images. Thus, the experiments applied convolutional neural networks. In addition, packets embedded in images are arranged in time order. In this way, it can integrate flow statistics with packet information and convert intrusion detection tasks to image-associated tasks. In this experiment, a Deep Q-Learning algorithm was selected for the ensemble with 1D-CNN and CNN and designed a training module and an interaction module. Experiments results indicate that the proposed RL-image-based approach can attain high performance on raw DDoS traffic provided by DDoS2019 and outperforms other traditional deep learning approaches.

Keywords—Reinforcement Learning; Intrusion Detection System; Packet level IDS; Deep Neural Networks (DNNs); Deep Q Learning (DQN)

I. INTRODUCTION

Network is the substantial underpinning for developing a modernized economy. The progression of all professions and trades, including business, scientific research, entertainment as well as education, requires the assistance of a reliable and secure network system. However, numerous network security problems have also emerged, causing tremendous damage to individuals or the collective. For example, in April 2020, World Health Organization (WHO) announced that it had encountered an increased number of cyber-attacks, with about 450 email addresses and passwords of WHO and thousands of related staff exposed. If the network infrastructure is damaged and destroyed, not only will personal information be leaked, but the whole society will be thrown into chaos. Therefore, cybersecurity research is crucial for the successful and stable development of society.

Seeing the rapid development and the success of artificial intelligence (AI) attained in research areas such as computer vision, natural language processing and robotics, an increasing number of network engineers and researchers have started exploring the applications of artificial intelligence techniques in cybersecurity. As mentioned above, conventional intrusion detection systems rely on user-defined filtering rules under which the matched network traffic will be filtered. However, this filtering method has severe defects. Firstly, it is difficult to set up faultless filtering rules, even if experts specify the rules. In the face of tremendous network traffic and a huge variety of attacks, limited artificial rules cannot cover the characteristics of these different types of network traffic. Secondly, from hackers’ perspective, rules are formulated by people, so hackers can easily figure out the pattern of those rules by certain tests. Hence, it is straightforward for them to launch attacks that can bypass those rules. Thirdly, the update of rules is inefficient. Because malicious network attacks are evolving quickly, intrusion detection systems also require frequent updates and upgrades to detect these attacks. However, it is time-consuming and laborious to determine what kind of outdated rules should be discarded and to lay down pivotal regulations.

Employing artificial intelligence approaches in intrusion detection systems can mitigate the problems mentioned earlier. The filter rules are rendered automatically when using a machine learning-based model as the IDS to detect malicious network attacks. Machine learning models, such as deep neural networks (DNNs) [5], can efficiently learn representative features of different network attacks and then implement classification or detection; hence, manual rules are not required anymore. Because neural networks are a type of black box to everyone, hackers cannot acquire what kind of patterns and relationships are captured by the neural networks. Therefore, it is harder for hackers to launch novel attacks that bypass detection.

Reinforcement learning research [6] has been booming in recent years. Incorporating deep neural networks (DNNs), reinforcement learning algorithms outperform in many fields in comparison to traditional deep learning approaches, such as games, recommendation systems and many scientific fields. Some well-known reinforcement learning algorithms, including Deep Q-Learning (DQN) [7] and Proximal Policy Optimization (PPO) [8], have already been widely used in many areas. AlphaGo is one of the most representative achievements of RL in games. In addition, many enterprises, such as YouTube, Alibaba [9], etc. are exploring novel RL based recommendation techniques. Also, RL has found many great applications and research value in various engineering fields. Studies [10] use deep reinforcement learning algorithms to solve the low-level control problem of autonomous underwater
vehicles (AUVs). Many researchers [11] apply reinforcement learning algorithms, especially PPO, to control unmanned aerial vehicles (UAVs). These successful applications demonstrate that reinforcement learning is at the stage of rapid growth. Motivated by the importance of the cybersecurity issue and the promising results of RL in many applications, a study has been conducted in this paper using reinforcement learning. Policy gradient methods, such as Asynchronous Advantage Actor-Critic (A3C), Trust Region Optimization (TRPO), and Proximal Policy Optimization (PPO), are widely applied in RL in devising game agents, including both discrete-action and continuous-action games. Among these methods, PPO stands out by achieving high scores in many testbeds, such as Atari games and MuJoCo [12]. The core innovation of PPO is the clipped surrogate objective. However, studies [13][14][15][16] indicate that the high achievements of PPO result from some additional code-level optimizations, instead of its key idea in a clipped surrogate objective. Thus, further understanding of these code-level optimizations is essential for applying PPO to tackle more problems, such as intrusion detection.

Reinforcement learning and intrusion detection are remarkably compatible in many aspects. Reinforcement learning algorithms are used for solving Markov problems [17]. Essentially, network flow is a special dynamic process type that a Markov process can model. Besides, when deciding on the current state, the RL agent can consider foresighted states by introducing discount factors when calculating the cumulative reward. This is also conducive to intrusion detection. The network flow consists of a sequence of different packets. When the current packet is examined, those packets behind it in the same flow can also provide useful information. Treat a packet as a state by using the cumulative reward with the discount factor, and reinforcement learning algorithms can be employed to take the features of future packets into account.

Furthermore, intrusion detection can be considered a special game. Hence, it is feasible to formulate and solve the intrusion detection problem in the reinforcement learning framework. Motivated by these pertinent aspects, this work attempt to study how to improve the performance of intrusion detection by using Deep Reinforcement Learning based ensemble methods.

II. BACKGROUND AND RELATED WORK

As an important method of machine learning, reinforcement learning (RL) is based on agents learning strategies to maximize returns or achieve specific goals while exploring and interacting with the environment. The basic framework of reinforcement learning is shown in Fig. 1. In general, a reinforcement learning framework consists of an agent and the interaction environment. The agent sends actions to the environment, and then the environment moves to a new state and generates rewards, which are sent back to the agent for the next step. The state represents the observation of the environment, and the rewards evaluate the outcome of the current action.

Similar to the controller in a control system, the agent is responsible for taking actions and interacting with the environment. An agent is controlled by its policy. As shown in Table I, the policy function takes the states/observations as the input and generates the action for the agent at the current step. In the actual implementation, deep neural networks (DNNs) are commonly employed to realize the policy function.

In many cases, it is required to define the reward feedback rules manually. The rewards are used for updating the policy. After the policy is updated, it takes the current state as the input to issue new actions. In short, the policy can be considered a function that maps states to actions and is subject to changes according to rewards, as shown in Table I. The objective of RL is to learn the optimal policy for the agent to take the best action at each step.

RL Algorithms: In Fig. 2 some frequently used reinforcement learning algorithms are shown. A policy can be optimized by directly learning an actor or indirectly learning a critic instead. According to different learning targets, reinforcement learning algorithms can be divided into three main categories: policy-based algorithms, such as Proximal Policy Optimization (PPO) [8] and Trust Region Policy Optimization (TRPO); value-based algorithms, such as Q-Learning [18]; policy and value based algorithms, such as Actor-Critic (A2C) [19] and Asynchronous Advantage Actor-Critic (A3C) [20]. Policy-based algorithms train an actor who makes decisions directly while value-based algorithms train a critic who can evaluate current decisions. Policy and value-based algorithms utilize both the critic and the actor to train the agent.

Another important classification basis is the type of actions
taken by the agent. In real implementation, actions can be either discrete or continuous. For example, the actions taken in Atari games are transferred to discrete values, but in MuJoCo games [12] actions are transferred to continuous values or vectors. In addition, Q-Learning is employed in the discrete domain, PPO and TRPO are suitable for both discrete domain and continuous domain. Deep Deterministic Policy Gradient (DDPG) [21] and Soft Actor-Critic (SAC) [22] are specifically devised for the continuous domain.

**Q-Learning:** Q-Learning [18] is a widely used model free value-based reinforcement learning algorithm, and it always works in the discrete domain. In this algorithm, the Q function \( Q(s, a) \) works as the critic, which is devised to evaluate the quality of the action taken in the current state. Its value, also called the Q-value, is updated by the equation (1):

\[
Q_{\text{new}}(s, a) \leftarrow Q(s, a) + \alpha \left( r + \gamma \max_{a'} Q(s', a') - Q(s, a) \right)
\]

The equation (1) demonstrates the idea of the temporal difference (TD) learning, which relies on the one-step bootstrapping technique [23] to update the values. Once updated, Q values are stored in a tabular form. The Q value is being updated until it stops changing or only changes slightly. After learning the Q values of all existing state and action pairs, the optimal policy can be generated under the following rule using equation (2):

\[
a = \arg \max_{a} Q(s, a)
\]

Deep Q-Learning (DQN) [7] is an advanced version of Q-Learning, where deep neural networks (DNNs) are introduced to estimate Q values. Although Q-Learning is powerful and widely adopted, it can only estimate the Q values of existing state and action pairs that appeared during training. It is almost impossible for a problem with a large state space to store each value into a tabular form. Incorporating Q-Learning with DNNs can solve the problem. The deep neural network can estimate the Q values by using a state-action pair as the input. Even if the state-action pair has never appeared in the training stage, the deep neural network can still output an appropriate value. Compared with traditional tabular Q-Learning method, the generality of DQN is superior. DQN has several improved versions, such as Double DQN [24] and Dueling DQN [25]. DQN and its improved versions have been successfully applied in the game control. Researchers [7] have employed a variant of DQN to play seven Atari 2600 from the Arcade Learning Environment. The state is the game screen in the image form and thus convolutional neural networks (CNNs) are adopted to estimate the Q values. Experience replay is proposed to reduce the correlation among the training data. Results show that DQN outperforms almost all previous approaches when playing Atari games, including Sarsa [6] and human experts. However, in many cases, Q values tend to be overestimated by DQN. To handle this problem, Double DQN [24] is proposed. Studies [24] compare the DQN with the Double DQN on Atari games and find that the Double DQN can generate much more appropriate Q values while DQN always overestimates them, and this is the reason why Double DQN outperforms DQN in most Atari games.

**Policy Gradient:** Policy gradient method is a policy-based reinforcement learning technique that can be applied in both discrete and continuous domains. Policy gradient methods can directly optimize the parameterized policies \( \pi(\theta) \) by maximizing the long-term cumulative reward \( E_\pi[G_t] \) based on the gradient ascent approach. The policy gradient method has many advantages over other reinforcement learning algorithms. It can make the policies’ convergence more greedy over time autonomously. Furthermore, compared to Q-Learning and its variants, the policy gradient method can work effectively in continuous control problems. The policy gradient estimator can be expressed in the following form:

\[
\hat{g} = E_\pi[\nabla \log \pi(\alpha_i|s_i) \psi_i]
\]

The equation (3) where \( \pi(\theta) \) is a parameterized policy with respect to parameter \( \theta \). \( \psi_i \) is a function related to rewards and \( E_\pi[\cdot] \) is the mean over a finite batch of samples collected under \( \pi(\theta) \). As shown in Table II, there are several expressions of \( \psi_i \) adopted by different policy based algorithms. Specially, the advantage function and the TD-error are widely applied. Compared to the average reward, the average function measures how much reward can be gained by taking the action \( \alpha_i \) in the current state \( s_i \), compared to the average reward. As shown in Table III, the TD-error calculates the difference between the estimated accumulative reward to be received starting at given time step \( i \) and the actual accumulative reward received starting at step \( i \), and the algorithm acts to reduce such error.

<table>
<thead>
<tr>
<th>Expression</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sum_{t=i}^{\infty} r_t )</td>
<td>total reward after taking ( \alpha_i )</td>
</tr>
<tr>
<td>( \sum_{t=i}^{\infty} b - r_t )</td>
<td>add a baseline (constant)</td>
</tr>
<tr>
<td>( Q(s, a) )</td>
<td>state-action value function</td>
</tr>
<tr>
<td>( \hat{Q}^+(s, a) = V^+(s_{i+1}) - V^+(s_i) )</td>
<td>advantage function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expression</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_i )</td>
<td>instant reward at step ( i )</td>
</tr>
<tr>
<td>( V^+(s_{i+1}) )</td>
<td>estimated accumulative reward starting at step ( i + 1 )</td>
</tr>
<tr>
<td>( V^+(s_i) )</td>
<td>estimated accumulative reward starting at step ( i )</td>
</tr>
</tbody>
</table>

Several RL algorithms are developed from the policy gradient method, including the well-known Trust Region Policy Optimization (TRPO) and Proximal Policy Optimization (PPO), which have been successfully implemented in many areas. PPO has been extensively applied to game AI research and solving control problems. PPO is an off-policy reinforcement learning algorithm applicable to continuous and discrete environments. The core idea of PPO is the clipped surrogate objective. PPO not only attains high scores in test-beds like Atari and MuJoCo [12], but also solves complex problems such as DOTA [25][26] and Glory of Kings [27]. The well-known StarCraft agent AlphaStar [28] and Mahjong agent Suphx [29] are also trained with PPO. Additionally PPO has also be exploited to solve control problems, such as unmanned aerial vehicles (UAVs) control [11] and an autonomous underwater vehicles (AUVs) control [10].
Packet-level and Flow-level Intrusion Detection: Packet-level and flow-level analyses are two fundamental methods for designing intrusion detection systems. In the packet-level intrusion detection, messages and headers transported by network packets are primarily extracted for detecting malignant traffics [1, 2]. In flow-level intrusion detection, the traffic flow characteristics, which usually contains numerous packets, are extracted for detecting attacks [3, 4].

Packet-level intrusion detection systems analyze and extract features from the network packet data through transmissions for intrusion detection. As shown in Table IV, a network packet travels across five layers, including an application layer, a transportation layer, a network layer, an Ethernet layer and a physical layer (not considered in the paper). A packet structure consists of messages generated in the application layer and three headers generated in the remaining three layers. The content of messages generated in the application layer is different with respect to different protocols. For example, HTTP generates special HTTP request messages. Different headers carry different knowledge. In the transportation layer, TCP and UDP are two most common protocols with TCP and UDP headers as the most common ones in this layer. IP is the most common protocol in the network layer with the IP header. Similarly, in the Ethernet layer, an Ethernet header is generated. The knowledge carried inside headers is called field.

Table IV. Network Layers and Packet Structure

<table>
<thead>
<tr>
<th>Layer</th>
<th>Main Protocol</th>
<th>Packet Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Layer</td>
<td>FTP HTTP</td>
<td>Messages</td>
</tr>
<tr>
<td>Transportation Layer</td>
<td>TCP UDP</td>
<td>TCP/UDP Header + Messages</td>
</tr>
<tr>
<td>Network Layer</td>
<td>IP</td>
<td>IP Header + TCP/UDP Header + Messages</td>
</tr>
<tr>
<td>Ethernet Layer (Data Link Layer)</td>
<td>Ethernet</td>
<td>Ethernet Header + IP Header + TCP/UDP Header + Messages</td>
</tr>
<tr>
<td>Physical Layer</td>
<td>Not Considered</td>
<td>Not Considered</td>
</tr>
</tbody>
</table>

Packet-level and flow-level techniques approach the intrusion detection problem from two different directions. Packet-level research studies the data knowledge carried inside packets but ignores the relationship among different packets. On the contrary, flow-level research focuses on flow knowledge and attempts to capture the relationship among packets, but ignores data transported inside a packet. Both approaches have their advantages and disadvantages [30], so this study attempts to combine the packet-level approach with the flow-level one and build a more robust intrusion detection system.

ML-Based Intrusion Detection: In recent years, machine learning algorithms are broadly adopted in cybersecurity studies [1–4]. Some well-known machine learning algorithms, such as Random Forest (RF) [31], support vector machine (SVM) [32], and deep neural networks (DNNs), have shown promising results in the area of cybersecurity. In the work, the focus was on supervised learning-based approaches, such as deep neural networks. Table V shows the fundamental supervised learning-based intrusion detection framework. The entire intrusion detection procedure can be divided into two stages: training stage and detection stage.

In step 1, feature engineering is first conducted on the network traffics for the training stage. It is important to design appropriate features of traffics to improve the performances of intrusion detection systems. In flow-based research, certain standard flow-level features have already been given for most datasets available online, so the feature engineering step is not mandatory. However, for the packet-based research, it is often necessary to conduct feature engineering and extract features from raw network traffics. In this case, the quality of features is the key to the successful application of the intrusion detection system.

In step 2, data preprocessing is necessary for both flow-level and packet-level research. The features always contain three different value types: continuous value, categorical value, and discrete value. In order for the features to be processed by machine learning models, we need to transform the categorical and discrete values into certain suitable formats.

In step 3, an appropriate machine learning model need to be select. This step is of great importance to the final performance of the IDS. The most suitable model has been selected according to different rules with respect to different tasks. For example, if the input data is image, convolutional neural networks (CNNs) [33] are often the optimal choice. If it is time series data, the 1D-CNN [34] and the long-Short Term Memory (LSTM) network can be chosen. Afterward the training of the model and tuning of hyperparameters has been performed. Finally in step 4, the optimal model as the intrusion detection system has been applied.

For the detection stage, it was able to extract features engineered at the training stage from raw network traffics and conduct data preprocessing on these features. Subsequently, the pre-processing data was fed into the trained intrusion detection system. In order to evaluate the quality of the IDS, proper metrics for the machine learning model, such as the accuracy, precision, recall and F1 measures, etc. need to adopt.

TCP/IP Model and Packet Switches: This section introduces how a packet traverses from the source host to the destination host. Furthermore, important knowledge carried by the packets through the entire transmission trip has been introduced in details. Fig. 3 [35] shows a classical TCP/IP network model and the path of a packet traveling from the source host to the destination host. The TCP/IP model consists of an application layer, a transportation layer, a network layer, a data link layer (Ethernet layer) and a physical layer. The physical layer is not considered in this work. The packet transmission procedure [35] from a client side such as a browser has been explained.

First of all, the client launches an HTTP request in the application layer. The client creates a socket and sends the HTTP request message to the transportation layer through the socket. Both TCP and UDP protocols operate in the transportation layer, and HTTP can launch the TCP connection for transportation. After receiving HTTP messages from the application layer, the transportation layer creates a logic TCP connection with the transportation layer of the server through
Packet headers and application messages are recorded in 'pcap' (packet capture) files, which can be acquired by 'wireshark' [36], a commonly used network analysis tool. In the experiment, after selecting the network card of the network device on 'wireshark', it can automatically capture all the packets (Ethernet frames) traveling through the network card in chronological order and record these packets in 'pcap' files in a hexadecimal format. 'Pyshark' can be used to read packets from 'pcap' files. The DDoS2019 package, which contains raw 'pcap' files for the packet-level IDS research, has been adopted in this case study.

**Convolutional Neural Networks:** Convolutional neural networks (CNNs) [33] are feed-forward neural networks with a deep structure facilitating convolutional computations. It is one of the most representative algorithms of deep learning. CNN is widely applied in computer vision, such as image classification [37][38]. The name of CNN indicates that the network utilizes the convolution operation extensively. A basic CNN consists of convolutional layers, pooling layers and fully connected layers. CNN gains in popularity because of its affine invariance property, which is achieved by receptive field, shared weights and pooling.

A convolutional layer conducts feature extraction on images with convolution kernels, through which the receptive field and shared weights can be employed. The receptive field signifies that a neuron in the CNN is required to sense information of a part of the image, which can considerably reduce the number of parameters connected to a neuron. This is beneficial considering that the local correlation of an image is relatively stronger. By shared weights, different neurons can share the same convolution kernels, further reducing the number of parameters required for training. As shown in Fig. 4(b), a kernel (feature detector) performs the image’s convolution operation to extract image features. Different kernels can extract different type of features. The output of the convolutional layer is called the feature map. Notably, one kernel generates one feature map.

A pooling layer can reduce the dimensionality of the data. As a general rule, the pooling layer is sandwiched between continuous convolutional layers, and it can compress
the amount of data/parameters and prevent over-fitting. This work adopted two pooling methods, the maximum pooling and the average pooling, to perform down-sampling on each feature map.

The other commonly used CNN is 1D-CNN [34]. 1D-CNN is especially efficient when extracting essential features from shorter and fixed-length segments of the overall data set, and when the feature within the segment is not of high relevance. Accordingly, 1D-CNN is good for analyzing sensor time-series data [39]. There are two main differences between the 1D-CNN and the CNN. First, the input dimensions are different, and second, the convolution kernel traverses the input data in different ways, as shown in Fig. 4. As displayed in Fig. 4(a), assuming that the input is a sentence, each word can be transferred into a vector by word embedding approaches. The convolution kernel can be treated as the feature detector. The feature detector in 1D-CNN always covers the whole word, and scans from the start position to the final position. For example, in Fig. 4(a), the height of the detector is 2, and it moves from the top to the bottom with the step of 1. As shown in Fig. 4(b), the input is a batch of 2D images with respect to CNN. Using a square window, the convolution kernel slides horizontally and vertically across the image. As shown in Fig. 4(b), the feature detector operates in a 2x2 window.

Similarly, they conduct feature extraction on raw traffic flow. Field information is extracted from separated packets and each field represents a feature. The authors concentrate on header fields, including frame, IP and TCP/UDP associated information and exploit one-hot encoding to encode those categorical features. After implementing feature extraction and data preprocessing, they design a three-layer fully connected neural network with the sparse cross-entropy loss function for multi-class classification.

III. METHODOLOGY

A. Methods and Procedures

The novel intrusion detection framework proposed at packet-level is shown in Table VII. The framework consists of two major modules and several sub-modules. The preprocessing module is devised for data transformation and feature engineering. The reinforcement learning module is devised for training the intrusion detection system with RL approaches. This module further comprises a training module and an interaction module. An additional anomaly detection module is deployed to detect those attacks which are blind to the training module. Each module has been introduce in the following sections in details.

<table>
<thead>
<tr>
<th>Module</th>
<th>Sub-Module</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Preprocessing</td>
<td>None</td>
<td>Data Transformation and Feature Engineering</td>
</tr>
<tr>
<td>Reinforcement Learning</td>
<td>Interaction Training</td>
<td>Collect batch data and store in replay buffer; Train the RL agent with batch data</td>
</tr>
<tr>
<td>Anomaly Detection</td>
<td>None</td>
<td>Detect attacks blind to the training module</td>
</tr>
</tbody>
</table>

B. The Data Preprocessing Module

Motivated by the extensively used embedding approaches such as word2vec, a novel embedding method has been proposed, namely the image embedding for the RL based IDS developed in this work. Several designated transformations are performed in this method to convert the network packets into images. Table VIII show the main steps of the data preprocessing module. In the following, these steps have been explained in details.

<table>
<thead>
<tr>
<th>Step</th>
<th>Process (Input → Method → Output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Raw Network Traffic → Session-based Rule → Separated Sessions</td>
</tr>
<tr>
<td>2</td>
<td>Separated Sessions → Image Embedding → Session Images</td>
</tr>
<tr>
<td>3</td>
<td>Session Images → Labeling with Log Files → Images and Label</td>
</tr>
<tr>
<td>4</td>
<td>Images and Label → Normalization → Applicable Dataset</td>
</tr>
</tbody>
</table>

In step 1, the vast network traffic recorded in the ‘pcap’ files has been split into separated and small traffic files according to specific rules, such as the session-based and flow-based partition rules. The difference between a session and a flow is shown in Table IX. The packet transmission directions in the same session can be opposite, but the directions must be the same in the same flow. The common rule of session-based and flow-based partition is that if two packets share the same 5-tuple knowledge (source IP, source port, destination IP, destination port, transportation protocol), these packets will be categorized in the same way session or flow. As
explained previously, such 5-tuple knowledge determines the travel route of a packet, thus, this rule is used for flow or session categorization. A session or a flow always contains numerous packets. In this experiments, the session-based rule for partition has been used. After partition, several separated sessions stored in ‘pcap’ files can be obtained; each session contains various packets recorded in the order of capture time.

### TABLE IX. PERFORMANCES OF DIFFERENT DISCOUNT VALUES ON FOUR AGENTS

<table>
<thead>
<tr>
<th>Source</th>
<th>Flow I</th>
<th>Destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP 1</td>
<td>Packet 4, Packet 3, Packet 2, Packet 1</td>
<td>IP 2</td>
</tr>
<tr>
<td>Port 1</td>
<td>TCP or UDP Connection</td>
<td>Port 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Destination</th>
<th>Flow II</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP 1</td>
<td>Packet 4, Packet 3, Packet 2, Packet 1</td>
<td>IP 2</td>
</tr>
<tr>
<td>Port 1</td>
<td>TCP or UDP Connection</td>
<td>Port 2</td>
</tr>
</tbody>
</table>

In step 2, image embedding is conducted on these separated sessions. The structure of a network packet can be found in Fig. 5(a). Generally, a network packet consists of an Ethernet header, a TCP or UDP header, an IP header and application messages. Only fields stored in packet headers has been extracted in this work.

Application messages have been discarded because the length of a packet header is fixed, while the length of the application messages is not. The fixed embedding length is conducive to image embedding since the input image’s size can be fixed. The whole procedure of image embedding is shown in Fig. 5. The fields transported by the packets are stored in bytes, so they can be converted to base 10 form with a range of 0 to 255, and one byte represents one pixel. Hence one packet represents a line of an image. With simple calculations, it has been found that the total length of a packet header is 54 bytes. Thus, the standard image format with a fixed size of 54x54 has been chosen, meaning that an image consists of only 54 packets. Some sessions may contain more than 54 packets, in this case, more images can be used to embed the extra packets. If the remaining packets are less than 54, the missing parts have been filled in with zeros. Packets are embedded in the order in which they are captured. This way, session knowledge into the packet-level experiments can be attached.

In step 3, after conducting image embedding, each session has been labeled by matching the time stamp given in the log file provided by the raw dataset. In step 4, the normalization has been performed on these images by dividing 255. All pixels of images are then normalized into [0, 1] from [0, 255].

### C. The Reinforcement Learning Module

Before developing a reinforcement learning module, it is necessary to first transfer the intrusion detection problem into an RL-based problem. For this purpose, the intrusion detection problem has been compared to the Atari games studied in [12], considering intrusion detection as a special game. The comparison is shown in Table X.

### TABLE X. COMPARISON BETWEEN ATARI GAME AND THE INTRUSION DETECTION GAME

<table>
<thead>
<tr>
<th>RL</th>
<th>Atari</th>
<th>IDS</th>
<th>IDS Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>Image(s)</td>
<td>Image</td>
<td>Images in dataset</td>
</tr>
<tr>
<td>Action</td>
<td>Game Operation</td>
<td>Prediction</td>
<td>Label Space [0, 1, 2, ...]</td>
</tr>
<tr>
<td>Reward</td>
<td>Game Feedback</td>
<td>Reward Mechanism</td>
<td>[-1, 1]</td>
</tr>
<tr>
<td>Episode</td>
<td>Game Round</td>
<td>Session</td>
<td></td>
</tr>
<tr>
<td>Agent</td>
<td>Game User</td>
<td>Classifier</td>
<td></td>
</tr>
</tbody>
</table>

Sessions identified in an intrusion detection game correspond to game rounds in an Atari Game. When the agent is playing the game, it takes the following trajectory:

\[ s_0, a_1, r_1, s_1, a_2, r_2, ..., s_t \]

where \( s \) represents the game screen, a represents the game operation and \( r \) represents the game reward. The game agent repeats until it reaches the terminated state \( s_t \) (game over) of an episode. Similarly, the intrusion detection agent can also take the above trajectory until it reaches the session’s end (last image). The state is the game screen (in image format) in the Atari games, and in intrusion detection, the state is also an image after conducting image embedding on the sessions. The action space of Atari games contains game operations, which can be expressed as discrete numbers, e.g. 0 (one step left), 1 (one step right), 2 (one step up), etc. However, the reward system is different for the above two problems. Game developers have devised the reward mechanism of Atari games. For the intrusion detection problem, the reward system has to be designed carefully. After conducting the research it has found that the reward scale has a significant impact on the performance of reinforcement learning algorithms. Thus, inspired by reward clip for the code-level optimization implemented in the Atari game agent, the following reward feedback rule has been designed: if the prediction made by the agent is correct, the reward is 1; otherwise, the reward is -1. PPO is the main algorithm used for solving the discrete problem. Deep Q-Learning algorithm has been applied, rather than PPO. Deep Q-Learning is also an excellent choice for solving discrete problems, and it is much easier to implement compared to PPO. A comparison case study has been shown that the Deep Q-Learning outperforms policy gradient methods in the intrusion detection task.
the network structure of the intrusion detection agent since the input states are images. It should be noted that, contrasting to Atari games and other computer vision tasks, 1D-CNN is also appropriate in this intrusion detection system. One reason is that session images have been treated as a type of time-series data since packets embedded in the image are arranged in chronological order according to the capture time. Most importantly, as shown in Table XI, the intrusion detection problem is similar to the language model, where 1D-CNN is widely applied. Generally, sentences consist of different words and have different lengths. Similarly, a packet can be treated as a word, and a session can be treated as a sentence. When dealing with language tasks, advantage of word2vec approaches has been taken to conduct data preprocessing, while this IDS used the proposed image embedding to conduct data preprocessing for packets. Due to the above, this work is motivated to adopt the 1D-CNN in this experiment for the proposed IDS. The main structure of the two RL agents, i.e. DQN-CNN and DQN-1D-CNN, is shown in Fig. 6. The RL agents’ input states (s) are a finite batch of images. CNN and 1D-CNN are applied for feature extraction on DQN-CNN and DQN-1D-CNN, respectively. An additional fully connected layer is deployed for final classification and detection. The output is Q-values of the current states, and the prediction/action (a) is decided based on Eqn. (2) with the Q-values. As discussed above, the RL module in the IDS has two sub-modules, the interaction module and the training module. The complete procedure of the interaction module is shown in Algorithm 1. In the beginning, a session from the dataset has been sampled randomly. A session contains numerous images, and each image represents a states. If the current image is not the last image in the session, it stores, r, s, and a into the replay buffer and continue. If the current image is the last one, the model stores s, r, a and a into the replay buffer and randomly samples another dataset session. The complete procedure of the training module is shown in Fig. 7. As mentioned above, Deep Q-Learning algorithm is employed in this experiments. Two networks (the Update and the Target) operate together to achieve the approximate regression. The functionality of the target network is to improve the training stability by fixing the regression target in N steps. The structure of the update network is the same as the agent introduced in Fig. 6. The target network copies the structure from the update network and is initialized with the parameters of the update network. The update network is updated through back propagation, and the target network is updated by copying the parameters from the update network every N times.

The training module and the interaction module work alternately. For example, once the replay buffer is full, training is started for several iterations. After training, the new agent can be used to interact with the environment and store the new data into the replay buffer and remove the old data. The complete pack-level IDS algorithm including both the interaction module and training module is shown in Algorithm 2.

Algorithm 1 – Interaction Module

Require: Start Interacting
1: for interaction process do
2: Randomly sample a session and get its label
3: Take first image in the session as current state s
4: Feed s into agent and obtain action (prediction)
5: Feed a and label into reward mechanism, get reward r
6: for each episode do
7: if Last image in the session then
8: Store (s, r, a, None) into replay buffer
9: break
10: else
11: Take next image in the session as next state s
12: Store (s, r, a, s) into replay buffer
13: Set s = s
14: end if
15: end for
16: end for

D. The Additional Anomaly Detection Module

An anomaly detection model has been employed to detect attacks blind to the training set, by considering them as an anomaly class. This is important to a robust intrusion detection system because it is impossible to include all types of attacks in the training set. As shown in Fig. 8, a confidence score
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Algorithm 2 – Deep Q-Learning Framework for Detection at Packet-level

Require: Extract sessions from raw traffic files
  Split sessions based on session-based rules
  Conduct image embedding on each session
Initialize Q-function Q for agent, target Q-function \( \hat{Q} = Q \)
1: for each episode: do
  2: Randomly choose a session from the dataset.
  3: for each image within session \( t \in [0, N] \) do
  4: Given image \( s_t \), take action based on \( Q \)
  5: Compare at with true label, obtain reward \( r_t \)
  6: Derive next state \( s_{t+1} \): the image behind current state
  7: Store \( s_t, r_t, s_{t+1} \) into agent replay buffer
  8: Sample a batch \( s_t, a_t, r_t, s_{t+1} \) from agent replay buffer
  9: Update Q through back propagation to make \( Q(s_t, a_t) \)
     close to \( r_t + \gamma \max_a \hat{Q}(s_{t+1}, a) \)
 10: Every \( C \) steps reset \( \hat{Q} = Q \)
11: end for

TABLE XI. COMPARISON BETWEEN THE INTRUSION DETECTION SYSTEM AND THE LANGUAGE MODEL

<table>
<thead>
<tr>
<th>Input</th>
<th>Session</th>
<th>Language Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element</td>
<td>Packet</td>
<td>Word</td>
</tr>
<tr>
<td>Embedding</td>
<td>Image Embedding</td>
<td>Word2Vec</td>
</tr>
<tr>
<td>Input Format</td>
<td>[batch, len, dim]</td>
<td>[batch, Len, Dim]</td>
</tr>
</tbody>
</table>

has been outputed and set a threshold \( \gamma \) manually. In the experiment, a Softmax layer has been added at the end of the agent and view the output of the Softmax layer (Q-values) as the confidence score of each class. As shown in Eqn. (4), if all confidence scores are smaller than \( \gamma \), the input will be determined as the ‘anomaly’ attack. Conversely, the class that belongs to the max confidence score is the expected detection result.

\[
f(s) = \begin{cases} \text{arg max}_a Q(s, a) \text{ if } \max_a Q(s, a) \leq \lambda \\ \text{anomaly} \text{ if } \max_a Q(s, a) > \lambda \\ \end{cases} \quad \quad \quad \quad \quad (4)
\]

IV. RESULT AND DISCUSSION

A. Evaluation Metrics

Four metrics, including the accuracy, precision, recall and F1 score have been adapted to evaluate the intrusion detection system.

The definition of these four metrics [41][42] is shown in Table XIII and Table XIV. These evaluation metrics are regularly used in two-class classification problems. When calculating TP, FP, FN and TN with respect to each traffic class, the current class as the positive one, and the remaining classes as the negative one use to consider. With the assistance of these machine learning metrics, this intrusion detection system can be evaluated comprehensively.

B. Experimental Results

Deep Q-Learning algorithm combined with CNN and 1D-CNN for this IDS experiments has been used. In this IDS, two agents based on DQN-CNN and DQN-1D-CNN has been distributed in different places in DDoS attacks, and there can be multiple attackers. DDoS attacks can cause great damages to the society. Various types of DDoS attacks pose huge challenges for intrusion detection systems. The images after image embedding has shown in Fig. 9. In such circumstances, DDoS2019 was collected to facilitate the DDoS research. Eight traffic types are collected in the training set: Normal, PortMap, Net- BIOS, LDAP, MSSQL, UDP, UDP-Lag, SYN. These are multiple types of DDoS attacks which have come up frequently in recent years. DDoS2019 is a balanced and sufficient dataset. Each attack contains at least 10000 samples. The test set contains 12 types of traffic. In addition to the eight types collected in the training set, other four types have been included: NTP, DNS, WebDDoS, TFTP. These additional attacks put forward higher requirements to the generality of the intrusion detection system because they are blind to our intrusion detection system at the training stage. For this problem, an anomaly detection model has been deployed to detect these four additional attacks, by considering them as an anomaly class.
}), the performance of DQN-1D-CNN is slightly worse than that of DQN-1D-CNN, but still reach a high accuracy at 96.07%. The experimental results prove that both DQN-1D-CNN and DQN-CNN can perform well when dealing with image tasks. In addition, in this experiment, the image can also be readily treated as the time series data, and DQN-1D-CNN can perform much better. The test set details has been shown in Table XIX. Afterwards the proposed DQN-1D-CNN agent has been evaluated on the test set. In this stage, it is required to set another important hyperparameter: $\lambda$, $\lambda$ controls the detection performance of (unknown) anomaly traffic. The known eight types of attacks have been treated as the negative class, and the anomaly traffic as the positive class. We use precision and recall to evaluate the performances and select the optimal $\lambda$. Results are shown in Table XX. As $\lambda$ is increasing, the precision decreases, which means that an increasing volume of network traffic is classified as the anomaly type. Conversely, as $\lambda$ is increasing, the recall is also increasing, meaning that an increasing amount of anomaly traffic is detected. The value of $\lambda$ can be determined based on actual requirements of the intrusion detection system. In this experiment, the $\lambda$ is fixed as 0.7, which is a trade-off between 0.5 and 0.9. Finally, the intrusion detection system is evaluated on the test set with $\gamma = 0.1$ and $\lambda = 0.7$. Results are shown in Table XXI. Due to the existence of anomaly traffic, the general accuracy has declined greatly to 84.27% compared with the validation accuracy at 96.07%. With respect to all classes, the DQN-1D-CNN agent can attain relatively high performances on those known types. With regard to anomaly types, although these anomaly types are completely blind to this system, 71.05% of them can still be detected.


table XIX. Training and validation set details

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Training Images</th>
<th>Validation Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>20020</td>
<td>5058</td>
</tr>
<tr>
<td>PortMap</td>
<td>23652</td>
<td>5912</td>
</tr>
<tr>
<td>NetBIOS</td>
<td>18019</td>
<td>5083</td>
</tr>
<tr>
<td>LDAP</td>
<td>22986</td>
<td>4399</td>
</tr>
<tr>
<td>MSSQL</td>
<td>19159</td>
<td>6031</td>
</tr>
<tr>
<td>UDP-Lag</td>
<td>15545</td>
<td>5198</td>
</tr>
<tr>
<td>SYN</td>
<td>22640</td>
<td>4970</td>
</tr>
</tbody>
</table>

Experiments are conducted on the computer configured as RTX2070, i5-9600k and 32GB Memory. Three discount values $\gamma$, including 0.1, 0.5 and 0.9 on four agents have been compared. The value of accuracy averaged used over each class on validation set to evaluate the performance and select the optimal discount value. The experiment results are shown in Table XVI. It has been noticed that when $\gamma$ equals to 0.1, all of the four agents attain the highest performance. With regard to reinforcement learning algorithms, DQN-1D-CNN slightly outperforms PG-1D-CNN over all discount factors, and DQN-CNN also marginally outperforms PG-CNN over all discount factors. Meanwhile, it is observed that PG-based agents are more sensitive to discount factors. Overall results indicate that Deep Q-Learning is a relatively better algorithm than policy gradient methods in our experiments. Hence in the following case studies, it has been assumed that the discount value is fixed as 0.1, and mainly adopt Deep Q-Learning algorithms for the agent.

Detailed experiment results of DQN-1D-CNN with discount value $\gamma$ equal to 0.1 are shown in Table XVII. The table shows that the proposed detection system can reach high accuracy at 98.78%. 100% of normal traffic can be detected with respect to each class. The detection rate (Recall) of MSSQL is the least among all eight types, but still reaching 97.30%. Table XVIII lists the validation results of DQN-CNN. It is seen that the performance of DQN-CNN is slightly worse than that of DQN-1D-CNN. As a comparison, the model devises another two agents PG-CNN and PG-1D-CNN, which are trained with policy gradient methods. The sessions are extracted from raw network traffic data in ‘pcap’ files and split according to the session-based rule. The dataset is split in a ratio of 4:1 (16000 sessions for training and 4000 sessions for validation). During the partition, it has been ensured that the session length distribution of the training set and validation set is consistent, thus the image ratio can also reach approximately 4:1. After partition, the statistics of the dataset is shown in Table XV.

![Confusion Matrix](image)

**TABLE XV. Confusion Matrix**

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
<td>False Negative (FN)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>False Positive (FP)</td>
<td>True Positive (TP)</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE XVI. Performances of different discount values on four agents**

<table>
<thead>
<tr>
<th>Discount Factor</th>
<th>Val Acc (DQN-1D-CNN)</th>
<th>Val Acc (DQN-CNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>98.78%</td>
<td>96.02%</td>
</tr>
<tr>
<td>0.5</td>
<td>98.81%</td>
<td>97.25%</td>
</tr>
<tr>
<td>0.9</td>
<td>87.12%</td>
<td>86.24%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Discount Factor</th>
<th>Val Acc (PG-1D-CNN)</th>
<th>Val Acc (PG-CNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>98.17%</td>
<td>96.03%</td>
</tr>
<tr>
<td>0.5</td>
<td>98.51%</td>
<td>98.47%</td>
</tr>
<tr>
<td>0.9</td>
<td>98.68%</td>
<td>90.69%</td>
</tr>
</tbody>
</table>

According to the calculation formula displayed in Table XIV, accuracy is the general metric of a intrusion detection system, so the accuracy value of each category is the same, and it represents the overall accuracy of the system.

**C. Comparison with Deep Learning Approaches**

The performance of the proposed approach has been compared with traditional 1D-CNN and CNN approaches (without...
TABLE XVIII. VALIDATION RESULTS OF DQN-CNN WITH DISCOUNT VALUE $\gamma = 0.1$. THE COMPUTATION TIME FOR DETECTION IS 0.071s

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>99.68%</td>
<td>95.66%</td>
<td>95.57%</td>
<td>99.27%</td>
</tr>
<tr>
<td>FortMap</td>
<td>96.07%</td>
<td>97.35%</td>
<td>97.75%</td>
<td>96.55%</td>
</tr>
<tr>
<td>NetBIOS</td>
<td>96.07%</td>
<td>97.35%</td>
<td>96.95%</td>
<td>96.35%</td>
</tr>
<tr>
<td>LDAP</td>
<td>96.07%</td>
<td>95.06%</td>
<td>96.03%</td>
<td>95.54%</td>
</tr>
<tr>
<td>MSSQL</td>
<td>96.07%</td>
<td>95.32%</td>
<td>96.00%</td>
<td>95.66%</td>
</tr>
<tr>
<td>UDP-Lag</td>
<td>96.07%</td>
<td>95.05%</td>
<td>94.92%</td>
<td>94.99%</td>
</tr>
<tr>
<td>SYN</td>
<td>96.07%</td>
<td>97.14%</td>
<td>94.87%</td>
<td>95.55%</td>
</tr>
<tr>
<td>Average</td>
<td>96.07%</td>
<td>96.03%</td>
<td>95.97%</td>
<td>95.95%</td>
</tr>
</tbody>
</table>

TABLE XIX. TEST SET DETAILS

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Session</th>
<th>Max Session Len</th>
<th>Average Session Len</th>
<th>Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>5000</td>
<td>691</td>
<td>65</td>
<td>8768</td>
</tr>
<tr>
<td>Fortmap</td>
<td>5000</td>
<td>678</td>
<td>59</td>
<td>8768</td>
</tr>
<tr>
<td>NetBIOS</td>
<td>5000</td>
<td>612</td>
<td>54</td>
<td>6976</td>
</tr>
<tr>
<td>LDAP</td>
<td>5000</td>
<td>531</td>
<td>41</td>
<td>6013</td>
</tr>
<tr>
<td>MSSQL</td>
<td>5000</td>
<td>598</td>
<td>61</td>
<td>9143</td>
</tr>
<tr>
<td>UDP</td>
<td>5000</td>
<td>508</td>
<td>48</td>
<td>6874</td>
</tr>
<tr>
<td>UDP-Lag</td>
<td>5000</td>
<td>525</td>
<td>29</td>
<td>6102</td>
</tr>
<tr>
<td>SYN</td>
<td>5000</td>
<td>601</td>
<td>55</td>
<td>7035</td>
</tr>
<tr>
<td>Anomaly</td>
<td>5000*7</td>
<td>752</td>
<td>57</td>
<td>29260</td>
</tr>
</tbody>
</table>

TABLE XX. ANOMALY DETECTION $\lambda$ SELECTION

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>Precision</th>
<th>Recall</th>
<th>$\lambda_1$</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>93.94%</td>
<td>91.76%</td>
<td>0.7</td>
<td>85.13%</td>
<td>71.03%</td>
</tr>
</tbody>
</table>

TABLE XXI. TEST RESULTS OF DQN-1D-CNN WITH DISCOUNT VALUE $\gamma = 0.1$ AND $\lambda = 0.7$. THE COMPUTATION TIME FOR DETECTION IS 0.143s

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>84.27%</td>
<td>88.81%</td>
<td>93.64%</td>
<td>91.16%</td>
</tr>
<tr>
<td>Fortmap</td>
<td>84.27%</td>
<td>86.83%</td>
<td>91.38%</td>
<td>89.05%</td>
</tr>
<tr>
<td>NetBIOS</td>
<td>84.27%</td>
<td>84.62%</td>
<td>90.69%</td>
<td>87.55%</td>
</tr>
<tr>
<td>LDAP</td>
<td>84.27%</td>
<td>82.36%</td>
<td>88.31%</td>
<td>85.23%</td>
</tr>
<tr>
<td>MSSQL</td>
<td>84.27%</td>
<td>88.24%</td>
<td>92.18%</td>
<td>90.14%</td>
</tr>
<tr>
<td>UDP</td>
<td>84.27%</td>
<td>83.55%</td>
<td>89.40%</td>
<td>86.38%</td>
</tr>
<tr>
<td>UDP-Lag</td>
<td>84.27%</td>
<td>82.07%</td>
<td>87.92%</td>
<td>84.90%</td>
</tr>
<tr>
<td>SYN</td>
<td>84.27%</td>
<td>84.67%</td>
<td>89.57%</td>
<td>87.05%</td>
</tr>
<tr>
<td>Anomaly</td>
<td>84.27%</td>
<td>81.12%</td>
<td>71.05%</td>
<td>75.75%</td>
</tr>
<tr>
<td>Average</td>
<td>84.27%</td>
<td>84.70%</td>
<td>88.23%</td>
<td>86.36%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

First of all, a novel image embedding approach has been designed. Using image embedding, raw traffic files can be transferred to images, which are generally difficult to process by artificial intelligence techniques. This is significant because many artificial intelligence techniques can achieve high performance on image tasks. In addition, those packets classified in the same session are arranged in the chronic order of the capture time. This way the image-based task can be extended to the time-series based task, where supplementary AI techniques such as 1D-CNN and LSTM, can also be applied. Secondly, Markov process has been used to model the dynamic process of network session. Therefore, a reinforcement learning framework can be devised to train the system. Introducing discount value $\gamma$, it make the agent consider more farsighted information. This property is also important to the intrusion detection problem. Assuming that the model encounter a malignant flow, if agent is forced to consider more farsighted, the agent can detect the intrusion earlier. Thirdly, an additional anomaly detection system has been designed to detect those unknown attacks, and propose the idea of the confidence score. This anomaly detection module makes it possible to detect some unknown and novel attacks. It is crucial because the real network environment is complicated and ever changed, and hackers will continue to launch novel attacks which are blind to intrusion detection systems. The experimental results show that, with the assistance of CNN, 1D-CNN and reinforcement learning algorithms, the intrusion detection system can attain high detection rate and maintain low false alarm rate.

More research can be done in the future based on this reinforcement learning framework. Firstly, GAN can be introduced into the reinforcement learning framework. Since the traffic data into images already have been transformed, GAN can be used to generate some novel flows or sessions. Furthermore, GAN can use to simulate a dynamic network environment for interaction. Secondly, a more robust and high-accuracy anomaly detection system can be devised. In this experiment, the Q-value has been treated as the confidence score. Nevertheless, it is difficult to adjust the value of $\lambda$. One possibility is to train the agent to learn the confidence score by itself.
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Abstract—Applying data mining for improving the outcomes of the educational process has become one of the most significant areas of research. The most important corner stone in the educational process is students’ performance. Therefore, early prediction of students’ performance aims to assist at-risk students by providing appropriate and early support and intervention. The objective of this paper is to propose an enhanced predictive model for students’ performance prediction. Selecting the most important features is a crucial indicator for the academic institutions to make an appropriate intervention to help students with poor performance and the top influencing features were selected in feature selection step besides the dimensionality reduction and build an efficient predictive model. DB-Scan clustering technique is applied to enhance the proposed predictive model performance in the preprocessing step. Various classification techniques are used such as Decision Tree, Logistic regression, Naïve Bayes, Random Forest, and Multilayer Perceptron. Moreover ensemble method is used to solve the trade-off between the bias and the variance and there are two proposed ensemble methods through the experiments to be compared. The proposed model is an ensemble classifier of Multilayer Perceptron, Decision Tree, and Random Forest classifiers. The proposed model achieves an accuracy of 83.16%.

Keywords—Educational data mining; students’ performance; classification; feature selection; machine learning

I. INTRODUCTION

Educational systems contain massive data about students’ behavior, enrollment of students, results, and attendance that could be analyzed to improve outcomes of the educational process [1]. Therefore, Educational Data Mining (EDM) has become a necessity to discover knowledge that helps decision makers to improve the educational process [2]. EDM can reduce the drop-out rate by providing the academic institutions with knowledge to be able to develop appropriate strategies. It can also provide a timely decision to help students who are vulnerable to failure. Data mining deals with the educational field to identify and evaluate several important learning indicators from the data [3].

Students’ performance prediction is one of the most challenging and interesting topics of EDM research [4]. It helps instructors to track their students’ performance to identify those at-risk [12]. Research on students’ performance prediction is useful to identify the features, behaviors and hidden relations that affect the students’ performance [6][11]. Many organizations, such as Accreditation Council for Business Schools and Programs (ACBSP) and Accreditation Board for Engineering and Technology (ABET) evaluate the educational programs quality based on the learning outcomes [7]. There are two research perspectives, the first one is to find the features that affect the performance of students. The second one is to find an effective methodology to predict students’ performance [4]. It is very crucial to apply the feature selection to discover high influence features that need to be improved the dropout rate and enhance student performance [5]. Machine learning is applied to discover hidden patterns and the relations between the features in addition to the prediction of at-risk students [20].

The massive growth of the educational data gives the education institutes the opportunity to apply data mining techniques to extract useful and hidden information for predicting students’ academic performance effectively [22]. Therefore, the objective of this paper is to propose an enhanced predictive model for accurate prediction of students’ performance. Various machine learning techniques were experimented. For enhancing the predictive model, we applied DB-Scan clustering technique and feature selection approach. Experimental results proved the effectiveness of the proposed model. The following sections of the paper are organized as follows: Section II presents the related work in page 1 and 2, Section III introduces the methodology in page 2, experiments and results are discussed in Section IV in page 2, 3, and 4, and finally conclusion is stated in Section V in page 5.

II. RELATED WORK

Predicting learning outcomes and especially students’ performance became very important in the overall learning and educational process. Francis et al. achieved an accuracy of 75.47% using a hybrid data mining technique to predict weak students [8]. (Pojon, 2017) compared various machine learning techniques such as Decision Tree, Linear Regression, and Naïve Bayes classifiers [13]. The experiments were conducted on two datasets. Experiments have shown that models with clustering and classification techniques achieve better results in predicting students’ performance. The accuracy achieved using classification and regression trees (CART) algorithm were of 93% and 78%.

Lau et al. built a prediction model for students’ performance using neural networks technique. The model contains two hidden-layers and the output layer with 11 features as
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input. The prediction model achieved precision of 84.8% [10]. Xing et al. conducted a prediction model using deep learning approach based on the perspective of predicting temporal dropout for improving the online learning. The proposed model achieved an accuracy of 90.8% and 96.1%, after the 1st week and the 7th week, respectively [21]. Divyabharathi et al. constructed a predictive model using Naïve Bayes classification technique to detect and prevent performance academic risk based on the students’ data, and they achieved an accuracy of 94% [22]. Raihana et al. applied classification based on the academic performance as well as the quality of life that were psychological health, physical health, social relationship, environment, and the overall life quality. They used support vector machine (SVM) algorithm and achieved an accuracy of 73.33%. The experiments revealed that students, who achieved good academic performance, were psychologically healthy, physically healthy, have good social relationship, were in a good environment and have good overall life quality [23]. Uzel et al. experimented various machine learning predictors such as Decision Tree, Naïve Bayes, Random Forest, Multilayer Perceptron, and Ensemble method. They also applied Apriori technique to discover the hidden patterns from the data. They achieved the accuracy of 80.6% for the classification by the voting method classifier[19].

Sana et al. showed that there are many features and factors that affect the final students’ performance significantly such as the number of student’s absence days and the involvement of parents with students in the learning process. The accuracy of 78.1% was achieved by their approach using Artificial Neural Network (ANN) algorithm with highly ranked features [18].

Comparative results of some related works are shown in Table I.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>Hybrid Data Mining Approach</td>
<td>75.47%</td>
<td>480 records and 16 features</td>
</tr>
<tr>
<td>[10]</td>
<td>Neural Networks</td>
<td>84.8%</td>
<td>1000 records</td>
</tr>
<tr>
<td>[13]</td>
<td>CART</td>
<td>78%</td>
<td>480 records and 16 features</td>
</tr>
<tr>
<td>[18]</td>
<td>ANN</td>
<td>78.1%</td>
<td>480 records and 16 features</td>
</tr>
<tr>
<td>[19]</td>
<td>Voting Classifier</td>
<td>80.6%</td>
<td>480 records and 16 features</td>
</tr>
<tr>
<td>[21]</td>
<td>Deep Learning</td>
<td>96.1%</td>
<td>3617 records and 13 features</td>
</tr>
<tr>
<td>[22]</td>
<td>Naive Bayes</td>
<td>94%</td>
<td>500 records and 8 features</td>
</tr>
<tr>
<td>[23]</td>
<td>SVM</td>
<td>73.33%</td>
<td>60 records and 26 features</td>
</tr>
</tbody>
</table>

There are many studies that focus either on finding hidden patterns, discovering relation between features, or enhancing the accuracy. However there is a lack in making a comprehensive work that combines enhancing the preprocessing step, finding the top influencing features, and proposing a predictive model to enhance the performance based on different measures to check the model’s stability from different perspectives and show the variations of results to get insights from the experiments. Therefore the performance of prediction models in the previous studies needs to be enhanced to help at-risk students to improve their performance and help the academic institutions to make an appropriate intervention to assist the students with poor performance. Therefore, in this study we propose a predictive model to face these limitations and improve students’ performance prediction.

III. METHODOLOGY

The purpose of this paper is to propose a predictive model for students’ performance prediction. This is achieved by exploring various classification techniques, besides the ensemble method that solves the trade-off between the bias and variance, to investigate which one would achieve the best performance. Moreover, DB-Scan was used in preprocessing for outlier detection and features selection was used to enhance the predictive model of students’ performance. The proposed model is shown in Fig. 1. The following subsections describe the proposed model.

A. Preprocessing

Pre-processing is an essential process for any data set. It includes data cleaning and transformation. We pre-processed the dataset through three steps. Firstly, data was converted from nominal to numerical values. Secondly, some features were reshaped to be within a certain range using standardization method. Finally, DB-Scan clustering methodology was applied for outlier detection, as it had a great efficiency in [16].

B. Feature Selection

Feature selection aims to select the most important and influencing features in the dataset. Also, it is very important for dimensions’ reduction before implementing the prediction and classification methods. It works by selecting the best features that contribute most to the target variable based on univariate statistical tests.

We used the SelectKBest technique [15]. SelectKBest technique selects the first k features with the highest score values based on the Chi-Square test, for comparing the actual and predicted results, as a score function [14] using equation (1).

$$X^2 = \sum \frac{(O - E)^2}{E}$$

where $O_i$ and $E_i$ are the actual and expected values, respectively.

C. Classification

For classification, we designed two different Ensemble models. One consists of Multilayer Perceptron (MLP), Random Forest (RF) and Decision Tree (DT), the other consists of RF, Logistic regression (LR) and DT.

IV. EXPERIMENTS AND RESULTS

To evaluate how the proposed models will perform in predicting the students’ performance, several evaluation measures were used on a Learning Management System (LMS) dataset through several experiments as follows in page 3.
A. Dataset

The dataset is collected from a Learning Management System (LMS) [24]. It contains 480 records of students’ data in various educational levels with 16 features. The features were categorized as follows:

- **Academic features**: Section id, Semester, Educational stages, Viewing announcements, Grade levels, Topic, Discussion groups, Visited resources, Raised hand, and Student absence days.
- **Personal features**: Gender, Parent responsible for student, Parent answering survey, and Parent school satisfaction.
- **Demographic features**: Nationality and Place of birth.

We pre-processed the dataset through two steps. Firstly, we converted the data from nominal to numerical values for the features: Section Id, Semester, Educational stages, Grade levels, Topic, Discussion groups, Gender, Parent responsible for student, Parent answering survey, Parent school satisfaction, Nationality, Place of birth, and Student absence days.

Secondly, the following features: Viewing announcements, Discussion, Visited resources, and Raised hand, were reshaped to be within a certain range using standardization method. Fig. 2 shows a sample of the dataset’s features and instances.

![Sample of the Dataset Features and Instances.](image)

B. Experiment Environment

Anaconda Navigator [17] was used to simplify the packages management and deployment. The implementation language was Python using pandas, numpy, and sklearn libraries. The experiments were performed on a machine with 2.60 GHz processor, 16 GB memory, and Windows 10 64-bit operating system. All the experiments were performed using the 10-fold cross validation [9].

C. Evaluation Measures

The accuracy measure is used for the evaluation of each model using equation (2).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{2}
\]

It indicates a proportion of correctly predicted observation to the total observations, where: TP = True positive, FP = False positive, TN = True negative and FN = False negative.

Moreover, Precision, Recall, and F1-Score measures are used for the evaluation of each model using equations (3), (4), and (5) respectively.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{4}
\]

\[
F1\text{-Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

D. Experiments

According to dataset features, the performance indicator was the success levels that were classified to three categories:

- **Low-Level** contains 127 of the data instances.
- **Middle-Level** contains 211 of the data instances.
- **High-Level** contains 142 of the data instances.

To evaluate our ensemble methods, several experiments were conducted. First, we studied the effect of using the DB-Scan as a preprocessing step as shown in the methodology section.

A comparison of our first and second ensemble classifiers’ performance results before and after Applying DB-Scan in terms of accuracy, Precision, Recall, and F1-Score measures is shown in Table II.

![Table II. Performance of Our First and Second Ensemble Methods Before and After DB-Scan](image)

A comparison of classifiers’ performance showing the evaluation results in terms of accuracy, Precision, Recall, and F1-Score measures after applying the DB-Scan algorithm as well as the evaluation of these classifiers using all the data without applying the DB-Scan clustering technique, and these comparison’s results are shown in Table II.

Second experiment as shown in Table III is designed to evaluate our two ensemble models comparable to the Naïve Bayes, DT and MLP models. Evaluation is done using the accuracy, precision, recall and F1-Score.

In addition to assess the accuracy of our proposed models, we compared our work with the results of [18]. We compared our two ensemble models using the given evaluation measures.

The experiments in table IV show that our first ensemble model achieved better performance in terms of different evaluation measures than [18] and our second ensemble model.
TABLE III. PERFORMANCE OF OUR FIRST AND SECOND ENSEMBLE METHODS AS WELL AS NAIVE BAYES, DECISION TREE, AND MLP CLASSIFIERS

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>81.05%</td>
<td>81.2%</td>
<td>83.1%</td>
<td>81.6%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>77.89%</td>
<td>78.7%</td>
<td>78.0%</td>
<td>78.2%</td>
</tr>
<tr>
<td>MLP</td>
<td>80.0%</td>
<td>81.2%</td>
<td>80.0%</td>
<td>80.3%</td>
</tr>
<tr>
<td>Our First Ensemble (MLP, RF, DT)</td>
<td>83.16%</td>
<td>84.1%</td>
<td>83.3%</td>
<td>83.6%</td>
</tr>
<tr>
<td>Our Second Ensemble (RF, DT, LR)</td>
<td>80.0%</td>
<td>80.7%</td>
<td>80.8%</td>
<td>80.7%</td>
</tr>
</tbody>
</table>

TABLE IV. PERFORMANCE OF OUR FIRST AND SECOND ENSEMBLE METHODS besides [18]

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>78.1%</td>
<td>78.6%</td>
<td>78.9%</td>
<td>78.8%</td>
</tr>
<tr>
<td>Our First Ensemble (MLP, RF, DT)</td>
<td>83.16%</td>
<td>84.1%</td>
<td>83.3%</td>
<td>83.6%</td>
</tr>
<tr>
<td>Our Second Ensemble (RF, DT, LR)</td>
<td>80.0%</td>
<td>80.7%</td>
<td>80.8%</td>
<td>80.7%</td>
</tr>
</tbody>
</table>

Finally, to study the feature selection technique, the SelectKBest technique is applied based on chi-square test for feature selection approach for selecting the most influencing features to be involved in the model building phase. It works by selecting the best features that contribute most to the target variable based on univariate statistical tests.

The experiments were implemented using the top 10 and 5 features besides all the features from the dataset to be used in the classification.

Table V shows a comparison of models’ performance in terms of accuracy measure using all the features of dataset, top 10, and top 5 features of the dataset correlated to the target.

TABLE V. PERFORMANCE ACCURACY WITH VARIOUS NUMBER OF SELECTED BEST FEATURES

<table>
<thead>
<tr>
<th>Method</th>
<th>All Features</th>
<th>Top 10 Features</th>
<th>Top 5 Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>81.05%</td>
<td>80.0%</td>
<td>64.21%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>77.89%</td>
<td>68.42%</td>
<td>66.32%</td>
</tr>
<tr>
<td>MLP</td>
<td>80.0%</td>
<td>81.05%</td>
<td>68.42%</td>
</tr>
<tr>
<td>Our First Ensemble (MLP, RF, DT)</td>
<td>83.16%</td>
<td>78.95%</td>
<td>65.26%</td>
</tr>
<tr>
<td>Our Second Ensemble (RF, DT, LR)</td>
<td>80.0%</td>
<td>75.79%</td>
<td>65.26%</td>
</tr>
</tbody>
</table>

According to Fig. 3, the accuracy corresponding to each number of top K features is measured and plotted for selecting the best number of features in feature selection stage and the best accuracy can be achieved by using only the top correlated 9 features to the target that is the accuracy when we used all the features.

Table VI shows a comparison of models’ building time in milliseconds using all the features of dataset, top 10, and top 5 features of the dataset correlated to the target. The results showed that the difference between models’ building time is very small. Therefore building models using all the features is the best choice. Moreover Fig. 4 shows the bar-chart graph representation of the results of Table VI.

TABLE VI. COMPARISON BETWEEN MODELS’ BUILDING TIME IN MILLISECONDS WITH VARIOUS NUMBER OF SELECTED BEST FEATURES

<table>
<thead>
<tr>
<th>Method</th>
<th>All Features</th>
<th>Top 10 Features</th>
<th>Top 5 Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>8.025</td>
<td>7.241</td>
<td>6.972</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>10.121</td>
<td>9.091</td>
<td>8.245</td>
</tr>
<tr>
<td>MLP</td>
<td>145.065</td>
<td>162.463</td>
<td>155.802</td>
</tr>
<tr>
<td>Our First Ensemble (MLP, RF, DT)</td>
<td>217.56</td>
<td>231.273</td>
<td>207.702</td>
</tr>
<tr>
<td>Our Second Ensemble (RF, DT, LR)</td>
<td>127.004</td>
<td>142.911</td>
<td>110.764</td>
</tr>
</tbody>
</table>

V. CONCLUSION

One of the essential objectives of educational data mining is to accurately predict students who are vulnerable to drop-
out for providing them with more support and the suitable intervention. EDM helps the academic institutions to make an appropriate intervention to assist those students enhance their performance. In this paper, we proposed an enhanced predictive model for students’ performance to improve the prediction accuracy. We applied various machine learning techniques for predicting the students’ performance. Additionally, DB-Scan clustering algorithm and feature selection steps have been exploited, for choosing the significant features. Our first ensemble method has achieved an accuracy of 83.16%, 78.95%, and 65.26% using all the features, the top 10 influencing features, and the top 5 influencing features, respectively. The proposed predictive model outperformed previous work using the same dataset from the learning management system. Applying DB-Scan clustering technique as a preprocessing step has a great effect on enhancing the predictive model performance and the distribution of results as seen in the confusion matrix of each predictive model. For future work, we intend to apply the proposed predictive approach to various datasets, experiment different feature selection techniques, and implement alternatives for DB-Scan clustering technique.
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Abstract—The breakthroughs in securing speaker verification systems have been challenging and yet are explored by many researchers over the past five years. The compromise in security of these systems is due to naturally sounding synthetic speech and handiness of the recording devices. For developing a spoof detection system, the back-end classifier plays an integral role in differentiating spoofed speech from genuine speech. This work conducts the experimental analysis and comparison of up-to-date optimization techniques for a modified form of Convolutional Neural Network (CNN) architecture which is Light CNN (LCNN). The network is standardized by exploring various optimizers such as Adaptive moment estimation, and other adaptive algorithms, Root Mean Square propagation and Stochastic Gradient Descent (SGD) algorithms for spoof detection task. Furthermore, the activation functions and learning rates are also tested to investigate the hyperparameter configuration for faster convergence and improving the training accuracy. The counter measure systems are trained and validated on ASV spoof 2019 dataset with Logical (LA) and Physical Access (PA) attack data. The experimental results show optimizers perform better for LA attack in contrast to PA attack. Additionally, the lowest Equal Error Rate (EER) of 9.07 is obtained for softmax activation with SGD with momentum wrt LA attack and 9.951 for SGD with nestrov wrt PA attack.

Keywords—Spoof detection; speech synthesis; voice conversion; convolutional neural networks; optimizers; gradient descent algorithm; spoofed speech; automatic speaker verification

I. INTRODUCTION

The uniqueness of voice makes it a popular choice as a biometric for securing smart-phones, telephonic-verification for banking, online-shopping and interestingly, voice-based logins. This also requires the voice biometric based systems to be resilient to unauthentic access in the form of spoofing attacks. The Automatic Speaker Verification (ASV) systems are thriving to make the voice-based applications secured and handiness of the recording devices. For developing an anti-spoofing algorithm.

The robustness of a spoof detection system depends on its internal building blocks which includes the feature extraction and classification. During the training mode, the input speech is processed to reduce redundancy in data and filter out the required information from the speech, that is, naturalness and speaker specific content. These unique features are then trained using appropriate machine learning algorithm to get a training rule or trained model. Consequently, in the testing mode the appropriate features are extracted from the test samples and fed to the trained model following which the samples are categorized as genuine or spoofed. For building a model, the number of samples and types of attacks must be considered in a dataset as they will help boost the validation accuracy. The datasets available for PA attacks are Red Dots [1], VoicePA [2] and ASV spoof 2017 [3] while for LA attack, SAS [4] and ASV spoof 2015 are popular . The ASV spoof 2019 [5], [6] has all three kind of attacks samples including synthetic and replay speech. Hence, it is chosen over all other datasets for developing an anti-spoofing algorithm.

With regards to capturing human and synthetic traits from the speech, the glottal excitation and source-filer parameters have been extracted along with prosodic features. The Linear Prediction Co-efficient (LPC) [7], Linear Prediction-Residual parameters [8] and Line Frequency Cepstral Co-efficient (LFCC) [9] based spectral features are found to represent speech quite profoundly. Additionally, the perceptual parameters have also been explored as they have similarity with human perceptual filter bank. The Mel Frequency Cepstral Co-efficient (MFCC), Constant Q-factor Cepstral Co-efficient (CQCC) [10] and Cochlear Filter Cepstral Co-efficients with Instantaneous Frequency (CFCCIF) [9] are successfully tested perceptual features for LA attack. The Constant Q transform (CQT) unlike the standard Fourier Transform has irregular frequency bins that allows it to maintain a constant Q-factor.
throughout the spectrum [11]. This promotes evident discrimination within the spectrum as spoofing related characteristics are revealed distinctly. Hence, considering the efficiency of CQT parameters, we are using these as the feature extraction technique. In addition, the classification techniques have also caught attention of researchers for building a robust spoof detection system. Usually, the Gaussian Mixture Models (GMM) and Universal Background Models (UBM) are employed as they perform well with almost all the feature extraction techniques [8]. Yet, the main shortcoming of this arrangement is that the GMM and UBM are trained independently making them unaware of each other’s learning rule. To overcome this shortcoming, the GMM and Support Vector Machines (SVM) were explored as they were more versatile and performed better than the GMM-UBM duo [12]. Additionally, the GMM classifier is limited to perform better with features of low dimensionality [13]. Furthermore, the Deep Learning models have been investigated and perform comparatively well in contrast to the shallow models [14]. Of course, they require a lot of labelled data for the training but also fail to capture temporal information simultaneously. This lead to exploring other deep models like Convolutional Neural Networks (CNN) [15], Recurrent Neural Networks (RNN) [16], Long Short-Term Memory (LSTM) [17], Gated Recurrent Units (GRU) [15] and Generated Adversarial Networks (GAN) [10]. In [16], [18], CNN-RNN are combined to explore effectiveness of both models individually. Thus, the CNNs are used when spatial learning is of importance while in case of temporal learning, RNNs and its variants are used. Moreover, the CNNs are powerful in handling large amount data at the cost of high training time and large number of parameters. To overcome this, the Light-CNN (LCNN) architecture is introduced to avoid repetition in the parameters and ultimately improve training resources [19]. The LCNN based fusion architecture achieved best results in the ASV spoof 2017 challenge with lower EER for replay attack [10]. Then onwards, LCNN gained popularity and has been tried for synthetic speech detection as well [20]. Following which, in the ASV spoof 2019 challenge, an improved version of this architecture with angular-softmax was presented for both LA and PA attack [21]. The major highlight of the LCNN is its ability to achieve generality for variation in data distribution such as recording conditions, noisy speech, speaker variations, etc [19]. This is possible by endowing in optimization of these networks. This leads to wider range of applications of the network along with impeccable theoretical proofs. Even though the optimization algorithms have been existing for more than two decades, through continuous refinement for highly complex networks with large data size, a defined reassessment of these state-of-the-art optimizers is the need of the day. In spite of the popularity of LCNNs, according to author’s knowledge, there is no significant work found in optimizing the LCNN for spoof detection task. Moreover, tuning of the hyperparameters improves the performance of the network with faster convergence. This work also dedicates its attention to various activation functions as they hold a crucial role in deciding the category of the unknown test sample which ultimately contributes to lower model loss and increase performance accuracy. Also, a precise choice of activation might prove to enhance the training time by making the network learn complex patterns easily. Different combinations of learning rates, activations and optimizers have been investigated in this work to determine most suitable model parameters for spoof detection task. Thus, the objectives of this work can be summarized as following:

i An extensive comparison of various optimizers is performed using ASVspoof 2019 dataset for LA and PA attacks. The common optimizers compared include Adaptive moment estimation (Adam), Adaptive-gradient (Adagrad), Adaptive-delta (Adadelta), Nesterov Accelerated Adam (Nadam), Root Mean Square Propagation (RMSprop), Stochastic Gradient Descent (SGD), SGD with nesterov accelerated gradient (NAG) and momentum. This unravels certain unexpected results as against the usual classification problem where the RMS prop performs equally well with the gradients and delta versions of Adam.

ii Exploring activation functions popularly used in training the transfer function are compared with variations in optimizers to suit the spoof detection application for the LCNN framework. These activations include Softmax, Rectified Linear Unit (ReLU) and Logistic function.

iii The experimental results are compared with state-of-the-art softmax-Adam optimizer and evaluated using Equal Error Rate (EER) along with Receiver Operating Characteristics (ROC) Curve.

The article is arranged as follows: Section III ASV based spoof detection framework and Section IV describes the LCNN architecture and hyperparameter testing. The Section V includes the experimental results and discussion while Section VI is the Conclusion of the work.

III. Spoof Detection System

The proposed spoof detection framework is portrayed in Fig. 1 showing two phases of operation. The training phase is also called enrolment phase where known authentic speaker samples are enrolled along with spoofed speech samples. Initially, the CQT features are extracted to obtain a spectrographic representation of speech [22]. The two dimensional spectrogram along with their labels is then fed to the LCNN architecture to obtain the trained speaker model using a loss function. Furthermore, in the testing phase, the unknown test samples which are a mixture of genuine and spoof speaker samples, are represented using CQT features. This feature set is then tested using LCNN classifier and categorized as spoof or genuine. The CQT based features extraction and LCNN classifier are explained in following sub-Sections III-A and III-B.

A. Front-end CQT Features

The CQT features were introduced few decades ago as an alternative to short-time Fourier transform (STFT) [22]. The STFT being a filtering technique for a long spectrum broken down into shorter windows leads to an increasing Q-factor towards higher frequencies. This is exactly opposite to the human speech perception model where the Q-factor is found to be constant from 500Hz to 20kHz. Thus, STFT fails to represent the human perception model and CQT is preferred.
The CQT based features, \( C(i, m) \) are computed as shown in Eq. 1.

\[
C(i, m) = \sum_{k=m-[M_i/2]}^{k=m+[M_i/2]} s(k)z^*_i(k - m + M_i/2)
\]  

(1)

Where, \( i = 1 \) to \( I \), is the index of frequency bins, \( M_i \) is window length which is a variable and \( z^*_i \) is complex conjugate of basis. Hence, at lower frequencies, a high resolution is obtained wrt frequencies and at higher frequencies, high temporal resolution is possible. Thus overcoming the shortcoming of STFT with fixed time-frequency resolutions [21], [23].

B. Back-end LCNN Classifier

The LCNN are popular due to their reduction in network parameters with nearly similar error rates as the CNNs [19]. In this work, we have employed a compact version of LCNN structure [21] using the Maximum Feature Mapping activation (MFM) layer. It is based on the Max-out activation which has the ability to choose the right features for problem solving purposes. The combination of MFM and multiple Batch Normalization (BN) layers form a LCNN structure with dense layer at end that wraps up the overall output from the previous layers. Also, after alternate MFM layer, a max pooling layer is added which picks out max value out a patch of feature map rather than input feature map. A more detailed information can be found in Section IV.

IV. LCNN STRUCTURE AND HYPERPARAMETER TUNING

The conventional CNN uses activation function in the convolution layer, typically ReLU [15]. The CNN with MFM activation triggers two neurons and ignores one (in case of 2/1 MFM). This is termed as competitive relationship; hence MFM acts as a fine feature selection algorithm embed inside a CNN. The LCNN network used in this work has nine MFM-convolution, 4 max Pooling, 7 BN layers and 2 Fully Connected (FC) layers as shown in Fig. 2.

The BN layer is appended after every convolution layer as it leads to faster convergence and improved accuracy. For an input convolution layer, \( v^k \in \mathbb{R}^{h \times w} \), where \( k = \{1, 2, \ldots, 2K\} \), \( w \) is spatial width while \( h \) is spatial height. The MFM activation is given as shown in Eq. 2.

\[
\hat{v}^m_{a,b} = \max(v^m_{a,b}, v^{m+K}_{a,b})
\]

(2)

Where \( 2K \) is number of channels specific to input layer, \( m \), \( a \) and \( b \) are indices for channel, width and height respectively. Therefore, the output dimension is \( \mathbb{R}^{h \times w \times 2K} \) and the gradients are calculated as shown in Eq. 3 and Eq. 4.

\[
\frac{\delta \hat{v}^m_{a,b}}{\delta v^m_{a,b}} = \begin{cases} 
1, & \text{if } v^m_{a,b} \geq v^{m+K}_{a,b} \\
0, & \text{elsewhere}
\end{cases}
\]

(3)

\[
\frac{\delta \hat{v}^m_{a,b}}{\delta v^{m+K}_{a,b}} = \begin{cases} 
0, & \text{if } v^m_{a,b} \geq v^{m+K}_{a,b} \\
1, & \text{elsewhere}
\end{cases}
\]

(4)
The optimization of hyper-parameters is an essential step in training any Deep Learning framework. In this work, we have tested various gradient optimizers for overcoming the challenges of tuning learning rate, slow convergence, over-fitting of the model and lower accuracy. The SGD algorithms are derived from Gradient descent optimizers with noisy stochastic gradient techniques. The AdaGrad [26] is one such optimizer from state-of-the-art softmax-Adam optimizer [20] based LCNN architecture to ReLU and logistic activations. The aim to try out various optimizers and activations is to investigate the appropriate combination of individual optimization algorithms with respective activation functions. Many parameters have different working scenarios to perform best and this gives the reason to explore other optimizers and activations specific to spoof detection scenario.

### A. Gradient Optimization Algorithms

The optimization of hyper-parameters is an essential step in training any Deep Learning framework. In this work, we have tested various gradient optimizers for overcoming the challenges of tuning learning rate, slow convergence, over-fitting of the model and lower accuracy. The SGD algorithms are derived from Gradient descent optimizers with noisy stochastic gradient techniques. The AdaGrad [26] is one such optimizer that makes larger updates for not so frequent parameters while small updates for frequent ones. This also leads to accumulation of past gradients ultimately leading to a zero learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate. In contrast to Adagrad, the Adadelta [26] uses a fixed learning parameter, thus, implying less dependence on the learning rate.
TABLE III. EXPERIMENTAL RESULTS FOR LA AND PA ATTACK VARIOUS OPTIMIZERS AND ACTIVATION FUNCTIONS

<table>
<thead>
<tr>
<th>Type of System</th>
<th>Type of Attack</th>
<th>Optimizer</th>
<th>Epochs</th>
<th>Learning rate</th>
<th>EER</th>
<th>Epochs</th>
<th>Learning rate</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Softmax</td>
<td>Adam</td>
<td>100</td>
<td>0.00001</td>
<td>11.949</td>
<td>50</td>
<td>0.00001</td>
<td>11.282</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adadelta</td>
<td>100</td>
<td>0.001</td>
<td>15.989</td>
<td>100</td>
<td>0.001</td>
<td>15.433</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adagrad</td>
<td>100</td>
<td>0.001</td>
<td>11.022</td>
<td>50</td>
<td>0.001</td>
<td>11.559</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD</td>
<td>100</td>
<td>0.001</td>
<td>21.438</td>
<td>100</td>
<td>0.001</td>
<td>15.687</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-momentum</td>
<td>100</td>
<td>0.001</td>
<td>12.844</td>
<td>100</td>
<td>0.001</td>
<td>9.055</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-nesterov</td>
<td>100</td>
<td>0.001</td>
<td>9.951</td>
<td>100</td>
<td>0.00001</td>
<td>10.671</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nadam</td>
<td>100</td>
<td>0.00001</td>
<td>12.091</td>
<td>50</td>
<td>0.00001</td>
<td>10.312</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSprop</td>
<td>100</td>
<td>0.00001</td>
<td>11.834</td>
<td>100</td>
<td>0.00001</td>
<td>11.387</td>
</tr>
<tr>
<td>Proposed</td>
<td>ReLU</td>
<td>Adam</td>
<td>100</td>
<td>0.00001</td>
<td>53.87</td>
<td>50</td>
<td>0.00001</td>
<td>43.303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adadelta</td>
<td>100</td>
<td>0.001</td>
<td>38.978</td>
<td>100</td>
<td>0.001</td>
<td>45.721</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adagrad</td>
<td>100</td>
<td>0.001</td>
<td>48.814</td>
<td>100</td>
<td>0.001</td>
<td>43.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD</td>
<td>100</td>
<td>0.0001</td>
<td>48.385</td>
<td>100</td>
<td>0.001</td>
<td>58.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-momentum</td>
<td>100</td>
<td>0.0001</td>
<td>59.073</td>
<td>100</td>
<td>0.001</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-nesterov</td>
<td>100</td>
<td>0.0001</td>
<td>56.507</td>
<td>100</td>
<td>0.001</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nadam</td>
<td>100</td>
<td>0.0001</td>
<td>44.681</td>
<td>100</td>
<td>0.0001</td>
<td>49.986</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSprop</td>
<td>100</td>
<td>0.00001</td>
<td>48.033</td>
<td>50</td>
<td>0.00001</td>
<td>54.692</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>Adam</td>
<td>100</td>
<td>0.00001</td>
<td>12.245</td>
<td>100</td>
<td>0.00001</td>
<td>10.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adadelta</td>
<td>100</td>
<td>0.001</td>
<td>18.844</td>
<td>100</td>
<td>0.001</td>
<td>21.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adagrad</td>
<td>100</td>
<td>0.001</td>
<td>15.85</td>
<td>100</td>
<td>0.001</td>
<td>13.984</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD</td>
<td>100</td>
<td>0.0001</td>
<td>30.07</td>
<td>100</td>
<td>0.001</td>
<td>14.379</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-momentum</td>
<td>100</td>
<td>0.0001</td>
<td>11.386</td>
<td>100</td>
<td>0.001</td>
<td>13.382</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SGD-nesterov</td>
<td>100</td>
<td>0.0001</td>
<td>12.27</td>
<td>100</td>
<td>0.001</td>
<td>10.535</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nadam</td>
<td>100</td>
<td>0.0001</td>
<td>15.779</td>
<td>100</td>
<td>0.0001</td>
<td>18.275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSprop</td>
<td>100</td>
<td>0.00001</td>
<td>11.317</td>
<td>100</td>
<td>0.00001</td>
<td>19.893</td>
</tr>
</tbody>
</table>

window to refrain from past gradient accumulation. Similarly, the RMSprop tries to fix the past gradient issue by averaging the square of the gradients. Furthermore, the Adam optimizer estimates learning rate for every parameter value. It is a fusion of RMSprop with momentum. Additionally, the amalgam of Adam with NAG is Nadam optimizer [25]. Further, we have applied an Early stopping condition by tracking the validation error with some patience to see if it is experiencing any changes; if not then, training is halted. Table I summarizes the update rule for all the discussed optimizers.

B. Activation Functions

The basis of any neural network to function the intended way is through activation. The activation functions lead the input to the output that speeds up the training for capturing complex nature of the patterns within the input data. Usually the softmax and arg-softmax activations have been used in the LCNN architectures [21]. In this work, we have considered the combination of softmax, ReLU and logistic activation function to observe the loss characteristics with the chosen optimizers. The ReLU activation has been a popular choice amongst larger CNN as it overcomes the issue of vanishing gradients but at the same time experiences the dead neuron issue. While the logistic function is useful for binary classification tasks. The softmax is an extension of logistic activation as it works for multi-class problem [26].

V. EXPERIMENTAL RESULTS AND DISCUSSION

The performance of these optimizers is measured using the Equal Error Rate (EER) [27] and the ROC curve is plotted to check goodness of the classification algorithm signifying the Area Under Curve (AUC) value [28]. The EER must be ideally as low as possible. The system is trained and evaluated using the ASV spoof 2019 dataset that has synthetic (TTS and VC) and replay speech samples along with genuine speaker samples. There are 20 speakers (male and 12 female) including more than one hundred thousand samples with LA and PA attacks. This is currently the only large scale dataset with all three attack types and genuine samples. Also, in this work the development dataset is used for validation purposes. The test data or evaluation data has a lot of variation in environment conditions for replay speech and synthesizers of synthetic speech. Thus ensuring an unbiased testing scenario. Table II shows the details of ASV spoof 2019 dataset. Table III shows the EER along for various optimizers and activation functions for both the attacks while Fig. 3 and Fig. 4 portrays the ROC curve for individual activations and optimizers for LA and PA, respectively.

From Table III, the efficiency of sigmoid and softmax are similar in contrast to ReLU where it fails to capture generality in both the kind of attacks. The EER for ReLU is almost 50 for most of the optimizers implying that gradient is stuck in local minima rather than global minima. Additionally, the improper scaling of weights in ReLU function leads to loss of actual data being considered. The sigmoid and softmax are related as the latter is just an extension for multi-class problems. This results in similar performance by both the activations. Further, the spoofed samples have multiple types of attack generated from various VC and TTS sources. Hence, the softmax gives slightly better EER of 9.005 for LA and 9.951 for PA attack. Infact, the softmax is observed to converge faster with as low
as 50 epochs for Adam and Adagrad for LA attack only.

In case of optimizer efficiency, Adam, RMSprop, SGD with momentum and NAG lead in EER for all the activations. The test condition comprise of noise in the dataset, hence RMSProp is the obvious performer for sigmoid activation with EER of 11.317. The SGD optimizer performs inconsistently with large variations in EER ranging from 14.379 to 30.070. This is due to lack of convergence and difficulty in adapting to convex problems. Thus as oppose to the SGD optimizer, the SGD with momentum and NAG are found to have a lower EER for both attacks. Hence, they are suitable for capturing generality like in the spoof detection task. The Adam optimizer performs consistently well with EER ranging from 10.015 to 11.949. So, it may be explored where generality is not of critical importance. Adadelta and Adagrad are not the shining performers but Adagrad gives a 0.3% improvement in EER than Adadelta; yet they perform poorly in comparison to Adam. The Nadam performs well for softmax optimizer while its performance worsens with increase in EER for sigmoid activation. The overall choice of activation will be softmax with any optimizer from the ones leading. Also, the EER for LA attack is lower than PA attack. Thus, the network efficiency is explicitly achieved for LA attack.

To confirm the performance of various optimizers the Receiver Operating Characteristics (ROC) curve with AUC are shown in Fig. 3 and Fig. 4 for LA and PA attack respectively. The required value of AUC is between 0 and 1 with values closer to 1 implying a good classifier. The Fig. 3(a) shows ROC for softmax function where all the optimizers perform well. The SGD with momentum has exceptional AUC of 0.97. In Fig. 3(b), none of the optimizers are able to form a learning rule in case of ReLU activation implying the the ReLU classifiers are not suitable for spoof detection task. The Fig. 3(c) confirms that the Adam and SGD with NAG have same AUC of 0.95 which is best amongst the other optimizers for sigmoid activation. Similarly for PA attack, from Fig. 4(a) the ROC for softmax function shows all the optimizers perform well except SGD which has AUC of 0.86, while in Fig. 4(b), no significant efficiency is observed for ReLU activation. Lastly, Fig. 4(c), in case of sigmoid activation, the RMSprop and SGD momentum have same AUC of 0.94 which are better amongst the rest of the optimizers.

VI. CONCLUSION

The goal of conducting this study was proving that initialization of the network prior to training and tuning of parameters during the training improves the network accuracy. Thus in this work, a comprehensive comparison of various optimizers was carried out on LA and PA attack data. The rationale for conducting such a study was to signify the role of optimizers in classifying the test samples accurately.
Moreover, the activation functions were also considered in this comparative work to highlight their role based on nature of input—output data. The softmax and sigmoid prove to be better as against the ReLU function in the LA attack. Also, the networks converged faster with less number of epochs for Adam optimizers. In case of PA attack, the softmax function performed not so well and so did the ReLU function; while sigmoid showed significant improvement in accuracy in comparison to the other two. Further, it was evidently found that the RMSprop performed consistently well amongst all the others; while the SGD with momentum performed better than SGD but not so well against SGD with NAG. On the whole, the choice of optimizer, learning rate and activation affect the accuracy of the training network and thus the overall performance of the spoof detection system. In future, this work may be extended to experimenting with more activations like leaky-ReLU, Exponential linear unit and parametric ReLU; while optimizers such as AMSGrad may be explored to solve the issues of current adaptive algorithms.
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Abstract—Social media content in regional languages is expanding from day to day. People use different social media platforms to express their suggestions and thoughts in their native languages. Sentiment Analysis (SA) is the known procedure for identifying the hidden sentiment present in the sentences for categorizing it as positive, negative, or neutral. The SA of Indian languages is challenging due to the unavailability of benchmark datasets and lexical resources. The analysis has been done using lexicon, Machine Learning (ML), and Deep Learning (DL) techniques. In this work, the baseline models and hybrid models of Deep Neural Network (DNN) architecture have been used for the classification of Malayalam tweets as positive, negative, and neutral. Since, sentiment-tagged dataset for Malayalam is not readily available, the analysis has been done on the manually created dataset and translated Kaggle dataset. The hybrid models used in this study combine Convolutional Neural Networks (CNN) with variants of Recurrent Neural Networks (RNN). The RNN models are Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi-LSTM), and Gated Recurrent Unit (GRU). All these hybrid models improve the performance of Sentiment Classification (SC) compared to baseline models LSTM, Bi-LSTM, and GRU.
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I. INTRODUCTION

Sentiment Analysis (SA) is one of the inevitable research domains in Natural Language Processing (NLP), ML and Linguistics. The public express their opinion about products, events, movies, political concerns, ideas, interests, and so on using various social media platforms like Facebook, Twitter, Blogs, and so forth. SA has a significant role in the automatic identification of sentiment hidden in the text [1]. SA classifies the text as positive, negative, or neutral based on the sentiment. SA has been done at different levels like sentence, document, and aspect levels. Since the Tweets are short messages with 280 characters long, sentence-level analysis is most suitable for SA of Tweets.

In the southern state of India, Malayalam is a prominent language spoken by Keralites and also in union territories like Lakshadweep and Puducherry. Most people in Kerala prefer Malayalam to express their opinion, ideas, comments, etc. The majority of youth in Kerala are using Twitter for expressing opinions. Thus the number of tweets is tremendously increasing over time. The Government has initiated the automation of regional languages such as automatic speech recognition, language translation, and character recognition to support the public. The policies made by Government can be modified or changed based on the opinion expressed by the people through social media platforms. Hence, the automation of SA of Malayalam is essential. SA of Indian languages has initiated in the year 2010. The first work in Indian languages reported for the Hindi language [3]. Research work on SA of Malayalam is at the beginning stage due to the lack of benchmark datasets and lexical resources. So far, only few works have been done on Malayalam based on ML, DL, and lexicon-based approaches [29]-[36]. Further important applications are in the field of business analytics, movie reviews, stock market prediction, and so forth.

Hinton et al. proposed different deep learning architectures [2]. The DL models are extensively applied in image processing, NLP, SA, and so on. The most generally used DL models are CNN, RNN, LSTM, and GRU.

The main objective of this study is to enhance the performance of the system and reduce computational costs. In order to achieve this, we extracted the best features by finetuning the hyperparameters and modeled the combined architecture of CNN and the variants of RNN. As a result, the sentiment classification accuracy is improved. In this paper, two different datasets have been analyzed using baseline models and hybrid models of DL architectures. The analysis shows that hybrid models performed better in SA of Malayalam tweets than baseline models.

Word embedding has a significant impact on text processing. Word embedding is the process of converting words or sentences into numerical vectors. These word vectors lie in different dimensions like 32, 64, 128, 300, etc. The words in the same context appear to lie near the same vector space. The word embedding is created either during the training process of embedding layers in the neural network or by using a pre-trained model. The available word embedding models are word2vec [4], BERT [5], fastText [6], etc. The pre-trained model available for the Malayalam language is fastText and BERT. Since the pre-trained model has not performed well in our dataset, the word vectors are formed during the training phase of the embedding layer. The contributions of this study are mentioned below:

- Two different datasets have been created for SA of Malayalam Tweets. Dataset I contains 6304 tweets, where 2907 are positive and 3397 are negative. The Dataset II includes 170000 tweets, among which 66357 are positive, 52798 are negative, and 50845 are neutral.
- Different DL methods like LSTM, Bi-LSTM and GRU have been applied for SA of tweets.
- Novel hybrid DL architectures have been developed by combining both CNN and variants of RNN models for the effective implementation of sentiment classification of Malayalam Tweets.

In the subsequent sections, Section II briefly the related works using hybrid deep learning models and SA of Malayalam language, whereas Section III is the proposed methodology of SA. Section IV describes the novel hybrid models. Section V is the experimental setup followed by results and discussion. Section VI concludes the work.

II. RELATED WORK

The hybrid architecture combines different ML and DL algorithms for feature extraction and sentiment classification of datasets. The various works done using hybrid models are discussed as follows.

DL models are widely used in the analysis of social media content [7][8][9][10][11]. Hassan et al. [12] and Hedge et al. [13] proved that CNN and LSTM performed well in the analysis of short text messages. The recent study shows that the DL models such as CNN and RNN performed well in SA [7][8][14][15][16]. CNN combined with RNN shows potential improvement in the accuracy of SA of English [17]. Srinidhi et al. proposed the LSTM model combined with SVM for SC of IMDb dataset [18]. A similar architecture CNN combined with SVM was proposed by Akhtar et al. for SC of Hindi dataset [19]. SA on reviews/comments from e-commerce sites was proposed by Vo et al. using the hybrid architecture LSTM-CNN model [20]. The same model was proposed by Rehman et al. for SA of movie reviews [21]. All the above-mentioned works have been used single architecture for SC. Multiple DL models, CNN, LSTM and hybrid model CNN-LSTM was proposed by Kastrati et al. [22]. Facebook comments related to the COVID-19 pandemic were tested using this model. Pre-trained models like fastText and BERT were utilized for word embedding [23]. The same hybrid model was used for SC of IMDb dataset, social media content and SMS spam detection for Arabic and English Messages [24][25]. The CNN-LSTM with fastText word embedding was proposed by Ombabi et al. [26]. SVM was used at the final layer for SC. A hybrid model CNN and Bi-LSTM were proposed for sentiment and emotions analysis of Chinese product reviews [27]. Pandey et al. proposed a hybrid DL model merged with CNN and Bi-LSTM for SA of Tweets [10]. Dang et al. suggested multiple hybrid DL models with CNN, LSTM, and SVM for the classification of tweets and review datasets [14]. Salur et al. proposed hybrid DL architecture for SC of Turkish dataset [28]. Both CNN and LSTM models were combined for feature extraction and have obtained better accuracy compared to baseline models. The works are done in Malayalam language using rule-based, lexicon-based, Fuzzy logic, ML, and DL methods are shown in Table I. All the works have been done on the dataset which is created by corresponding authors on different domains like a movie review, novel, Tweets, etc. Preprocessing is an important step in SA, which depends on the domain of the dataset. All the works in Malayalam have been used as a single model for SC. Here, we have used hybrid architecture which extracts better features and has shown potential improvement in the SA tasks. The proposed hybrid DL models and their evaluation are explained in consecutive sections.

III. PROPOSED METHODOLOGY

In the previous works, lexicon-based, ML approaches like NB, SVM and RF, DL models like RNN, CNN, LSTM, BiLSTM and GRU have been applied for SA of Malayalam tweets [37][38][39]. Considering the significance of hybrid models in SA, three different hybrid architectures are developed in this work. As the first step of implementation, two different sentiment-tagged Malayalam datasets has been created. The pre-processing steps eliminate unnecessary information from the retrieved text. After that the feature vector is formed during the training phase of embedding layer. The feature vector is given to baseline as well as hybrid DL models. The sigmoid activation function for Dataset I and softmax for Dataset II are applied at the output layer in the baseline models and SVM is applied in the hybrid models. The proposed methodology for SC is shown in Fig. 1.

A. Dataset

Dataset I is created by retrieving Malayalam tweets using sentiment-oriented words [38]. Dataset II is created by translating the Kaggle dataset existing in English to Malayalam by using the Google document translator. The sample dataset is shown in Fig. 2. The sentiment distribution of the Dataset I and Dataset II are shown in Fig. 3 and Fig. 4, respectively. In Dataset I, 0 and 1 represents negative and positive sentiments, whereas, in the Dataset II, 0, 1, and 2 represent neutral, positive, and negative sentiment. The length of sentences under each category of Dataset I and Dataset II are shown in Fig. 5 and Fig. 6, respectively.

B. Preprocessing

The performance of the system has been improved by removing unnecessary information from the text. The following steps have been performed as part of data cleaning.

- Hyperlinks: Most of the tweets contain brief sentences followed by hyperlinks that do not provide meaningful information for SA. Hence all the hyperlinks have been removed from the corpus.
- Punctuations and Special Characters: Removed punctuations like . , ’... etc. and special characters like @, $, #, etc. from the text.
- Stop Words: Stop words are often occurring in the input sentence, but are less information-oriented. Hence they are removed to reduce the vocabulary size.

Data cleaning has been done using regular expressions in Python language. Negative sentences are labeled with 0 and positive are labeled with 1. Preprocessing is an essential step in reducing the vocabulary size and removing unwanted information. Hyperlinks, special characters, punctuations, digits, foreign languages, etc. are removed by using the regular expression before extracting the features. Vocabulary is created by tokenizing the sentence based on Unicode standards within the range of 0D00–0D7F, which is shown in Fig. 7. Tokenized
TABLE I. SA OF MALAYALAM

<table>
<thead>
<tr>
<th>Author</th>
<th>Domain with Size of Dataset</th>
<th>Preprocessing</th>
<th>Features</th>
<th>Classification Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mohandas et al. (2012) [29]</td>
<td>Novel</td>
<td>POS tagging</td>
<td>Tokens</td>
<td>SO-PMI-IR</td>
<td>63 %</td>
</tr>
<tr>
<td>Nair et al. (2014) [30]</td>
<td>Movie Review</td>
<td>Sandhi Splitter</td>
<td>Tokens, Negation</td>
<td>Rule Based</td>
<td>85 %</td>
</tr>
<tr>
<td>Anagha M et al. (2014) [31]</td>
<td>Movie Review</td>
<td>POS tagging</td>
<td>Wordnet</td>
<td>Lexicon</td>
<td>93.6 %</td>
</tr>
<tr>
<td>Anagha M et al. (2015) [32]</td>
<td>Movie Review</td>
<td>POS tagging</td>
<td>TnT tagger</td>
<td>Fuzzy Logic</td>
<td>91.8 %</td>
</tr>
<tr>
<td>Nair et al. (2015) [33]</td>
<td>Movie Review (30,000 tokens)</td>
<td>POS tagging</td>
<td>Tokens, Negation</td>
<td>CRF, SVM</td>
<td>SVM: 91 %</td>
</tr>
<tr>
<td>Kumar et al. 2017 [34]</td>
<td>Tweets (12822)</td>
<td>Removing hyperlinks and punctuations</td>
<td>word embedding with different dimensions</td>
<td>LSTM, CNN</td>
<td>98.24 %</td>
</tr>
<tr>
<td>Rahul et al. (2018) [35]</td>
<td>Social Media</td>
<td>Removing hyperlinks and punctuations</td>
<td>POS tagging Positive and Negative Intensifier Negation</td>
<td>CRF, SVM</td>
<td>SVM: 52.75 %</td>
</tr>
<tr>
<td>Kumar et al. (2019) [36]</td>
<td>Tweets</td>
<td>Removing hyperlinks and punctuations</td>
<td>word embedding with different dimensions</td>
<td>RKS-RBF, LSTM CNN</td>
<td>86.5 %  89.3 %</td>
</tr>
</tbody>
</table>

TABLE II. DATASET 1

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Number of Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>2907</td>
</tr>
<tr>
<td>Negative</td>
<td>3397</td>
</tr>
<tr>
<td>Total</td>
<td>6304</td>
</tr>
</tbody>
</table>

TABLE III. DATASET 2

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Number of Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>56357</td>
</tr>
<tr>
<td>Negative</td>
<td>52798</td>
</tr>
<tr>
<td>Neutral</td>
<td>50845</td>
</tr>
<tr>
<td>Total</td>
<td>170000</td>
</tr>
</tbody>
</table>

The variable-length record is converted to fixed-length by zero-padding which is shown in Fig. 9. Word vector is formed during the training phase of embedding layer which takes embedding dimension, vocabulary size and maximum length of sentence as parameters. Embedding dimension takes different values like 64, 128 and 300, but it shows better performance when the dimension is set to 300. The 300 dimensional word vector is shown in Fig. 10.

IV. HYBRID ARCHITECTURE

In the related study, different hybrid models combined with CNN and LSTM show better results in SA of English languages. Here, we have used three different hybrid architectures for SA of Malayalam tweets. The word vector is created during the training phase of the embedding layer and then given to CNN and various RNN models. The features extracted by the CNN and RNN models are merged and corresponding output corpus is converted to a sequence of integers with variable length records and is represented in Fig. 8. The variable-length record is converted to fixed-length by zero-padding which is shown in Fig. 9. Word vector is formed during the training phase of embedding layer which takes embedding dimension, vocabulary size and maximum length of sentence as parameters. Embedding dimension takes different values like 64, 128 and 300, but it shows better performance when the dimension is set to 300. The 300 dimensional word vector is shown in Fig. 10.
is given to a dense layer. Output of the dense layer is followed by a linear SVM. The three different hybrid models used in this study are as follows:

- **Word Vector → CNN + LSTM → Dense layer → SVM**
- **Word Vector → CNN + Bi-LSTM → Dense layer → SVM**
- **Word Vector → CNN + GRU → Dense layer → SVM**

Feature extraction is done using the convolution layer of CNN whereas feature reduction is done using the max-pooling layer.
The convolutional layer uses filters for extracting important attributes from the data. Different filters are utilized for various applications with distinct kernel sizes. Kernel size represents the n-gram representation. ReLU is the commonly used activation function in convolutional layers. The pooling layer consolidates the output from the convolutional layer by selecting optimal data from the previous layer. Thus, reducing the dimension of feature vectors. The final layer of CNN is a fully connected neural network. LSTM consists of different elements, including an input gate, forget gate, memory cell, hidden state, and an output gate. LSTM removes long-term dependency but keeps some useful information. Bi-LSTM creates the exact copy of LSTM in a backward direction also. The output of both forward and backward LSTM hidden states are combined at each step. GRU is the simplified model of LSTM by removing the output gate. Thus, it reduces the complexity involved in LSTM architecture.

A. Evaluation Measures

The model is evaluated for making standard metrics like Precision, Recall, F1-score, and Accuracy using the confusion matrix. The evaluation measures are formulated using the following equations.

- **Precision (positive classification)** = \(\frac{TP}{TP + FP}\)
- **Recall (positive classification)** = \(\frac{TP}{TP + FN}\)
- **Recall (negative classification)** = \(\frac{TN}{TN + FN}\)
- **Precision (negative classification)** = \(\frac{TN}{TN + FP}\)

Where, \(TP\) represents true positive, \(TN\): true negative, \(FP\): false positive, and \(FN\): false negative.

\[
F1-score = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

Accuracy is measured based on how many sentences are correctly classified among total sentences.

\[
\text{Accuracy} = \frac{TN + TP}{TP + TN + FP + FN}
\]

B. Proposed Hybrid Architecture

The details of the proposed hybrid models are given as follows:

1) **Model I**: Model 1 combines both CNN and LSTM. The word vector is given to CNN and LSTM parallely. Filter size and kernel size of CNN are 32 and 2 respectively. The LSTM has 50 neurons. The merged output is given to a dense layer with 20 neurons. Further, the output is given to the linear SVM. SVM classifies the Dataset I as positive or negative, whereas Dataset II as positive, negative or neutral. The psudo-code representation of Model I is shown in Algorithm 1.

2) **Model II**: The second hybrid architecture combines both CNN and Bi-LSTM model. All the other layers are the same as in Model I. The psudo-code representation of Model II is shown in Algorithm 2.

3) **Model III**: The third hybrid model combines both CNN and GRU. The merged output is given to the dense layer.

**Algorithm 1: HYBRID MODEL OF CNN AND LSTM**

1. Input: \(S\) // \(S\) is a corpus which consists a set of sentences \(S_1, S_2, \ldots, S_n\)
2. Output: \(Y\) // Labelled as 0 or 1 for Dataset I and 0, 1 or 2 for Dataset II
3. for each sentence \(S_i\) in \(S\) do
4. \(W_i = \text{Embedding}(S_i)\) // Word vector in 300 dimensional space
5. end
6. for each \(W_i\) do
7. \(C_i = \text{CNN}(W_i)\)
8. \(L_i = \text{LSTM}(W_i)\)
9. end
10. for each \(C_i\) and \(L_i\) do
11. \(O_i = \text{Dense}(C_i, L_i)\)
12. end
13. for each \(O_i\) do
14. \(Y_i = \text{LinearSVM}(O_i)\) // Linear SVM used as output layer activation function
15. end

**Algorithm 2: HYBRID MODEL OF CNN AND BI-LSTM**

1. Input: \(S\) // \(S\) is a corpus which consists a set of sentences \(S_1, S_2, \ldots, S_n\)
2. Output: \(Y\) // Labelled as 0 or 1 for Dataset I and 0, 1 or 2 for Dataset II
3. for each sentence \(S_i\) in \(S\) do
4. \(W_i = \text{Embedding}(S_i)\) // Word vector in 300 dimensional space
5. end
6. for each \(W_i\) do
7. \(C_i = \text{CNN}(W_i)\)
8. \(B_i = \text{BiLSTM}(W_i)\)
9. end
10. for each \(C_i\) and \(G_i\) do
11. \(O_i = \text{Dense}(C_i, B_i)\)
12. end
13. for each \(O_i\) do
14. \(Y_i = \text{LinearSVM}(O_i)\) // Linear SVM used as output layer activation function
15. end
Algorithm 3: HYBRID MODEL OF CNN AND GRU

1. Input: S // S is a corpus which consists a set of sentences $S_1, S_2, \ldots, S_n$
2. Output: Y // Labelled as 0 or 1 for Dataset I and 0, 1 or 2 for Dataset II
3. for each sentence $S_i$ in S do
4.   $W_i = Embedding(S_i)$ // Word vector in 300-dimensional space
5. end
6. for each $W_i$ do
7.   $C_i = CNN(W_i)$
8.   $G_i = GRU(W_i)$
9. end
10. for each $C_i$ and $G_i$ do
11.   $O_i = Dense(C_i, G_i)$
12. end
13. for each $O_i$ do
14.   $Y_i = LinearSVM(O_i)$ // Linear SVM used as output layer activation function
15. end

followed by linear SVM. The pseudocode representation of Model III is shown in Algorithm 3.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The implementation of this work is carried out using Google Colab [46] with Keras [44] and TensorFlow [45] libraries. The three different baseline DNN models (LSTM, BiLSTM, GRU) and three hybrid models (CNN+LSTM, CNN+BiLSTM, CNN+GRU) are applied to two different datasets for SC. The dataset is split into 80:20 where 80% of dataset is used for training while 20% is used for testing. For Dataset I, the vocabulary size is set to 8353 and for Dataset II, the vocabulary size is set to 58846 by removing the foreign words and least frequent words present in the text. The maximum sequence length of Dataset I is 32 and of Dataset II is 151. Table II represents the optimal value of hyperparameters chosen during the training phase of both baseline and hybrid models on Dataset I. The percentage of rightly classified and wrongly classified datasets are shown in Fig. 11 and Fig. 12, respectively. The confusion matrices of hybrid models like CNN+LSTM, CNN+Bi-LSTM, and CNN+GRU for Dataset I are shown in Fig. 11(a), Fig. 11(b), and Fig. 11(c), and for Dataset II is shown in Fig. 12(a), Fig. 12(b) and Fig. 12(c) respectively. Precision, Recall, F1-score and accuracy are used as evaluation measures. Table III represents the evaluation measures on Dataset I. Table IV represents the loss and accuracy of training, validation and test dataset. The optimal value of hyperparameters on Dataset II is depicted in Table V. Table VI is the evaluation measures on Dataset II. Table VII represents the loss and accuracy of training, validation and test dataset of Dataset II. Table IV and Table VII show that the CNN + GRU got better prediction accuracy of 87.23% for Dataset I and CNN + BiLSTM got an accuracy of 74% for Dataset II. The model architecture for CNN + GRU for Dataset I and CNN + BiLSTM for Dataset II are shown in Fig. 13 and Fig. 14, respectively. The bar chart shown in Fig. 15 and Fig. 16 compares the accuracy of baseline models with hybrid models for Dataset I and Dataset II.

Discussion: Twitter is the most prominent platform for expressing opinions and suggestions about daily phenomena. Hence, tweets are considered for the SA. Both the baseline and hybrid DL models classified Dataset I as positive or negative and Dataset II as positive, negative and neutral. The best model is selected based on the accuracy of test dataset. The study of literature shows that the hybrid model performed well compared with baseline models for English and some Indian languages. This study analyzes that the hybrid models also show better prediction accuracy for the Malayalam language. Since the pre-trained vector fastText is not performed well on our datasets, the word embedding vector is created during the training phase of the embedding layer. After experimenting with various dimensions, the word vector is mapped to a 300-dimensional space for better prediction. Hybrid models improved the performance by nearly 2% to 3% compared with
TABLE IV. VALUES OF HYPERPARAMETERS ON DATASET I

<table>
<thead>
<tr>
<th>Model</th>
<th>Embedding Dimension</th>
<th>Number of Neurons in Dense Layer</th>
<th>Dropout</th>
<th>Optimizer</th>
<th>Kernel Size</th>
<th>Filter Size / Number of Neurons</th>
<th>Output Layer Activation Function</th>
<th>Loss Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>50</td>
<td>sigmoid</td>
<td>binary_crossentropy</td>
<td></td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>50</td>
<td>sigmoid</td>
<td>binary_crossentropy</td>
<td></td>
</tr>
<tr>
<td>GRU</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>32, 50</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>32, 50</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>32, 50</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
</tbody>
</table>

Fig. 14. Hybrid Architecture of CNN + BiLSTM for Dataset II.

Fig. 15. Comparing Accuracy of DL Models on Dataset I.

TABLE V. EVALUATION MEASURES ON DATASET I

<table>
<thead>
<tr>
<th>Model</th>
<th>Sentiment</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>Positive</td>
<td>0.84</td>
<td>0.78</td>
<td>0.81</td>
<td>581</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>Negative</td>
<td>0.80</td>
<td>0.87</td>
<td>0.84</td>
<td>680</td>
</tr>
<tr>
<td>GRU</td>
<td>Positive</td>
<td>0.85</td>
<td>0.80</td>
<td>0.82</td>
<td>581</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>Positive</td>
<td>0.90</td>
<td>0.78</td>
<td>0.83</td>
<td>680</td>
</tr>
<tr>
<td>CNN + BiLSTM</td>
<td>Negative</td>
<td>0.84</td>
<td>0.91</td>
<td>0.87</td>
<td>680</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>Positive</td>
<td>0.85</td>
<td>0.88</td>
<td>0.86</td>
<td>581</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.90</td>
<td>0.86</td>
<td>0.88</td>
<td>680</td>
</tr>
</tbody>
</table>

TABLE VI. TRAINING, VALIDATION AND TEST DATA ACCURACY OF DATASET I

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Loss</th>
<th>Training Accuracy</th>
<th>Validation Loss</th>
<th>Validation Accuracy</th>
<th>Test Loss</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.092</td>
<td>0.9386</td>
<td>0.4153</td>
<td>0.8554</td>
<td>0.4120</td>
<td>0.8388</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>0.1359</td>
<td>0.9153</td>
<td>0.3740</td>
<td>0.8552</td>
<td>0.4126</td>
<td>0.8384</td>
</tr>
<tr>
<td>GRU</td>
<td>0.2068</td>
<td>0.9167</td>
<td>0.3659</td>
<td>0.8373</td>
<td>0.3217</td>
<td>0.8410</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>0.1070</td>
<td>0.9488</td>
<td>0.5915</td>
<td>0.8376</td>
<td>0.4109</td>
<td>0.8572</td>
</tr>
<tr>
<td>CNN + BiLSTM</td>
<td>0.1146</td>
<td>0.9486</td>
<td>0.5917</td>
<td>0.8376</td>
<td>0.4288</td>
<td>0.8572</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>0.1191</td>
<td>0.9486</td>
<td>0.4917</td>
<td>0.8472</td>
<td>0.4414</td>
<td>0.8723</td>
</tr>
</tbody>
</table>

Baseline models for Dataset I and 1% to 2% for Dataset II. The combined architecture of DNN models extracts better features rather than a single model. CNN extracts the local features and variants of RNN extracts the long-term features from the text data. The hyperparameters like the number of neurons in LSTM, BiLSTM and GRU are set to 50 for Dataset I and 100 for Dataset II after several trials with varying neurons. The number of neurons at dense layer is selected as 20 for both datasets. The sigmoid activation function is used at the output layer for Dataset I and Softmax for Dataset II. But, for both datasets, LinearSVM is selected as the best activation function for hybrid models. The loss function binary_crossentropy, categorical_crossentropy and squared_hinge are applied for sigmoid, softmax and SVM activation functions. Adam optimizer is used for all the models. For small dataset, GRU performed well and for large dataset Bi-LSTM shows better accuracy in baseline models. Therefore, the combined architecture of CNN and GRU got better prediction accuracy for Dataset I and CNN + BiLSTM shows better accuracy for Dataset II.

VI. CONCLUSION

The expeditious growth of social media content in regional languages have led to the importance of SA in native languages. The advancement of ML and DL models has improved the performance of NLP applications. Since general people in Kerala use their native language to express their suggestions and opinions in social media platforms like Twitter, Facebook,
etc. The automation of SA in Malayalam is essential for analysis. Also, DL models like LSTM, BiLSTM and GRU prevail over other methods of SC of text datasets. This paper proposes SA of Malayalam tweets using hybrid DNN models. Three different baseline DNN models, namely, LSTM, BiLSTM, GRU and further hybrid models combined with CNN and variants of RNN, including LSTM, Bi-LSTM and GRU, have been used for SC of tweets as positive, negative, or neutral. The experiments were conducted on two different datasets. Hybrid DL models performed well in both datasets. The combined architecture of CNN and the variants of RNN extract the best features compared to a single model. The word vector is formed during the training phase and mapped into a 300-dimensional vector space to achieve semantically similar words in the same space. Among the hybrid models, CNN + GRU shows the highest accuracy of 87.23% for Dataset I and CNN + BiLSTM show better performance for Dataset II with an accuracy of 74%.

The major challenge was lack of benchmark datasets and lexical resources in Malayalam language. Hence, SA was done only on two different datasets, which is insufficient to standardize the results. Future work is aimed to develop benchmark datasets to achieve standardization of text analysis in Malayalam language.

**TABLE VII. VALUES OF HYPERPARAMETERS FOR DATASET II**

<table>
<thead>
<tr>
<th>Model</th>
<th>Embedding Dimension</th>
<th>Number of Neurons in Dense layer</th>
<th>Dropout</th>
<th>Optimizer</th>
<th>Kernel Size</th>
<th>Filter Size/ Number of Neurons</th>
<th>Output Layer Activation function</th>
<th>Loss function</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td></td>
<td>100</td>
<td>Softmax</td>
<td>categorical_crossentropy</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td></td>
<td>100</td>
<td>Softmax</td>
<td>categorical_crossentropy</td>
</tr>
<tr>
<td>GRU</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td></td>
<td>100</td>
<td>Softmax</td>
<td>categorical_crossentropy</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>10.0, 100</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
<tr>
<td>CNN + Bi-LSTM</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>32.100</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>300</td>
<td>20</td>
<td>0.4</td>
<td>Adam</td>
<td>2</td>
<td>32.100</td>
<td>linear SVM</td>
<td>squared_hinge</td>
</tr>
</tbody>
</table>

**TABLE VIII. EVALUATION MEASURES ON DATASET II**

<table>
<thead>
<tr>
<th>Model</th>
<th>Sentiment</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>Negative</td>
<td>0.69</td>
<td>0.79</td>
<td>0.74</td>
<td>10560</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>Negative</td>
<td>0.70</td>
<td>0.65</td>
<td>0.68</td>
<td>10169</td>
</tr>
<tr>
<td>GRU</td>
<td>Negative</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>10169</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>Negative</td>
<td>0.75</td>
<td>0.77</td>
<td>0.76</td>
<td>10560</td>
</tr>
<tr>
<td>CNN + Bi-LSTM</td>
<td>Negative</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>10169</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>Negative</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>10560</td>
</tr>
</tbody>
</table>

**TABLE IX. TRAINING, VALIDATION AND TEST DATA ACCURACY OF DATASET II**

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Loss</th>
<th>Training Accuracy</th>
<th>Validation Loss</th>
<th>Validation Accuracy</th>
<th>Test Loss</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.1243</td>
<td>95.76</td>
<td>0.7845</td>
<td>73.12</td>
<td>0.8245</td>
<td>71.42</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>0.2609</td>
<td>95.56</td>
<td>0.8256</td>
<td>73.36</td>
<td>0.9982</td>
<td>72.54</td>
</tr>
<tr>
<td>GRU</td>
<td>0.2541</td>
<td>93.13</td>
<td>0.8123</td>
<td>72.47</td>
<td>0.8379</td>
<td>72.11</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>0.1191</td>
<td>94.81</td>
<td>0.7565</td>
<td>73.51</td>
<td>0.7942</td>
<td>73.58</td>
</tr>
<tr>
<td>CNN + Bi-LSTM</td>
<td>0.2513</td>
<td>94.90</td>
<td>0.8434</td>
<td>74.34</td>
<td>0.8158</td>
<td>74.44</td>
</tr>
<tr>
<td>CNN + GRU</td>
<td>0.2123</td>
<td>91.40</td>
<td>0.8251</td>
<td>73.85</td>
<td>0.7123</td>
<td>73.72</td>
</tr>
</tbody>
</table>
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I. INTRODUCTION

Nowadays, Business Process Management (BPM) is a well-established discipline in both academia and industry. It is considered as a powerful solution that helps organizations adapt to strategic, tactical and operational changes and gain more visibility and control over their business processes, so that they can continuously improve and optimise their activities and resources. Organizations use Business Process Management systems as an activity-based workflow manager that allow them to track the optimized functioning of their activities in order to gain in terms of agility, efficiency and performance. This method is mainly based on the concept of business processes. A business process is the structure of activities and actions as they occur in the real world. It defines all the possible paths in the real process and the rules that determine the path to follow and the actions to perform.

In most cases, business processes are isolated either from each other or from the organization’s external ecosystem. Thus they don’t benefit from the different added values that could be created from sensor data for example, and the useful knowledge that could be extracted from event logs and historical data from previous executions. Further, BPM works in a reactive way [1] which is not sufficient when facing new radical or incremental changes. Early anticipation is crucial to either avoid the occurrence of the problem or respond to it quickly, with no latency, and in an efficient way. This lack of proactivity and predictability is remarkable in three main steps of the BPM life cycle [2] [3]: the design and redesign step, the implementation step, and the execution step. To address this problem, proactive-oriented concepts start to be used in the BPM glossary such as proactive business process management [1] [4], process forecasting or future-oriented BPM [3] and context-aware business processes [5]. Therefore, switching from a reactive to a proactive and adaptable business processes becomes mandatory for every organization. With this new digitization of industrial processes, comes also the age of assistance, which mean that companies should be focused on customers, in order to offer a personalized and adaptable services, and even predict their needs in almost real time. Dealing with such a continuous changing environment requires an intelligent, adaptive and flexible business processes. As a result of all these new changes, organizations nowadays find that the traditional BPM systems present several limitations [6]. In the literature, different approaches have been proposed to improve business process by applying diverse techniques and technologies such as recommended systems [7] [8], Ontologies [9], data analysis, data mining and process mining [10] [11], complex event processing [1] [12], Ubiquitous Computing [13], Internet of things - IoT [14] [15], just to name few.

Processes are executed within application systems belonging to the real world, where humans, cooperative computer systems and even physical objects are involved. In fact, connected objects are becoming progressively more prominent in the business process execution environment. IoT represents the inter-networking of physical objects [16] (also referred to as “things”, “connected devices”, ”smart devices”, “ubiquitous devices”), vehicles and other items embedded with sensors, electronics, actuators, and network connectivity that enable these "things" to collect and exchange data when interacting and sensing their environment. At the execution level, Busi-
ness processes can be classified into Person-to-Person (P2P), Person-to-Application (P2A), and Application-to-Application (A2A) processes [2]. Recently with the emergence of these IoT devices, new Business process interactions are emerging such as Person-to-Thing, Thing-to-person, and Thing-to-Thing due to the advent of Internet of things (IoT) technologies [17]. However, IoT-BPM integration is still at its infant age. Most of the current research work on BPM-IoT integration, propose new approaches that target a specific aspect of the BPM life-cycle. For example, updating business process models by enriching business process model and notation (BPNN) with new elements that correspond to IoT domain and that can explicitly define IoT devices within a business process [18], improving resource Optimization and monitoring and task execution via IoT context-specific knowledge provisioning [19], improving business process execution via an IoT-aware business process execution that exploits IoT for BPM by providing IoT data in a process-aware way [20], or proposing an architecture for IoT-BPM integration in order to cope with the issues and limitations raised by the recent case studies in both industry or academia.

In this paper, we focus on how to improve BPM through IoT integration via an end-to-end architecture. This integration will help us to proactively manage the business process instances, that are launched by different IoT devices, based on their priority level. Although academia and industry have taken an interest in this integration, there is still a lot of research work to be done in order to propose effective methodologies, design patterns and architectures to ensure efficient and smooth integration and communication between the IoT domain and BPM.

In the literature, several research works are paving the way for BPM and IoT combination and integration, in order to optimize BPM using IoT and allow BPM to benefit from this new advanced technology. To go into more detail about our proposal related to IoT-BPM integration/Communication, it is appropriate to ask some research questions in order to define our problem in more concrete way.

- **Q01**: What is the state-of-the art regarding the integration/communication between IoT and BPM?
- **Q02**: What design strategy or methodology can we follow in order to achieve a successful integration/communication between IoT and BPM?
- **Q03**: What are the encountered issues when integrating IoT and BPM?
- **Q04**: And given that data and event are the common points between IoT and BPM, to what extent can the functionalities offered by data analysis and complex event processing be exploited for an end-to-end IoT-BPM architecture?

The reminder of this paper is organized as follow. Section 2 presents our context of work, illustrated with a real-life scenario. Section 3 overviews BPM, IoT and the integration of these two technologies. In Section 4, we present in more details our approach. In Sections 5, 6 and 7 we present an overview of our proposed IODEP architecture from different perspectives. In Section 8 we describe the implementation of our approach (via an initial block validation), and we discuss and evaluate our results. And finally, we conclude our paper and present some future perspectives in Section 9.

II. CONTEXT AND MOTIVATING SCENARIO

In this section, we present a real-life scenario to illustrate our problematic and highlight the challenges we are trying to solve with the proposed approach.

The case study of our research work belongs to silver economy domain, which is a new industrial sector officially launched in 2013 in France. The aim is to create personalized services and new technologies to improve disability-free life expectancy and to help dependent elderly people as well as their care-givers on a day-to-day basis. Most countries all over the world live the demographic transition of aging population. According to the united nations, the number of people with 80+ years old will triple between 2015 (126.4 millions) and 2050 (446.6 millions). If we take France as an example, in 2015 the number of people with more than 60 years old is 12 thousands, which represents 18% of the French population and they will represent more than 1/3 of the population by 20601. Since the demographic change is becoming a global phenomenon, several companies are focusing on developing products and services to create age-friendly societies.

The risk of diseases, loss of capacity and falls increase with age. Losing physical capacities due to age or some kind of accidents can lead to serious falls of elderly people and those falls can have adverse repercussions. In fact, The physical consequences of a fall differ from one individual to another. They can represent a decrease in mobility and an increase in daily life activities dependency. Falls have also some psychological consequences such as a loss of self-confidence, which can accelerate functional capacities decline. Falls among seniors result in a significant number of hospitalizations, with hip fractures being the main cause. Besides, falls are the leading cause of injury-related death.

Several studies have been conducted in the field of silver economy, in order to determine a standard definition of a fall and the number of falls over a specific period to consider an old person as a repetitive case. In [25] [21] [22] [23] [24] a fall represents “an unintentional change in position resulting in coming to rest at a lower level or on the ground”. To characterize the repetitive aspect of a fall, we must determine the number of falls and the time interval between falls. As we can see in Table I, the majority of published studies consider at least two falls to retain repetitive character, with an interval between two falls ranging from 6 to 12 months on average. Quick intervention after a fall, using a fall detector could avoid 26 % of hospitalizations, i.e. 160 M Euros and 9,400 deaths per year. There are several solutions for Fall Detection such as:

- **Passive Solutions**: where the senior must press a beeper to notify in case of an incident.
- **Active solutions**: these solutions require the use of sensors (Accelerometer, biological signals) or environmental detectors (presence, ground, doors...). In case of a particular variation of the signals, the device triggers an alert.

1https://www.insee.fr/fr accueil
they can detect hundreds of falls and risky situations and then assist the person in danger in less than five minutes. However, these ambient cameras videos generates a lot of false alerts, triggered by an active person or a moving curtains for example, that are send to the back-office alert workflow management system. Given that the human agent handles the received alerts in a first in first out (FIFO) order, sometimes true and critical alerts may stay on a waiting list for few minutes until the agent handles all the false alerts or less critical ones that were received before the true one, as the incoming events are intercepted, queued and launch the process instances. So if we do not integrate a mechanism to help the human intelligence by prioritizing the event generated by a (very) serious case, high latency will induce delays that can be disruptive, depending on the severity of the case.

III. BACKGROUND AND LITERATURE OVERVIEW

In the literature, several research works are focusing on combining BPM and IoT. We start this section with a general BPM and IoT background. Then we present a literature overview about BPM and IoT integration.

A. Introduction to Internet of things

Smart objects swept in our life to facilitate it in so many ways and in different domains such as transportation, health care, hospitalization, civil protection, smart home, smart cities, emergency, and individual automation. From smart phones to new smart objects that interact not only with people but with other machines (Machine to machine communication). The concept of the "Internet of Things" first emerged in a presentation by K. Ashton, on the connection of Radio Frequency Identification (RFID) to the supply chain of Procter and Gamble in 1999. Since then, IoT has been exploding and invading our daily lives in different aspects (smart phones, smart door locks, self-driving smart cars, smart cameras, smart medical devices, etc.). This new technology started to thrive right after the development of the web in the 1990’s and mobile Internet in the 2010’s. The internet of things (IoT) is growing by leaps and bounds. It is made up of billions of smart devices that use wireless technology to communicate with each other and with us. IoT infrastructures can range from connected, instrumented devices providing data to intelligent, standalone systems. IoT enables “a world where things can automatically
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**TABLE I. REPETITIVENESS ASPECT OF A FALL**

<table>
<thead>
<tr>
<th>References</th>
<th>Data Collected</th>
<th>Participants</th>
<th>Study plan</th>
<th>Falls repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21]</td>
<td>Questionnaire</td>
<td>N = 730</td>
<td>Transversal</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>A follow-up period of one year</td>
<td>Age &gt;= 55 years</td>
<td></td>
<td>&gt;= 2/12 months</td>
</tr>
<tr>
<td>[22]</td>
<td>Postal questionnaire</td>
<td>N = 1660</td>
<td>Transversal</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>A follow-up period of one year</td>
<td>Age &gt;= 70 years</td>
<td></td>
<td>&gt;= 2/12 months</td>
</tr>
<tr>
<td>[23]</td>
<td>Telephone questionnaire</td>
<td>Interval : 6 weeks</td>
<td>N = 311</td>
<td>Observational cohort</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A follow-up period of 36 weeks</td>
<td>Age &gt;= 70 years</td>
<td></td>
</tr>
<tr>
<td>[24]</td>
<td>Participants report their falls weekly</td>
<td>N = 1365</td>
<td>Observational cohort</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>on a fall calendar</td>
<td>Age &gt; 65 years</td>
<td></td>
<td>&gt;= 2/6 months</td>
</tr>
<tr>
<td></td>
<td>Phone contact in case the person is incapable of filling in his calendar</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>Participants interviews</td>
<td>N = 377</td>
<td>Transversal</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Retrospective (12 months)</td>
<td>Age =78 + -- 3 years</td>
<td></td>
<td>&gt;= 2/12 months</td>
</tr>
</tbody>
</table>
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- Video-surveillance Solutions: the camera sensor analyzes the senior’s behavior and triggers the alert accordingly.

Some of these solutions (bracelets, presence detectors, active floors...) are "blind". This means that they do not allow to know if a fall is a serious one or not, based on the received alert. Only the image delivered by the video fall detectors, allows us to remove doubt about the incident and therefore avoid unnecessary interventions and therefore minimize the overall cost of the service. Predicting and preventing falls among elderly, is the main objective of our case study, in fact to apply our approach, we will use a data set and a business process model from a Video surveillance company. This company edits an automatic falls detection system for elderly people and offers a 24/7 automatic alert solution and a quick rescue without the intervention of the person in danger.

Fig. 1 depicts our incident management process, using BPMN, which aims to manage falls alerts from detection to assistance and resolution. This incident management process is based on an analysis in real-time of alerts received from 24/7 streaming cameras (IoT devices) for detecting elderly people’s falls. Waiting too long (sometimes even for few minutes) can be so risky as it can complicate the situation and also it can be so painful for the person. That is why a quick rescue is mandatory to assist the person after a fall or an incident. To achieve this prompt intervention, smart video surveillance cameras are installed at client’s home or patients rooms at geriatric services. These devices detect suspicious scenes that may be a fall or an incident, take a picture of the scene and then send automatically an alert to the video-surveillance center. This received alert is handled by a human agent, who qualify the alerts into four categories, as described below, and after that he/she determines whether an assistance action is necessary or not according to the criticality level of the alert. That is why, each alert received requires a quite vigilant treatment, in order to be sure of its category, because the margin of error in this type of system must be very small, as those falls, in case of a delayed intervention or an incorrect qualification, may have an adverse impact on the person concerned: 1) False alerts (level 0): Empty place. 2) False alerts (level 1): Active person. 3) Alerts with average level (level 2): Seated person. 4) High level alerts (level 3): Person lying down.

Video-surveillance systems have proven their efficiency, as

---
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communicate to computers and each other providing services to the benefit of the human kind” [26].

Connected devices collect data by sensing their environment, and exchange data with other devices and humans. All devices (things) act locally within their environment. Whereas, the IoT allows them to be remotely monitored via existing network infrastructures, including the Internet [19]. IoT contribute to continuously feeding “big” data to every node [27]. Besides, the evolution of the IoT invokes significant opportunities for private data exchange enabling new business models across heterogeneous networks [28]. However, it cannot generates value. That is why, it is necessary to couple it with other technologies to transform this huge amount of data into useful knowledge, in order to make meaningful decisions.

B. Introduction to Business Process Management

The Process approach has been increasingly adopted by companies since the 1980s, leading to a new organizational model and a new way of operating in different organizations. Faced with a changing and competitive environment, traditional approaches that treat the company as a closed environment are no longer appropriate. Indeed, the process approach is a systemic approach that aims to transform the hierarchical and vertical structure of an organizationinto a transverse structure whose ultimate goal is the satisfaction of external and internal customers. It is a method of analysis and modeling intended to ensure collaborative work in order to control and improve the efficiency and smooth running of an organization.

This method is mainly based on the concept of business processes. A business process is the structure of activities and actions as they occur in the real world. It defines all the possible paths in the real process and the rules that determine the path to follow and the actions to perform [29]. The International Standards Organization (ISO) defines processes as a set of interrelated or interacting activities that transform inputs into outputs elements. For Harrington in [30], he presents business processes as an activity or set of activities that uses an input, adds some value to it, and delivers it as an output to an internal or external customer. Dumas et.al [31] represent a business process as a collection of inter-related events, activities, and decision points that involve a number of actors and objects, which collectively lead to an outcome that is value to a customer. All these definitions and many others present business processes as a set of activities and tasks that exploit the different resources (human and/or machine) of the organization to achieve one or more objectives previously defined, in order to satisfy an internal or external customer. Each business process is attached to a single enterprise, but in some cases it may interact with other business processes belonging either to the same organization or to other organizations. In order to achieve its objectives and ensure efficient performance, the organization must subject its business processes to a continuous improvement mechanism. This mechanism represents the BPM life-cycle [31]. In fact, BPM life cycle is about discovery, modeling/(re)designing, executing, analysis and monitoring of business processes in a perpetual repetition in order to optimize and automate these processes as much as possible, and also to accommodate the ever-changing business requirements.

Business processes therefore occupy a very important place in the field of information systems, because they play a core role within every organization. Moreover, the performance level of any organization is indirectly linked to the efficiency of its processes and the quality of their models. In fact, a proper management of business processes within an organization can have a very positive impact on the efficiency and smooth running of its activities, as it allows this organization to have a clear vision of its objectives in order to better meet the requirements of competitiveness that are constantly increasing.

BPM provides already different methods and solutions to
manage and analyse data and events. Among these methods we have Business Process Intelligence (BPI). In fact BPI systems provides solutions to enhance decision making throughout a wide range of business activities, by analysing, predicting, monitoring, controlling and optimizing business processes [32]. Although, BPI has proven to be efficient for post-execution prediction of future process behavior, it is unable to manage and process huge amounts of real-time data and events that are generated from different sources [33]. This becomes more difficult when integrating IoT devices in a BPM architecture. Another solution provided by the BPM field, when dealing with real-time event data is Business activity monitoring (BAM). In fact, BAM is used in order to analyse data related to activities that have been executed. It complements ex-post analysis of process execution by continuously identifying specific situations at run-time and responding to them by triggering specific actions [34]. However, this technology remains less effective in use cases that includes IoT generated events. The limitations of traditional BAM in IoT case studies can be seen from two aspects: prediction and proactivity. The first aspect is manifested in the complex event correlation identification [35]. In fact, by sensing their environment, IoT devices generates a massive volume of event data that need to be processed and analyzed in order to extract useful information and to detect (complex) event patterns in real-time. However, traditional BAM does not provide rule-based engines. This limitation becomes more apparent when the events are generated from diverse data sources, because BAM lacks flexibility in integrating multiple heterogeneous data sources [33] [36] [37]. The second aspect is linked to the absence of proactivity in BAM solutions. In fact, using BAM in a reactive way is no longer sufficient, especially when we have this huge amount of real life data and events.

In business environment where every single event is important and need to be processed. Event Driven Architecture (EDA) needs to be adopted. Now with the emergence of IoT, events are becoming increasingly important for the current information systems (SI), especially for organizations that integrate IoT devices and sensors in their business operations (video surveillance, Health care, ...). EDA is the successor of service Oriented Architecture (SOA). The idea behind this paradigm is that everything is an event, all the different components of this architecture interact with each other by events. In this architecture each component is either an event consumer or an event provider. Event consumers subscribe to an intermediate event handler, and providers publish to that handler. When the event handler receives an event from a provider, the handler forwards it to the consumer [38]. The difference between EDA and SOA is that SOA is based on the "request/response" concept where the consumer of the service sends a request to the producer, and the producer sends a response that contains either the result or feedback. While EDA is based on the "publish/subscribe" concept where the communication pattern between the consumer and the provider is reversed. So in this architecture consumers do not start the communication channel, but they receive the events published by the event providers, which means that the communication is made in an unidirectional way [39].

The main interest of the EDA is to manage real-time process events and data in an efficient way. This message-driven architecture enables the introduction of a higher level of event processing using the Complex Event Processing (CEP) engine. CEP is used to exploit and correlate large event streams generated by heterogeneous data sources in order to produce useful information.

C. Event-Driven Business Process Management

Although, IoT is becoming the hot spot area of technological innovations and economic development promises for many industries and services, it still at its infant age, as we have seen previously. During the last years, both academic and industrial world have been interested in this field and its integration with other domains. However, there is still a lot of research work to do to propose methodologies, design models and architectures in order to ensure an efficient and smooth integration and bidirectional communication between IoT field and BPM. Dealing with event in BPM field is not recent. Event-Driven Business Process Management (EDBPM) concept represents an enhancement of Business Process Management, by including other concepts such as SOA (Service Oriented Architecture), EDA (Event Driven Architecture), SaaS (Software as a Service), BAM (Business Activity Monitoring) and CEP (Complex Event Processing) [40]. This concept was first used in 2003 in a white paper of Bruce Silver Associates in connection with the FileNet P8-BPM platform [41]. The idea behind EDBPM was limited to a single event processing, because the concept of CEP was not well known back then. So early applications of EDBPM was mainly focused on business process monitoring and on Key Performance Indicators (KPIs), or metrics measurement [42]. Despite the fact that the concept of CEP was used for the first time in 2002 by David Luckham is his book "the power of events" [43]. It was until 2007 that an integration of CEP in BPM field has been considered for the first time [44]. The integration of CEP technology within BPM is then known as EDBPM.

Recently, the EDBPM research area has been growing significantly again due to the omnipresence of IoT devices. We find applications that integrate IoT, CEP and (ED)BPM in several research area and business sectors such as Health-care, logistics, manufacturing, banking, smart cities/homes, cultural heritage, agriculture, etc. ([45], [46]). Hence the interest to propose an architecture that integrates all these technologies side by side, in order to achieve a proactive event/instance management.

D. Integration BPM with IoT: Literature Overview

During the last years, both academic and industrial world have been interested in this field and its integration with other fields. However, there is still a lot of research work to do to propose methodologies, design models and architectures in order to ensure an efficient and smooth integration and bidirectional communication between IoT and BPM.

We discuss this related work from two perspectives. The first perspective is the impact of IoT on business process. The second one is the different problems and difficulties encountered when we try to integrate IoT and BPM.

1) How IoT Can Impact Business Process?: The alignment of IoT and BPM is the focus of several research works. However, this alignment comes with various challenges that
need to be tackled. Both technologies will affect and of course benefit from each other [19] [51]. However, in this paper, we focus only on the influence / benefit of IoT on BPM.

The integration of IoT can provide several benefits for BPM. Besides, it can also address some business process related limitations. Among these limitations we have:

- **Physical surrounding:** Business processes have no access (or limited access) to physical surrounding, as they operate in a cyber surrounding. Taking into consideration the physical surrounding at modeling phase can lead to correct resolution and execution of business processes [18] [47] [48].

- **Context-insensitivity:** Business processes are insensitive to context, they are considered as blind and stateless, which mean that in each business process execution we do not take into consideration neither the results from last process instances nor the context (a context-aware business processes execution). So they need to know the conditions and situations in which IoT operates, given that IoT is by default context sensitive through devices/sensors [47] [20] [49] [50] [51].

- **Data-input:** Business processes have no direct access to data generated by different devices ans sensors. This data could be exploited to BP execution to progress via taking actions (e.g., IoT-based trigger events/alerts, IoT-based decisions...) [51] [16] [20] [47].

- **Models complexity:** Integrating IoT technology can reduce the complexity of process models (for example, replace elements or patterns, ...). It can also extend and enrich process models. As a result, we have more precise process definitions that accurately reflect the operational reality [51].

- **Transparency:** Integrating IoT technology enhances business process monitoring by increasing BP transparency through data provided by IoT sensors [51].

- **Latency:** The incorporation of IoT technology can ultimately lead activity run time reduction and significant latency that can result in an overall performance enhancement [51].

- **Event-logs quality:** IoT sensors produce a huge amount of data that enrich process event logs. Given that event logs are the fuel of process mining technology enriched event logs provide enriched process models [51] [52].

Table (II) summarises and classifies these Business process related limitations according to the different phases of BPM life-Cycle.

2) **Problems Encountered in IoT/BPM Integration:** The integration of IoT with BPM certainly contributes to business process improvement. However, this integration comes with several issues and challenges. In [57], authors present the challenges that need to be addressed in Business Process Management Systems (BPMS) to achieve an efficient integration of IoT, such as the absence of direct interaction between the business layer and the edge network, or the problem of complex and inflexible business process models due to a lack of standardization and interoperability when modeling IoT elements and components in BPM. The unexploited potential of extracted data from sensing environment represents a challenging issue when integrating IoT with BPM [58]. Security and data privacy represent another level of IoT/BPM integration concerns [19]. Many other challenges exist and need to be tackled when dealing with an IoT and BPM integration and alignment, these challenges have been summarized by C.Janiesch et.al in their manifesto [19].

In this article, we focus mostly on the challenges linked to event processing and also learning aspect withing an IoT-BPM architecture. The next section details this proposed approach.

### IV. Proposed Approach

Event-driven business process management is mainly adapted in organizations that have a real-time based activities which involved some sensors or some IoT devices that collect data and generate new events by sensing their environment [55]. However, a real-time system must have three main characteristics to ensure better functioning inside any organization [59]: 1) **High availability**, 2) **Low latency** and 3) **Horizontal scalability**. Those three characteristics are mandatory to achieve a real-time and efficient scheduling and event management in BPM.

So in order to ensure a (near) real-time priority-based business process instances management, we resort to an integration of four concepts: IoT (to sense the environment), CEP (to detect situations of interest since it is considered as the standard course for real-time analysis and situation detection [60]), Machine Learning (to analyse our data, find patterns in it and then make predictions, to facilitate decision making), and BPM (to manage our business processes). The idea behind this integrated quaternity of technologies (see Fig. 2) is: 1) to accompany data an event explosion resulting from IoT, 2) to...
In this paper, we propose an integration of IoT and BPM via deductive and inductive iterative sprints in this approach. The combination approach is considered as a method of refinement going alternately from top to bottom to bottom to top. The integration of IoT and BPM is considered as a method of refinement going alternately from top to bottom to bottom to top. The combination approach is considered as a method of refinement going alternately from top to bottom to bottom to top. The combination approach is considered as a method of refinement going alternately from top to bottom to bottom to top.

The meet-in-the-middle approach, to facilitate the methodologies: - The Top-down approach, - The Bottom-up approach, - The Meet-in-the-middle approach. There are three types of modeling paradigms such as IoT and BPM generates, with no doubt, a modeling methodology issue. This issue becomes more complicated when this integration involves other technologies. The Incorporation of two heavy data processing techniques, examine large data sets to uncover hidden patterns, unknown correlations between collected events, either at a very technical level (incident/anomaly detection, predictive maintenance) or at business level (customer preferences, market trends, revenue opportunities). To capitalize business value from data generated by IoT sensors, to provide improved operational efficiency, better customer service, competitive advantages over rival organizations.

To turn this conceptual integrated quaternity of technologies into a concrete reality, we propose an end-to-end IoT-BPM architecture (IoDEP: IoT-Data-Event-Process). This integration architecture follows Haze Architecture and Cascading Analytics [61], incarnated by a DIKW (Data Information Knowledge Wisdom) discovery pattern crossing the architecture from device then Fog/Edge to the cloud, and a learning feedback loop that feeds forward insight to adjust either Fog/Edge or device algorithms [55]. IoT-BPM integration involves bidirectional communication. It is possible to acquire data/event from sensors (e.g., monitor and control IoT devices) to manage business process instances and to send instructions to those devices (e.g., reset, adjustment or shut them down). One of the requirement of our proposed architecture is scalability without imposing an architecture redesign. That is the reason behind using Haze Architecture and Cascading architecture as it ensures fluidity and dynamism.

A. Research Design / Modeling Methodology

As we said previously, in order to handle the challenges faced by BPM when dealing with IoT objects, IoT and BPM need to meet in the middle. The Incorporation of two heavy paradigms such as IoT and BPM generates, with no doubt, a modeling methodology issue. This issue becomes more complicated when this integration involves other technologies (CEP and ML in this case). There are three types of modeling methodologies: - The Top-down approach, - The Bottom-up approach, - and the Meet-in-the-middle approach. We propose in this article a meet-in-the-middle approach, to facilitate the integration of IoT and BPM. In fact, The meet in the middle approach is considered as a method of refinement going alternately from top to bottom to bottom to top. The combination of deductive and inductive iterative sprints in this approach allows both re-use/mutualization and disruptive thinking. In this paper, we propose an integration of IoT and BPM via an end-to-end architecture aiming to provide a meet-in-the-middle environment capable to capture data and event from IoT sensors, when they are sensing their environment, create actionable and useful knowledge, and allow this knowledge to be used in the business layer through business processes.

B. Functional Requirements

Business processes are supposed to be smoothly executed under different business situations and context. This constantly changing environment, requires having business processes that can easily be adapted to the appropriate action taken. However, without being coupled to other technology, business processes are still deficient regarding the critical ability to provide assistance to their users [62] due to a lack of two important aspects:

• **Context-awareness**: The emergence or even the omnipresence of IoT solutions in different businesses forces organizations to adapt their processes to a high level of connectivity. Context-awareness is a fundamental characteristic of ubiquitous computing [53], and it is the key to benefit from sensors collected raw data, as it allows to store contextual information related to these raw data and to decide which data should be processed, in order to facilitate the interpretation [54] especially at the level of business processes.

• **Knowledge feedback loop**: Traditional BPM systems present different limits, as they do not facilitate the use of knowledge extracted/generated from data by business processes after their execution. As a result, tremendous amount of data and event data that are constantly collected within the organization is not exploited to improve business processes. As a matter of fact, these data represent for enterprises a real engine of growth. However, a large amount of raw data is not valuable; data must go through a whole process to extract value from it [63]. The analysis of huge data helps organizations to extract information and then knowledge, because the real value is in how organizations will use that data and turn their organization into an information-centric company that relies on insights derived from data analyses for their decision-making.

To accompany data an events explosion resulting, among others, from IoT, data analytic processes combined with event processing techniques, examine large data sets to uncover hidden patterns, unknown correlations between collected events, either at a very technical level (incident/anomaly detection, predictive maintenance) or at business level (customer preferences, market trends, revenue opportunities) to provide improved operational efficiency, better customer service, competitive advantages over rival organizations. In order to capitalize business value of data and events generated by IoT sensors and business process execution, IoT and BPM need to meet in the middle, as we said previously. One critical use case for IoT is to warn organizations when a product or service is at risk. Early detection is essential to either remedy the issue before it becomes a real problem or quickly do cleanup when failure
Supervision and incident management processes, especially in health-care domain, are considered as an event-driven business process. The instances of these processes are: In some cases, launched by IoT generated events (‘Big’ data push paradigm: i.e. data is triggering processes). In order to handle incident management in IoT-BPM architecture, Information Technology and Infrastructure Library (ITIL) repository has been considered. In fact, according to ITIL V3 [64], incident management processes are composed of the following functions:

- **Detection / Identification**: Detect the incident and identification of first elements of classification.
- **Registration**: Record basic details of the incident and propagate the incident alert as necessary.
- **Categorization**: Categorize incidents, Assign impact and urgency, and thereby define priority and match against known errors and problems.
- **Prioritization**: The incident is prioritized for better utilization of the resources and the Support Staff time
- **Investigation and Diagnosis**: Assess the incident details, Collect and analyse all related information, and resolve, (including any work around) or route to online support.
- **Escalation**: Escalate (functionally or hierarchically) where/when necessary.
- **Resolution and recovery**: Resolve the incident and take recovery actions.
- **Closure**: When the Incident has been resolved, the system should ensure that details of the action taken to resolve the incident are concise and readable, classification is complete and accurate according to root cause, resolution/action is achieved.

Beside incident management process, IoT-BPM Architecture integrates additional features to target highest IoT maturity levels. Among those features, we have:

- **Monitoring and Communication**: All information, metrics, and key performance indicators applicable to the incident are assessed, recorded and reported (time spent on the incident, support actors, date and time of closure, number and type of reoccurring incidents, average time to achieve incident resolution, percentage of incidents resolved at first line support that meet the Service Level Agreement, etc.).
- **Prediction**: Predicting an incident before happening, will enable anticipatory incident management. This may help avoiding the incident by actioning problem management, or at least, this moves the predicted incident resolution closer to the incident detection insuring proactive incident management. Thus, by collecting and combining connected devices/sensors data with historical context data, IoT-BPM Architecture could provide a wide variety of ad hoc, proactive and anticipatory incident, anomaly, and problem management.

Fig. 3 represents these functional requirements according to each layer of our proposed architecture.

V. OVERVIEW OF THE LAYERED ARCHITECTURE

This section provides a high level overview about the different layers of our proposed IoDEP architecture.

Fig. 4 presents the layers of our architecture. In fact, the purpose of this layered architecture is to meet the requirements detailed in the previous section. Our proposed architecture requires five layers (see Fig. 4). IoT sensing layer or Edge Layer, IoT sensor data acquisition Layer, Detection, identification and registration Layer, Categorization and Prioritization Layer, and Cloud layer. In the following we will present a detailed explanation of each layer of this architecture.

A. The Edge Layer

This layer concerns all IoT sensors and devices, each one of these have a precise role depending on their environment, location and the purpose behind using them, such
as hospital, home, geriatric services, retail store, facilities. IoT devices collect data and generate new events by sensing their environment, after that those events could launch specific business process instances according to the particularities of the detected situation.

As we have seen before, early detection is essential to either remedy the issue before it becomes a real problem or quickly do cleanup when failure hits [65]. The time lapse between sensing the environment and sending a notification, a message or a signal is very critical. In fact, latency is one of the most challenging requirements for connected IoT devices. One of the most effective solutions to reduce this lapse of time, is putting some computing on the device or at least bringing computing near the device (edge computing). Pushing data to the edge eliminates long-distance data transmissions to the cloud, which reduces network congestion and latency. Edge nodes are endowed with fall detection capabilities. In fact, these nodes implement several advanced algorithms for image processing and interpretation ([66], [67]). However, this is out of scope of this paper. These algorithms allow the automatic detection and qualification of risky events, following these steps:

- **Image Qualification**: This step allows to qualify the captured image of the camera. Several types of errors are identified at this stage (Error of recovery of the image, Image of incorrect size ...).
- **Movement detection**: This step allows to identify the movements captured by the image, and then render the behaviors of these movements. Mathematical features are identified and extracted from the images and videos. Their exploitation allows to model the behaviors and the events.
- **Movement tracking**: This step consists of tracking objects in their attention zones. Tracking their evolution allows to recognize an abnormal event or behavior and to make a decision.
- **Decision**: At this step a decision about launching an alert or not is taking, based on the results of the previous steps.

- **Pre-qualification**: This step is reinforced with the learning feedback loop [55], by learning from past decisions, mainly false alerts. This final step will consider and exploit the overall context to correct future risk assessments.

At the end of these steps, the detected alerts/events are sent to the cloud. Intercepted events are queued in order to be qualified by a human resource.

**B. The Fog Layer**

When dealing with IoT devices and sensors, the cloud by itself cannot connect, process and analyze data from thousands and millions of objects and devices of different type and nature spread out over vast areas. To overcome this issue, Fog layer was introduced by Cisco in 2012, in order to offload the cloud through the injection of smart devices at the network layer to provide limited computational resources at the edge of the device layer [68]. Fog computing and edge computing seem similar since they both consist of bringing intelligence and processing closer to data creation. However, the location of the intelligence, processing and computing power is the key difference between these two layers. Generally, intelligence and computing power are placed in devices such as Smart Cameras with embedded vision software (used in our case study). While in the fog layer intelligence and computing facilities are placed at the local area network (LAN).

In our proposed architecture, the fog layer is dedicated to real-time stream processing with CEP as we can see in Fig. 6.

**a) Complex Event Processing - CEP**: An event is a record of an activity in a system [69] and it represents any change that occurs or will occur in this system, whereas a complex event is a set of events that are related to each other by aggregation, causality or time [70].

Complex event processing is a widely used technology, it becomes an increasingly active research field [71] especially with the popularity of publish/subscribe systems in 1997 [72] as stated in [1]. Complex Event Processing (CEP) represents a set of methods, techniques, and tools for processing events while they occur [73]. It aims to process and analyze events generated from different sources in order to extract useful information [74]. CEP is widely used to detect and deal with different business anomalies, threats and opportunities [74] by analyzing event streams instead of traditional static data.
stored in databases. CEP engines provide the scalability and
the (near) real-time processing to filter, to combine and to
extract actionable knowledge, known as situation of interest,
from a stream of events (see Fig. 5).

Complex situation of interest can be easily expressed using
CEP engines and rules. For example, in our case study, queries
such as: prioritize a case if the patient has some particular
needs (Wheelchair, walker, etc.) or trigger an alert if the patient
is a recidivist fallen.

The combination between CEP and BPM is not recent. In
fact, it has been widely used to control and monitor business
processes in real time in order to improve the effectiveness
of business operations by keeping track of what is happening
now and raising awareness of issues as soon as they can be
detected [75]. CEP helps to monitor not only process instances
and activities during run time, but also different events that are
related to business process but not necessarily generated from
the process instances [76]. Several approaches and solutions
based on the integration of CEP with BPM have been proposed
for run time or design time ([77], [78], [79]) just to name a
few.

The starting point of this incident management approach
is the real time analysis of the incoming generated events,
using CEP engine to detect the events with the highest priority
withing all the incoming ones, that will launch our business
process different instances. And based on this estimated pri-
ority we can schedule those instances. In fact, the business
process instances triggered by those events will then have
the highest priority to be assigned to the available human
resources. In order to process the incoming events and then
detect meaningful patterns concerning the important situation
of interest (which represent for us the events with the highest
priority), CEP engine needs a set of rules that are determined in
advance. A rule for us in this approach represents a condition
(IF...THEN ...) that characterizes the event source (the different
sources that generate each event). So in the processing step,
whenever a condition is satisfied by the event, the priority of
this event increases.

CEP strength relies basically on concept of rules and
operators. CEP engines are mainly based on a set of rules
provided by a rule engine. A rule engine represents a part
of a CEP engine that generates rule models. These rules
are used in order to create and/or modify business logic in
a Business Process Management System (BPMS) [80] for
e.g. example. CEP rules are based on CEP operators. Among
these operators we have: aggregation operators, sequencing
operators, logic operators, single-item operators, windowing
operators, and flow management operators. Those rules are, in
most of the time, manually predefined by domain experts, and
after that implemented in CEP systems such as Esper, Siddhi,
FlinkCEP\(^3\), or Oracle. Since defining these rules manually can
be error prone and time consuming, there are many recent
approaches that propose an automatic CEP rules learning and
generation [1] [81] [74]. However, the automatic CEP rules
learning and generation is out of the scope of this paper,
because the main purpose of this paper it to pave the way
for the use of CEP in order to achieve a real-time analysis of
incoming events in order to detect situations of interest, about

the priority of the business process instances that need to be
executed.

C. The Cloud Layer

Both fog and edge computing are extensions of cloud
networks. The majority of enterprises are already familiar with
cloud since it is the de facto standard in most industries.
The concept of "cloud" was used in several contexts in the
1990s, but only in 2006 when it became associated with
offering services over the internet [82]. Cloud computing
is "a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction." [83]. Cloud layer facilitates storing and accessing data and
programs over the internet (as a service) rather than on servers
of the enterprise as we can see in Fig. 6. In fact, it offers
the ability to drastically outgrow an organization’s normally
available storage, without having to host any additional servers.
In our IoDEP architecture, Data and intelligence are pushed
through layers from edge to cloud in order to be analysed
and processed. The knowledge produced goes through a learning
feedback-loop that feeds forward insight to adjust either Fog/Edge or device algorithms. To produce this knowledge, we
use machine learning algorithm. In the following, we introduce
this technology and present in more details the algorithm used
in our approach.

a) Machine Learning: Integrating IoT in a BPM envi-
ronment generates several challenges, among these challenges,
we have the huge amount of data and event data that are
continuously gathered. Data and event data are the key to get
a better understanding of the functioning of business processes.
This data represent for enterprises a real engine of growth.
However, a large amount of raw data is not valuable; data
must go through a whole process to extract value from it. In
fact, pre-processing and exploring data before using it help to
get correct assumptions and insights in order to make correct
predictions and finally take correct and accurate actions and
decisions such as instances scheduling, resources management,
or business process models redesign. The analysis of this huge
generated data helps organizations to extract information and
then knowledge, because the real value is in how organizations
will use that data and turn their organization into an
"information-centric company that relies on insights derived
from data analyses for their decision-making"\(^4\). Hence inte-
grating data analysis techniques, process mining, data mining,
machine learning algorithms or even deep learning in each step
of business process life cycle is very crucial for the process
improvement. In our approach, we have chosen to exploit
the machine learning algorithms in order to enhance one aspect
of business process life-cycle, which is the instance management.

Machine learning is a branch of the artificial intelligence
research domain. Using mathematical methods, Machine learn-
ing enables systems to learn from data and generate knowledge
from experience. With time and more experience, the system
can learn and improve and sharpen a model that can be
used to predict outcomes of questions using previous learning

\(^3\)https://nightlies.apache.org/flink/flink-docs-release-1.14/docs/libs/cep/

\(^4\)https://datafloq.com/read/3-vs-sufficient-describe-big-data/
Machine learning algorithms are organized into different categories based on the learning type: supervised learning, unsupervised learning, Reinforcement learning, and Transduction learning. Supervised learning and unsupervised learning algorithms are the most used in real world problems. They can be further grouped into different categories that we can find in real world machine learning problems. However, the choice of the appropriate algorithm depends on your case study, the type of data manipulated, and the purpose of your analysis.

The first step of our approach aims to ensure an efficient acquisition, filtering, and analyzing incident/event data generated by IoT devices. The second step consists on scoring the generated events from IoT devices, based on the result of the first step, using unsupervised machine learning algorithm. We opted for clustering algorithms to discover groups in our dataset, in order to achieve a categorization of the event sources that trigger our process instances. We choose K-means clustering algorithms, which is a partitioning technique used to analyse data based on the distance between different data points in the input dataset. This algorithm was described by Hartigan in 1975. The idea behind K-means algorithm is to divide a dataset composed of \( M \) data points in \( N \) dimensions into \( K \) clusters, in such a way that the within-clusters sum of squares is minimized [85]. The most complicated part of this algorithm is the determination of the right value of \( K \) which represents the number of clusters. In the literature, we can find several methods for selecting the most optimal number of clusters for this algorithm such as: The Elbow method [86]: The Average Silhouette method [87], or the GAP statistic method [88]. When applying K-means algorithm in our approach, we have used the Elbow method to determine the value of \( K \). The basic steps of K-means algorithm are shown in the following pseudo-code:

```
Algorithm 1 K-Means Clustering Algorithm

Input:
S = s_1, s_2, ..., s_m // list of data points (list of sources which generate the different events)
K //Number of clusters
1: choose K Random data points from S as initial clusters centroids
2: repeat
3: Assign each data point \( s_i \) to the cluster which has the closest centroids.
4: Calculate the new centroids of each cluster.
5: until Convergence //no more changes for centroids

Output: Set of K clusters
```

VI. OVERVIEW OF THE FRONT-END AND BACK-END OF THE ARCHITECTURE

From a front-end and back-end perspective, our architecture can be seen as follows (see Fig. 3):

The IoDEP Front-end architecture is composed of two parts:

- **Connected Device/Sensor Processing and Analytics**: insure acquisition of incident data, and incident data filtering and Simple classifier.
- **Fog/Edge Processing and Analytics**: insure the following functionalities:
  1) **incident data processing**: Detection of anomaly incident.
  2) **incident data analytics**: Pattern recognition/correlation/scoring (advanced supervised time-based analysis algorithms here need smaller training set but may need more performance resources like GPU).
  3) **incident data routing**: Transmission of the anomaly information through an Edge Spooler.

The IoDEP Architecture Back-End is represented by several components insuring cloud side processing and analytic of incident management:

- **Cloud Data Processing and Analytics**: Ensure the following functionalities:
  1) **incident data routing**: Transmission of the anomaly information to the relevant back end processing and analytics system – ESB/CEP.
  2) **incident data analytics and intelligence**: Extraction, cleaning and annotation. Integration, aggregation and representation. Modelling and analysis Pattern recognition/correlation/scoring (more sophisticated supervised machine learning algorithms (e.g. deep learning) may here need big training sets) (Big Data).
  3) **incident data processing**: Anomaly Human Processes (Human qualification of the anomaly information) and Enterprise Business Processes (BPMS based on Big Data analytics), and Interpretation: Through on Reporting incident KPI Scoreboards based on (Data Warehousing and Data visualisation).

VII. APPLICATION ARCHITECTURE OVERVIEW

In this section, we present a concrete application of our architecture (see Fig. 6). The content of the Edge layer can differ from one case study to another. For our case study, IoT devices were represented by smart cameras that detect the falls of patients. In other context, these devices and sensors could be either Smart locks, Fire and smoke alarms, or smart wristband, etc.

Our Fog layer represents the real-time stream processing layer using CEP technologies. We propose the use of Apache Flink framework as it facilitates complex event processing.
for real-time analysis. Our choice is based on the benchmark that we have conducted. The Enterprise Service Bus layer represents a message broker. It is an integration solution implementing a totally distributed architecture where the applications or services to be integrated are distributed on different machines or information systems, and its role is to ensure communication and interoperability between these different applications whatever their communication protocols. ESB is mostly adapted to asynchronous communications, publish/subscribe messaging, and message queues. Solutions such as Mule ESB, PETALS, JBoss ESB, Glassfish ESB, or Apache Camel, could be used in this architecture. Historical data in our architecture are stored in a PostgreSQL database. However, other Data Base Management System (DBMS) can be used. For the Business Process Layer, several Business Process management Systems can be used such as Bonitasoft (that we have used in our case), Signavio, or Camunda. As an application server, solutions such as Apache Tomcat, or WildFly can be used in this architecture. As a web server to distribute web content, examples such as Apache web Server, can be integrated in this architecture. And finally, for communicating results a BI Dashboard layer, interactive Dashboards can be build using PHP, or Shiny R package given that we have used R language in our experiments.

VIII. EXPERIMENTS AND RESULTS

We opted for a block validation in order to conduct an initial validation of the efficiency of our IoEDP architecture.

Experimental settings:

5https://fr.bonitasoft.com/

We worked with a dataset of patients falls (from 01-02-2016 to 12-06-2017), this dataset contains 238228 observations generated by 81 patients. The historical data in this dataset are gathered from our incident management process past instances, and they are partitioned as follows: 89312 alerts are of level 0 (low), 148466 of level 1 (average), 275 of level 2 (serious) and 175 of level 3 (very serious). Since that the serious and very serious alerts are the most important in our study, we have applied our clustering algorithms on these two levels only.

The dataset was stored in a PostGreSQL database and all analyses and algorithms implementation were conducted using R and different R packages6, such as: tidyverse, RPostgreSQL, ggplot2, dplyr, caret, ...). And all our experiments were conducted on an Intel(R) Core(TM) i5-540M 2.53GHz. All data have been anonymized.

Experimental results for K-means:

As we have seen before, to determine the value of $K$, which represents the number of clusters, we have used the Elbow method (see Fig. 7).

![Elbow Method - Sum of Squared Distances](image)

The plot represents the variation of the sum of squares with the number of classes. We notice that the most adequate number of clusters would be 4, since this point corresponds to an inflection point and the sum of squares seems to stabilize from this point on.

As we can see in Fig. 8, patients used in this clustering are divided into 4 clusters: patients with fewer than 8 falls (the blue cluster), 9 to 12 (the green cluster), 13 to 18 (the red cluster) and more than 24 falls (the black cluster). These latter represent the most critical cases. As we have seen before, The clustering algorithm helps us to categorize our event sources. In the following we will present some experimental results that proves the interest of integrating CEP into the IoDEP architecture, in order to manage the event that will trigger the process instances.

Experimental results for CEP integration:

The purpose of this series of experiments is to show the interest of integrating CEP in the IoT-BPM architecture. So we will compare two solutions. Solution 1 represents incident management in our architecture without the integration of CEP, and Solution 2 represents the integration of CEP in the architecture.

6https://www.tidyverse.org/
Based on the context of our case study, we have defined some rules that help us to estimate the priority level of the incoming event. To define those rules we take into consideration the available information about the patient, his/her past incidents (falls) and the cluster to which this patient (event source) belongs. Taking into consideration the results of our clustering (detailed in the beginning of this section), we tried to manually define some rules. So basically we come up with the following rules:

- **IF** the event source belongs to cluster 4 (the critical cluster) **THEN** the new event generated by this source might be serious.
- **IF** The patient has some particular needs (Wheelchair, walker, etc.) **THEN** the new event generated by this source might be serious.
- **IF** The last event generated by this patient within one month was a serious or very serious alert **THEN** the new event generated by this source might be serious.

**CEP Message broker:**

As we have seen before, in order to manage the different incoming events within a CEP solution, we need a message broker. In this experiment, we have chosen RabbitMQ. It is an open source message broker, lightweight and easy to deploy.

**Global Schema of Event-pattern detection with CEP solution:**

Fig. 9 illustrates our first attempt to integrate CEP engine in our IoT-BPM architecture.

The different modules of this architecture operate as follows:

- **Event Producer:** Events in this approach are mostly generated by some sensors or some IoT devices by sensing their environment (Smart cameras).
- **Lightweight Message Broker:** To manage the amounts of events received and that need to be processed by the CEP engine, we use a message broker that ensure the communication between the source and the target based on a publish/subscribe mechanism. This asynchronous mechanism implemented by message brokers allows source and target messages to be completely decoupled. Besides the message brokers can as well store the messages locally until they can be processed by the target element. That is why we have chosen RabbitMQ.
- **CEP engine:** Flink CEP is used in this case to filter and process incoming events based on the predefined rules, in order to detect the events with highest priority among the incoming stream of events.
- **Event consumer:** It represents in this approach a business process management system (BPMS) where the processes are managed, executed and monitored.

In our experiment for both solutions, we have simulated several event streams with different total number of events (100, 200, 300, 400, 500) (generated from the historical events in our data set). Our objective is to compare the evolution of the computation time of both solutions (as described in the following tables) as a response to increasing the number of input events (non-concurrent access (see Table III and Table IV) and concurrent access (see Table V and Table VI)). Besides, in both solutions we have used the results of the clustering step.

**Non-Concurrent Access (NCA):**

<table>
<thead>
<tr>
<th>Total event number</th>
<th>Computation time (sec) - Solution 1</th>
<th>Computation time (sec) - Solution 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>19.0</td>
<td>22.07</td>
</tr>
<tr>
<td>200</td>
<td>19.45</td>
<td>32.14</td>
</tr>
<tr>
<td>300</td>
<td>25.48</td>
<td>44.25</td>
</tr>
<tr>
<td>400</td>
<td>31.3</td>
<td>55.6</td>
</tr>
<tr>
<td>500</td>
<td>37.4</td>
<td>70.62</td>
</tr>
</tbody>
</table>

**Concurrent Access (CA):**

As we can see in Fig. 10, solution 1 presents better results comparing to solution 2 when we have a non-concurrent access of the incoming events. However, when we have a concurrent access, the CEP-based approach (solution 2) presents better results, especially when we increase the number of incoming events (see Fig. 11).
Although solution 1 seems to be more efficient at low input events volumes, the CEP solution can performs better especially if implemented in an effective IoT architecture with ‘Big’ Data requirements.

For incident management systems providing a balance between (near) real-time event processing and scalability, it is very important to achieve an efficient and optimized business process instances scheduling and event management in BPM. Moreover, in real cases, we deal in most of the time with concurrent access of incoming events. So this confirm the efficiency of our assumptions that CEP can provide better results when integrated to an IoT-BPM architecture, and it can also provide better results comparing to traditional approaches for business process instances scheduling. Those initial results are encouraging to implement the entire end-to-end IoDEP architecture.

Interested readers can check the complete solution that we have implemented from GitHub\(^8\).

### IX. CONCLUSIONS AND PERSPECTIVES

Integrating IoT and BPM as a step towards an improved process management that benefits from data and event power, is possible via an integrated architecture (IoDEP). The idea behind this architecture is to manage data and events at the same time via an integration approach that includes four concepts: IoT (to sense the environment), CEP (to detect situations of interest since it is considered as the standard course for real-time analysis and situation detection), Machine Learning (to analyse our data, find patterns in it and then make predictions), to facilitate decision making), and BPM (to manage our business processes instances).

We introduced in this article the reason behind using machine learning algorithms and CEP techniques in our IoT-BPM communication approach. In fact, this bi-directional communication is established through event in one direction and data in another direction. That is why conducting a data analysis approach with event management can facilitate this communication/integration. Moreover, we have presented the different functionalities proposed by this architecture and also the different requirements that should be addressed. Throughout the different overviews of our proposed architecture, we argue that our approach is generic and can be used in multivariate settings, and most importantly in normal and strict environments where time and priority matter.

\(^8\)https://github.com/Abir-IA/CEPFlink_EventManagement
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Route Planning using Wireless Sensor Network for Garbage Collection in COVID-19 Pandemic
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Abstract—Garbage collection is a responsibility faced by all cities and, if not properly carried out, can generate greater costs or sanitary problems. Considering the sanitary situation due to the COVID-19 pandemic, it is necessary to take sanitary safety measures to prevent its spread. The challenge of the present work is to provide an efficient and effective solution that guarantees a garbage collection that optimizes the use of resources and prioritizes the attention to garbage containers located in or near contagion risk zones. To this end, this research proposes the integration of a basic garbage monitoring system, consisting of a wireless sensor network, and a route planning system that implements the decomposition of the Vehicle Routing problem into the subproblems of clustering and sequencing of containers using the K-Means and Ant Colony algorithms. For the monitoring of garbage, a significant reduction in the measurement error of waste level in the containers was achieved compared to other authors. About route planning, adequate error ranges were obtained in the calculation of the optimal values of distance traveled and travel time indicators with respect to an exhaustive enumeration of routes.

Keywords—K-Means; ant colony optimization; route planning; vehicle routing problem; garbage collection; wireless sensor network

I. INTRODUCTION

Garbage collection is one of the most complex tasks of urban governments. Often, this task requires that collection vehicles travel along a specific route and manually check all the garbage containers along that route to empty them if necessary. The selection of routes followed by the vehicles is usually done at the discretion of the drivers which causes inefficient use of resources [1]. In general, there is no permanent monitoring of the containers to alert them about their possible overflow to avoid potential sanitation problems. In Peru, on average more than seven million tons of garbage are generated annually, of which about 50% comes from the capital city [2]. In addition, the city of Lima is ranked seventh with the highest traffic congestion worldwide [3]. Since March 2020, Peru has been in a state of health emergency due to the COVID-19 pandemic whose infection and mortality rates, as of January 2022, were 11.64% with respect to the number of tests and 7.22% with respect to the level of infected people in the whole country, respectively. Metropolitan Lima has a case fatality rate of 6.89% with respect to the number of people infected by coronavirus nationwide [4]. Waste collection costs in Peru are close to one billion soles annually, in addition to the work of thousands of operators, and the employment of hundreds of fleets of vehicles [5]. It is important to have an efficient waste collection service capable of dealing with the current health situation. Otherwise, the inefficient use of resources by the municipalities will continue, as well as the increase in the contagion and mortality rate due to the spread of the pandemic. This article presents a solution to the problem of optimizing the garbage collection, considering not only the associated costs but also the impact on public health; it will focus on minimizing collection costs, but at the same time guaranteeing timely attention to the containers by not allowing them to overflow. In this way, by saving collection costs, more resources can be allocated to other municipal processes, meanwhile contributing to the containment of the pandemic and additionally having a positive impact on the environment. It will be assumed that the containers belong to the municipality and it is possible to insert wireless sensors in the containers. This solution includes two systems, the first is a basic monitoring system composed of a network of wireless sensors to detect the volume and level of decomposition of garbage in the containers, with which it will be possible to alert about the imminent overflow of the containers. This monitoring system feeds into a route planning system that uses a heuristic approach to determine the optimal routes for the collection trucks, i.e. the most economical routes. In this solution, preferential attention will be given to containers located in contagion risk zones1 as follows: for the contents of a container to be emptied, its contents must exceed a certain threshold; for containers located in an contagion risk zone or close to one, this threshold is lower. In section two, related work is reviewed. In section three, the solution methodology is explained. The results and discussion are presented in sections four and five, respectively. In the last sections, conclusions are formulated and future work is proposed.

II. RELATED WORK

A. Waste Monitoring Sensors

An efficient garbage collection process requires knowing the current status of the garbage containers, which can be achieved through the use of different sensors and image processing methods, for which it is necessary to take into account the measurement range, accuracy, sensitivity, consistency, energy consumption, ease, and cost of the device [8]. Several solutions for this process use different sensors such as infrared [9] or ultrasound (HC-SR04) to determine the amount of stored waste, load cells to calculate the weight of the container [10], humidity sensors (DHT11), temperature sensors (LM35) for detecting the presence of fire [11], gas sensors (QS-01) for air quality monitoring [12], and tilt sensors (Itead) to detect possible container overturning. Among these reviewed works,

1A contagion risk zone refers to an area facing a health emergency and having a high rate of population density and/or mobility over time [6], [7].
several issues are reported that impact on the quality of the information, such as the angle of measurement and the position of the sensors inside the container, this issue can be solved by using high cost devices to reduce the percentage error in the measurement; therefore, a horizontal measurement is proposed to reduce the percentage error in the measurement through the use of low cost sensors, the mentioned served as motivation to seek to address these challenges evidenced in the research of other authors. Container status information needs to be sent and stored in a database for further analysis and monitoring. There are multiple data transmission techniques, e.g., the use of the Ethernet SPI module via network cable [13], as well as low-power communication technologies such as LoRa, which provides a long transmission range over long distances [14], and ZigBee, which improves data transfer speed [12]. However, these solutions generate a bottleneck by centralizing the sending of information. Another solution is a GSM transmission sensor, which allows data to be sent via SMS to a telephone number [9]. Finally, the NodeMCU device with a built-in Wi-Fi module allows each node of the sensor network to operate independently in data transmission [15]. Container status information can be used in the design of collection truck routes.

B. Route Optimization

The determination of adequate garbage collection routes is crucial for efficient service. This is a combinatorial optimization problem known as the Vehicle Routing Problem (VRP); it is an extension of the classical traveling salesman problem, where multiple vehicles travel through a network, starting from and returning to an origin. Its objective is to find optimal routes for multiple vehicles visiting a set of locations [16]. The VRP is a difficult problem to solve exactly, but it can also be solved with approximate methods [17]. The exact method guarantees the computation of an optimal solution but can be computationally inefficient with large numbers of nodes to visit, while the approximate method can provide a good quality solution in a reasonable time, independent of the number of nodes [18]. Route planning can be approached with the mathematical programming method whose objective is to maximize or minimize an outcome by choosing the values of real or integer decision variables [1]. For example, [19] developed a mixed-integer linear programming model that integrates a continuous perspective, using formulas to provide asymptotic estimates of routing costs, with a discrete perspective, through an iterative stochastic approximation procedure. To solve capacitated vehicle routing problems, when vehicles do not necessarily return to the starting point at the end of their trip, a model was proposed through the use of LINGO and the Branch and Bound technique to obtain the optimal routing [20]. Regarding approximate methods, [21] propose an approach based on NSGA-III, a multi-objective evolutionary algorithm taking into consideration indicators such as distance, travel time, and the number of traffic lights, to find multiple solutions to different levels of traffic congestion. Likewise, [22] seeks to address the problems related to the adequate provision of garbage collection services, through the use of a heuristic model based on the Pagerank web ranking algorithm, which is complemented by the application of constructive heuristics to the entire system. Meanwhile [23] apply the Ant Colony Algorithm (ACO) adapted to a set of routes to search for those that consume the least amount of energy, in addition to a Pareto solution that is deployed to find the optimized route in terms of energy and distance. On the other hand, [24] proposes a hybrid metaheuristic algorithm called GACO that adopts the path construction procedure of the ACO algorithm and incorporates the crossover and mutation operations used in the genetic algorithm to improve the local and global search for the solution. Some authors employ the strategy of decomposing the routing problem into two subproblems, the grouping of nodes into clusters or groups and the sequencing of nodes in each cluster. For example, [16] uses the Modified Capacity K-Means algorithms to group the new garbage cans concerning their distance and demand, and Variable Neighborhood Search to reorder the collection sequence of the garbage cans. In his work [25] uses the K-Means algorithm to group the garbage cans to form small clusters and the ACO algorithm to calculate the sequencing of the garbage cans in each cluster.

1) Clustering Problem: K-Means Algorithm: The clustering problem consists of gathering objects into groups or clusters according to some measure of similarity so that objects must be homogeneous within a group and heterogeneous in other groups [26]. Clustering techniques are used in various disciplines such as software engineering, statistics, data mining, image analysis, machine learning, web clustering engines, and text mining [27]. Among these techniques is the K-Means algorithm, which is widely used as an unsupervised learning technique [28]. This technique starts with the random selection of several centroids, where the centroid is defined as a point equidistant from the objects that belong to that group, each object is assigned to the nearest centroid, then the centroid in each group is recalculated as well as the distances of the objects to the new centroids, and new centroids are assigned again until the function $F$, called inertia, shown in the following expression, stabilizes [27], [29].

$$F = \sum_{k=1}^{K} \sum_{i \in C_k} \|x_i - m_k\|^2$$ (1)

Notation:

- $K$: Number of groups.
- $C_k$: Partitioning of group $k$ (set of objects that compose it).
- $x_i$: Object data $i$ for partition $C_k$.
- $m_k$: Centroid of group $k$.

One method to compute the number of groups to be formed is the Elbow method, which evaluates the inertia shown in expression (1) so that, if you add another group, the inertia does not improve significantly [30]. Researcher in [31] argue that the choice of the number of groups will be determined at the point of highest curvature after multiple iterations.

2) Sequencing Problem: Ant Colony Optimization: Metaheuristics are defined as an iterative process that guides heuristics to explore and exploit the search space, are not specific to a particular problem, and can be applied to a wide variety of optimization problems [18]. Among these techniques is the Ant Colony Method (ACO), which is a development paradigm used to solve optimization problems, inspired by the behavior of the ant colony [17], [32]: to reach the food source, ants...
are guided by pheromone information, which is a substance that ants leave on the path as they pass through it, with ants preferring to follow the paths with the highest amount of pheromones. Artificial ants start at nodes chosen according to some initialization rule. Each ant incrementally builds a path by applying a state transition rule [33]. For this path to be visited by more ants, the local pheromone update rule is applied each time an ant crosses an arc in which, a pheromone level is calculated based on the total number of nodes and the visibility to the nearest node which are affected by a decay parameter will be added. Finally, when the ants complete their path, the global pheromone update rule is applied, this change is only performed on the best of the constructed paths. Since the Routing Problem can be solved with exact methods or with approximate methods, many authors have compared both types of methods in terms of computational efficiency. In [34], an exact solution method using the LINGO software and the Clark & Wright metaheuristic algorithm were compared, registering a processing time of 611 hours and 0.14 seconds respectively, which shows the higher computational efficiency of the latter. In the same way, [35] performed a comparison between the results obtained by applying exact methods using the LINGO program and the Simulated Annealing algorithm where vehicles must reach a customer before their competitors. For large instances, the former was not able to obtain an optimal solution in a reasonable time, while the latter achieved a quality result in an acceptable processing time. On the other hand, in [33], to minimize resources and provide efficient management of the garbage collection process focused on a vehicle routing problem with stochastic demand, a solution based on ant colony optimization was implemented and compared with the simulated annealing algorithm under different values of vehicle capacity. The results indicated that the former showed better performance for all ranges and sizes of the problem, and even has an additional advantage over the latter and the genetic algorithm because it can adapt the model to parameter changes in real-time. In this literature review, no published papers have been found that report solutions to the garbage collection problem that combine the advantages of sensors to monitor the containers and the effectiveness of existing methods that solve the vehicle routing problem. In this paper, a solution with such characteristics is proposed and will be described in the next section.

III. METHODOLOGY

As explained in the previous section, this work proposes the implementation of a network of sensors that record and transfer the information from the containers through wireless links to a digital repository. This network would consist of low cost and ease of use ultrasound sensors for waste monitoring to measure the level of waste, as well as gas sensors to identify those containers with a higher level of biodegradable waste; for data transmission, the NodeMCU device was selected to work with each container independently to avoid bottlenecks, which ensures greater availability of the monitoring system. For route planning, the use of approximate methods was chosen, through a decomposition scheme and making use of the K-means algorithm and the Ant Colony algorithm to obtain adequate solutions in an acceptable processing time. Fig. 1 shows the outline of the solution to the problem of the garbage collection consisting of two components, Waste Monitoring, and Route Planning. Therefore, the framework is composed of two stages, the first one corresponds to the implementation of the smart container, that is, the container provided with ultrasound and gas sensors that allow monitoring of the volume and CO2 concentration of the waste inside. This implementation involves sensor calibration, the definition of thresholds, and data transmission tests. The information obtained by the wireless sensor network, the location of the waste bins, and contagion risk zone will be stored in a database for later use. In the second stage, the Route Planner is implemented using a heuristic approach that decomposes the vehicle routing problem into the subproblems of container clustering and container sequencing. For clustering, the Elbow method and the K-Means algorithm will be used to obtain the appropriate number of container clusters and their distribution, respectively. On the other hand, sequencing will be implemented using the Ant Colony algorithm. Finally, the routes will be visualized on a map using Google Maps API Directions application.

A. Waste Monitoring

To obtain quality data, it is necessary to calibrate the sensors. To do this, the values obtained by the devices must be sampled, then the least-squares method is applied to obtain the linear relationship between the values provided by the sensors and the real values, obtaining the coefficients to calculate the
waste and CO2 levels. Thresholds must be defined to identify the containers to be collected. In the works reviewed, the so-called vertical measurement is used in which a waste level sensor is used; in this work, the horizontal measurement of the waste level will be carried out by inserting four waste level sensors which will be placed horizontally inside the container and, depending on the dimensions of the container, the low, medium and high thresholds will be defined. For the contents of a container to be emptied, it must exceed the high threshold, but if the container is in an contagion risk zone or sufficiently close to an area at risk, it will be sufficient for it to exceed the medium threshold. On the other hand, for the gas sensor, taking into account the CO2 concentration standards in the air, a value between 250 and 400 particles per million (ppm) represents adequate air quality. Values between 400 and 1000 ppm define a reduction in air quality being able to perceive unpleasant odors and possible discomfort. And a value higher than 1000 ppm represents a critical state capable of generating serious problems in air quality and serious diseases in the locations where it is perceived [36]. Therefore, the threshold for CO2 concentration is 1000 ppm, i.e., any container exceeding this threshold will be emptied. Finally, to send data, a series of tests must be performed to confirm the transmission of information from the NodeMCU device to a database through a wireless connection to the Internet, to effectively analyze and monitor the status of the garbage containers.

B. Route Planning

1) Clustering: Previously, based on the data obtained by the Waste Monitoring system, the containers that will be identified will be emptied; a container will be attended only if its content exceeds at least one of the established thresholds. Subsequently, the K-Means algorithm will be applied to group these containers to be served in K clusters, based on the distances between them. The algorithm is as follows:

1) Randomly select K centroids
2) Repeat while there are new centroid assignments
   a) Repeat for each node
      i) Find the nearest centroid
      ii) Assign the node to the cluster of that centroid
      End repeat
   b) Repeat for each cluster k ← 1 to K
      i) New centroid ← “Average of the elements assigned to the cluster”
      End repeat
   End repeat

2) Sequencing: After grouping the containers, the routes or sequences of attention of the containers in each of the groups or clusters will be defined using the Ant Colony metaheuristic. The corresponding algorithm to build a route for each cluster is shown below [37].

1) Initialize parameters and pheromone level in each arc
2) Repeat while the iteration limit is not exceeded
   a) Repeat until each ant has built a solution
      i) Repeat for each ant k
         A) Choose the next node by applying the state transition rule
         B) Apply local pheromone update rule
         End repeat
   b) Update the best solution
   c) Apply global pheromone update rule
   End repeat

In this algorithm, during the construction of a route, the ant k currently positioned at node i, moves to a node n according to the following state transition rule: A random variable q between 0 and 1 is evaluated, and if q > q0 then it is chosen to the next node n, through a biased scan of the arcs, based on expression (2), otherwise, a probabilistic random proportional rule is applied that uses the best weight, product of the pheromone level and the visibility in the arc, to move to a next node n, provided that it belongs to N_i,k, described in expression (3) [28].

\[ p_{in}^k = \frac{(\tau_{in})^\alpha \cdot (\eta_{in})^\beta}{\sum_{l \in N_i^k} (\tau_{il})^\alpha \cdot (\eta_{il})^\beta} \]  
\[ n = \arg \max_j \left\{(\tau_{ij})^\alpha \cdot (\eta_{ij})^\beta\right\} \]  

Notation:

- \(\tau_{in}\), represents the level of pheromones in the arc (i, n).
- \(\eta_{in}\), represents visibility (inverse of distance/cost) in the arc (i, n).
- \(N_i^k\), represents the list of previously unvisited nodes that the ant k, positioned at node i, can access.

IV. RESULTS

The San Borja district of the city of Lima was selected as a test case for the experimentation since it had 74 underground containers, which are suitable for inserting the monitoring sensors since they are not exposed to the environment or the public [38]. However, due to the impossibility of experimenting with real containers, due to the health situation of the pandemic, a dataset (waste level) of 32 containers, generated by an Australian government project and applied to Wyndham City Council, was used [39]. Therefore, 32 of the 74 containers in the district of San Borja were randomly selected and assigned the data from the dataset. As for the contagion risk zones the “Peru en tus Manos” application was used to determine the exact locations with confirmed cases of COVID-19. Using the Google Maps API Distance Matrix application, the distances between the containers and between the areas at risk of infection and the containers were obtained.

A. Smart Container

1) Waste Level Sensor: First, an algorithm was developed to calculate the distance between the objects and the ultrasonic sensor, a cylindrical test container, 34 cm high and 20 cm in diameter, was experimented with, and a sample of 84 values measured both real and by the sensor was taken, as shown in Fig. 2 the relationship between these values is approximately a linear function \(y = ax + b\). Subsequently, the least-squares
method was applied to obtain the values of the coefficients $a$ and $b$ of this function. Table I shows the results of the application of the developed algorithm and the Ultrasonic 1 [40] and Ultrasonic 2 [41]. In Table I it can be seen that the percentage error of the algorithm developed is 0.1%, while the library errors are 0.14% and 0.13% respectively, which shows that the algorithm developed provides a better approximation to the real distance. For experimental purposes, four ultrasonic sensors, a gas sensor, a NodeMCU device, and a portable battery were incorporated into the test container to monitor the level and decomposition of waste. The distribution of the ultrasound sensors was set horizontally about the dimensions of the garbage bin, i.e., for the low level at 3 cm from the base, for the medium level two sensors were placed at 1/3 and 3/5 of the height of the garbage can, finally, for the high level at 5 cm below the height of the garbage can alert the collection action before the garbage can overflow. As shown in the left container in Fig. 3, the sensors are distributed on the sides of the container according to the defined thresholds. Likewise, the present solution called horizontal measurement was compared with the classic vertical measurement proposed by other authors [42]. In the right container in Fig. 3, a sensor located in the lid of the container can be seen to perform the vertical measurement. The results are shown in Table II, where the real measurement indicates the different levels of waste inside the container, symbolized by L, M, and H (low, medium, and high) respectively; the real location refers to the position in which the waste is distributed, which can be in the center, to one side or uniformly, symbolized by C, L, and U, respectively. Finally, the horizontal and vertical measurements are the waste levels obtained by the sensors for the respective methods. According to Table II, the horizontal measurement reduces the number of erroneous results by 23%; the errors in the vertical measurement are generated because the value H or M can be obtained instead of M or L respectively since the waste is not necessarily uniformly distributed within the garbage bin. For example, in Fig. 3, the horizontal measurement would give the value B (low level of waste), while the vertical measurement would give M, when in fact it is L. It can be stated that with horizontal measurement better results are achieved than with vertical measurement. Moreover, adequate results are achieved by using low-cost sensors.

2) CO2 Level Sensor: A preheating stage was performed for 24 hours to establish the appropriate environmental conditions and eliminate excess impurities or humidity in the sensor [43]. Next, the sensor output resistance ($R_s$) was measured over five minutes to obtain an average equivalent of 13480.265, which will be the final value of $R_s$. Then, the CO2 gas values specified in the sensor datasheet were used, obtaining an exponential function ($y = a \times x^b$), shown in Figure 4, where $x = R_s/R_o$, where $R_o$ is the initial resistance. Subsequently, the least-squares method was applied, obtaining the values of the coefficients $a$ and $b$, so that $y = 114.308 \times (R_s/21285.605)^{-2.829}$. Table III shows the average values obtained with the algorithm developed and with the MQ135 Library [44] for three scenarios: Scenario 1 refers to a container with organic waste, in Scenario 2 a container with non-organic waste was used and in Scenario 3 an empty container was used. While in scenarios 1 and 2 the variations of the results are 10.76% and 12.98% respectively, in scenario 3 a significant difference of 35.14% is observed. However, the average concentration of CO2 in free air is between 250 and 400 ppm [36], so when comparing the results in this scenario, it can be verified that the algorithm yields adequate values that are in this range.

B. Route Planning

1) Clustering: With respect to the sample of 32 containers indicated above, only 12 exceeded the corresponding thresholds to be served. The Elbow method was used to determine the appropriate number of clusters to use in the clustering. Fig. 5 shows the plot of the inertia function concerning the
TABLE I. RESULTS OF THE ELABORATED ALGORITHM AND LIBRARIES FOR THE ULTRASOUND SENSOR

<table>
<thead>
<tr>
<th>Test Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Values (cm)</td>
<td>20</td>
<td>18</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Elaborated Algorithm (cm)</td>
<td>20</td>
<td>18</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Ultrasonic Library 1 (cm)</td>
<td>19</td>
<td>17</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ultrasonic Library 2 (cm)</td>
<td>20</td>
<td>18</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE II. HORIZONTAL AND VERTICAL MEASUREMENT RESULTS

<table>
<thead>
<tr>
<th>Test Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Measurement</td>
<td>L</td>
<td>L</td>
<td>U</td>
<td>U</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Real Location</td>
<td>U</td>
<td>C</td>
<td>C</td>
<td>U</td>
<td>L</td>
<td>U</td>
<td>C</td>
<td>L</td>
<td>U</td>
<td>C</td>
<td>L</td>
<td>U</td>
<td>C</td>
</tr>
<tr>
<td>Horizontal Measurement</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Vertical Measurement</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

TABLE III. RESULTS OF THE ELABORATED ALGORITHM AND THE LIBRARY FOR THE GAS SENSOR

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elaborated Algorithm (ppm)</td>
<td>9578.98</td>
<td>613.41</td>
<td>318.83</td>
</tr>
<tr>
<td>MQ135 Library (ppm)</td>
<td>8648.64</td>
<td>533.81</td>
<td>491.59</td>
</tr>
<tr>
<td>Variation (%)</td>
<td>10.76</td>
<td>12.98</td>
<td>35.14</td>
</tr>
</tbody>
</table>

number of clusters where a sharp change in slope, similar to that of an arm and its elbow, is observed between two and three clusters, given that in the following numbers of clusters no substantial improvement in inertia is observed. Therefore, the 12 trash containers will be gathered in two clusters (which also coincides with the Municipal Tax Ordinance of San Borja [45]). Using the K-means algorithm, a group of the 12 garbage cans into two clusters of 6 garbage cans each was obtained as shown in Fig. 6. In each cluster, one more node appears which is the centroid, which is not an element of the cluster but is calculated as the average of the cluster elements.

2) Sequencing: 5000 iterations of the Ant Colony algorithm were run to find the best sequence of containers to serve, by optimizing each of the following two indicators: distance traveled and travel time separately, and for each of the two groups. Table IV shows the values obtained for each indicator in each group: the minimum travel distance to empty all the containers in group 1, starting from the Lurin depot and finally returning to the same depot is 101.122 kilometers, which requires the collection vehicle to be used for a time of 2.11 hours with a fuel cost of 61.4821 soles, calculated as the product of the travel time and the unit cost of fuel. Likewise, for group 2 with its corresponding indicators. Fig. 7 shows the sequence in which the containers of group 1 are visited by the collection truck that starts its route in the garbage depot located in the district of Lurin, being container A and F the first and the last to be emptied. To visualize this route, various tools provided by Google Maps, such as API Directions, markers, etc. were used.

TABLE IV. ROUTE PLANNING INDICATORS

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance traveled (km)</td>
<td>101.122</td>
<td>97.015</td>
</tr>
<tr>
<td>Fuel cost (S/.)</td>
<td>61.482</td>
<td>58.985</td>
</tr>
<tr>
<td>Travel time (Hs)</td>
<td>2.11</td>
<td>2.12</td>
</tr>
</tbody>
</table>

Fig. 5. Elbow Curve.

Fig. 6. Container Clustering.

V. DISCUSSION

To evaluate the results obtained by the proposed solution, we proceeded to the exhaustive enumeration (EE) of the routes for each of the two groups of 6 containers each that were obtained in the clustering phase, which allowed us to calculate the corresponding optimal values of the 2 indicators distance traveled and travel time, shown in Table V. Two additional scenarios were evaluated, scenario 2 with two groups of 8
TABLE V. OPTIMIZATION BY ACO AND EE FOR EACH GROUP AND EACH SCENARIO

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Distance traveled (km)</th>
<th>Travel time (Hs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>EE Optimal Value</td>
<td>100.807</td>
<td>96.830</td>
</tr>
<tr>
<td>ACO Optimal Value</td>
<td>101.122</td>
<td>97.015</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.31</td>
<td>0.19</td>
</tr>
</tbody>
</table>

TABLE VI. OPTIMIZATION BY ACO AND EE FOR ALL CONTAINERS AND EACH SCENARIO

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Total distance traveled (km)</th>
<th>Total vehicle usage time (Hs)</th>
<th>Total travel time (Hs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>EE Optimal Value</td>
<td>193.635</td>
<td>196.579</td>
<td>196.221</td>
</tr>
<tr>
<td>ACO Optimal Value</td>
<td>198.137</td>
<td>196.969</td>
<td>196.928</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.253</td>
<td>0.198</td>
<td>0.335</td>
</tr>
</tbody>
</table>

and 4 containers, and scenario 3 with two groups of 7 and 5 containers respectively. In scenario 1, 0.31% and 0.19% error was obtained in the results obtained by the ant colony algorithm (ACO) with respect to the exhaustive enumeration (EE) results about the distance traveled indicator for group 1 and 2, respectively, while for the travel time indicator, errors of 3.84% and 6.70% were obtained for group 1 and 2. Lower percentages error were observed in scenarios 2 and 3 for the distance traveled indicator. These results are evidence of the quality of the solutions computed by the ACO metaheuristic and are reported in a multitude of papers, some of which were referred to in section 2. Although acceptable results have been obtained for each of the two groups, it is necessary to evaluate the integrated solution that covered all 12 containers, analyzing the indicators of total distance traveled, total vehicle use time, and total travel time (time taken for the garbage collection process); the three indicators are referred to the set of all containers and in the same three scenarios defined in the previous analysis. The indicators are shown in Table VI as well as the percentages error. A fourth indicator would be the fuel cost indicator, however; as it is directly related to the distance indicator, it will have the same percentage error. In scenario 1 we noticed that the optimal ACO value of the total travel distance (and fuel costs), has an error of 0.253% with respect to the EE Optimal Value, while for the indicators of time of use of the collection vehicles and total travel time the errors were 5.25% and 4.38%, respectively. Improvements in the percentages error can be seen in the other scenarios.

VI. CONCLUSION

Taking into account the limitations of the experimentation due to the sanitary situation, and the quality of the results obtained, it can be affirmed that the objective of presenting a solution that optimizes the resources used in the collection of solid waste, keeping in mind the impact on public health, has been adequately fulfilled. On the one hand, the use of wireless sensors allows efficient monitoring of waste and contamination levels inside a container, since it is no longer necessary to check the garbage bins in situ to know the state they are in. Better quality data was obtained with the algorithms developed than with the standard libraries, as a lower percentage error was achieved in the measurement of waste and contamination levels. Likewise, evidence was found that through the horizontal measurement, the number of erroneous results generated by the vertical measurement is reduced, since not only the maximum level is considering when the waste is not uniformly distributed within the containers. In summary, by using low-cost devices, adequate results have been obtained. On the other hand, the low percentage error obtained with the model based on the K-Means algorithm and the Ant Colony metaheuristic evidences the quality of the results concerning parameters such as container location, location of contagion risk zones, fuel cost, thresholds for waste level and contamination inside the container, etc. The implementation of Route Planning using a heuristic approach guarantees its scalability by providing adequate results using a reasonable execution time. Moreover, by integrating the basic Waste Monitoring system with the Route Planning system, a continuous flow of information has been established to ensure traceability of results. This integration allows for agile planning of garbage collection since route planning is based on online information. Finally, the integrated system can be transformed into an online system, i.e., while the garbage collection is in progress, a container not scheduled to be collected might exceed one of the alert thresholds. In this case, the remaining containers to be collected would be rescheduled.

VII. FUTURE WORK

Future work includes the incorporation of special sensors in the smart container to monitor the humidity and temperature inside the containers since the speed of sound and...
the concentration of carbon dioxide (CO2) are sensitive to these variables. To preserve the energy and mobility of the smart container, it recommends using an independent long-life battery (LIPO), as well as a library that is characterized by the threshold during the route of the collection trucks, it will be integrated into the most convenient collection route. This will provide more timely attention. The proposed route planning model is essentially a Vehicle Routing model (VRP). This model could be made more realistic by taking into account other parameters that affect actual waste collection problems, e.g., number of vehicles, vehicle capacity, time windows, etc. Its application to larger cases is recommended due to the scalability of the Route Planning model.
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Abstract—Malware, a short name for malicious software, is an emerging cyber threat. Various researchers have proposed methods to build advanced malware detectors that can mitigate threat actors and enable effective cybersecurity decisions in the past. Recent research implements malware detectors based on visualized images of malware executable files. In this framework, a malware binary is converted into an image, and by extracting image features and applying machine learning methods, the malware is identified based on image similarity. In this research work, we implement the Image visualization-based malware detection method and conduct an empirical analysis of various learners for selecting a candidate learning classifier that can provide better prediction performance. We evaluate our framework using the following malware datasets, Search And RetrieveVAl of Malware (SARVAM), Xue-dataset, and Canadian Institutes for Cyber Security (CIC) datasets. Our experiments include the following learning algorithms, Linear Regression, Random Forest, K-Nearest Neighbor (KNN), Classification and Decision Tree (CART), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), and deep learning-based Convolutional Neural Network (CNN). This image-visualization-based method proves to be effective in terms of prediction accuracy. Some conclusions emerge from our initial study and find that a Convolutional Neural Network (CNN) algorithm provides relatively better performance when used against SARVAM and various malware datasets. The CNN model achieved a high performance of F1-score and accuracy in the binary classification task reaching 95.70% and 99.50%, consecutively. The model in the multi-classification task achieved 95.96% and 99.30% (F1-score and accuracy) for detecting malware types. We find that the KNN model outperforms other traditional classifiers.
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I. INTRODUCTION

Malware attacks are continuously evolving, and the spread of malware is ubiquitous and unstoppable. Attackers spread the malware through the Internet, email, and social media for the primary purpose of harming computers with a fraudulent intention. Typically, malware is an umbrella name for a set of malicious software, including viruses, worms, Trojan horses, spyware, etc. and are created to cause extensive damage to either data or systems or gain unauthorized access to a system or network. Cisco’s recent cyber security threat report explores how cybercriminals exploited by building coordinated multi-step attacks using the following four types of attacks: crypto mining, phishing, Trojans, and Ransomware. These attacks received ten times more queries than any other type of attack. Building advanced software defense methods to mitigate the spread of malware is an absolute necessity. Malware detection is a process of detecting the presence of malware on a host system or identifying whether a particular program file is malicious or not malicious, i.e., benign [1]. The malware detectors play a crucial role in building early warning systems to thwart any attacks and prevent hackers from using computer systems during the zero-day attack period.

In the past, various research works built a plethora of malware detection methods that address techniques to implement advanced malware detectors. Nevertheless, malware authors continuously innovate new ways to penetrate the defense mechanism. A vast amount of research work exists that formulates the signature-based, behavioral-based, and machine learning-based malware detection approaches [2], [3], [4], [5], [6]. In a signature-based detection, each file is analyzed, assigned a signature or hash (a unique alphanumeric way to identify malware), and then added to the signature database, where it’s used for comparison in subsequent malware incidents. This technique identifies specific patterns in the application to determine whether the file is malicious by verifying against a known set of signatures for matching patterns. These patterns can be syntactic, e.g., the sequence of instructions, or semantic-based, e.g., control or data flow properties. One of the critical aspects of any malware detection system is identifying whether a file is malicious or benign. The signature-based detection is a simple and widely used method built as AV (Antivirus) and malware detectors. A behavioral-based technique implements a dynamic environment where malware binaries are executed in a sandbox machine to extract the run-time characteristics to identify the malware. In a static or code analysis-based malware detection technique, the malware can be classified by using the code structure of the malicious code, e.g., use of control Flow Graphs (CFG) to identify the malware. The static method is the process of analyzing malware/binary without executing it. Its main objective is to extract useful information from the malware code structure, and it helps us get an idea of the type of malware and what the malware can do.

Signature-based approaches allow security analysts to identify the malicious component quickly, and so they are widely used by several commercial anti-virus (AV) companies. However, this technique’s primary disadvantage is that they require a trained security analyst to manually write appropriate signatures that can be used to detect each malware family and load them in a signature database for run-time access. Unfortunately, this manual effort is error-prone and as well as time-consuming. Also, storing the whole world of signature-based signatures is infeasible and impractical.
learning is a daunting task [7], [8], [9], [10]. Besides, when the malware mutates, the original stored signatures of malware become obsolete and unable to successfully detect the newly mutated malware due to the polymorphic and metamorphic methods that implement code obfuscation [11].

In contrast to signature-based detection, the machine learning-based (ML) technique aims to address this limitation of manual intervention and introduce automation by implementing a set of ML-based malware classifiers. Machine learning algorithms in the classification of malware rely on features extracted from binary files or a disassembled assembly code by using either the static code analysis techniques or dynamic analysis techniques where malware behavioral characteristics are studied during run-time and at the point of execution. This information is helpful for future analysis as it will allow us to analyze the sample efficiently. These techniques extract various features from the malicious samples and use standard machine learning algorithms to learn a classifier that labels the sample as either benign or malicious. However, there are still some challenges such as processing a large amount of malware, learning high-dimensional vectors, high storage usage, and low scalability in learning. Traditional approaches to malware detection using automatic classification are facing some limitations. The first one concerns feature extraction: static approaches are hindered by code obfuscation techniques, while dynamic methods are time-consuming, and evasion techniques often impede the correct execution of the code. The second limitation regards the building of the prediction models: the completeness of a training dataset may degrade over time as the malware authors evolve new techniques or can not be sufficient for some malware families or instances [12]. In addition, many malware runs independent of the operating system and executes its malicious code even before loads, running malicious.

The rest of the paper is organized as follows. Section II discusses related work. Our proposed framework are introduced in Section III. In Section IV, the framework’s experiments are described. Discussion are covered in great details in Section V. Finally, the paper is concluded in Section VI.

II. RELATED WORK

This section includes the relevant research associated with this project work comprising visualizing malware binaries and Machine-Learning (ML) based malware detection approaches. Malware detection has been widely practiced in the past decade. The detection approaches depend primarily on the following techniques: static - that relies on analyzing the code structure, call flow graphs of malware, the dynamic technique that addresses the behavioral characteristics of malware at run time execution in a sandbox environment during zero-day attack period [13]. Nataraj et al. [14] implemented the first framework on visualizing and classifying malware using image processing techniques. In their work, malware binaries are visualized as gray-scale images and observed that malware from the same families exhibited similarity in texture and layout. The authors conducted experiments on over 9,458 samples from 25 families of malware using image visualization and texture analysis. Nataraj et al. [15] also extended the approach to have malware binaries are represented as signals or images, and signal processing-based features are used to characterize malware. Han et al. [16] implemented visualization of malware images and performed a similarity calculation between images of malware variants. In this new classification method, they proposed a new classifier by first converting malware into gray-scale images and then applied a histogram similarity measurement to study the similarity of gray-scale image entropy maps. Han et al. [17] proposed a new malware family classification method that converts malware binary files into images and entropy graphs. Xue et al. [18] built a homology-based malware analysis using an ensemble of learning methods. Xue used gray-scale images, RGB color images, opcode sequences, and system flow graph-based image visualization methods and used Convolutional Neural Networks (CNNs) as base learners to perform bagging ensemble learning that extract features from malware images. Liu et al. [19] proposed an automatic malware classification and a new malware detection scheme using a clustering-based machine learning method. They implemented a new malware detection using Opcode n-gram based gray-scale images and feature extraction with Shared Nearest Neighbor (SNN)-based clustering algorithm on discovering new malware. Fu et al. [20] proposed visualizing malware using color images and extracted global texture and color features from the images for classification. A series of unique byte sequences are extracted from code and data sections of malware and using simhash functions converted to local features. K-Nearest Neighbors, SVM, and Random Forest methods are used to classify the malware. Makandar et al. [21] implemented malware classification methods that apply image processing techniques that use image textures-based features extraction from visualized malware binaries. Multi-resolution and wavelets are used to build effective texture feature vectors using Gabor Wavelet, GIST, and Discrete Wavelet Transform. They proposed using Support Vector Machine (SVM) based multi-class malware image classification. Singh et al. [22] implemented a CNN-based deep-network in building visualization-based malware detection methods. The use of ensemble learning techniques in malware detection is not new. Zhang et al. [23] implemented malicious code detection using multiple classifiers fusion and is not strictly dependent on specific malicious code. Menahem et al. [24] improved the prediction performance of malware detectors by combining the results of the individual classifiers into one final result to achieve overall higher detection accuracy. Recent research by [25] implemented an ensemble classification scheme of using both binary and multi-class classification as part of implementing intrusion detection solutions. There exists incomplete knowledge of class examples present during the training time. Scheirer et al. [26] introduced the open-set-based recognition method for a computer vision problem. The open-set classifiers are expected to detect all unknown classes present during testing but are not known to the model during training time. Open-set recognition describes the scenario in such a way that new classes (unknown unknown classes) unseen in training appear in testing, and requires the classifiers not only to accurately classify the known classes, but also to effectively deal with the unknown ones. In a malware survey paper, Rudd et al. [13] identified the following six flawed assumptions to use an open-set based malware detection instead of a closed-set one: intrusions are closed-set, anomalies imply class labels, static models are sufficient, no feature space transformation is required, model interpretation is optional, and class distributions are Gaussian. Henrydoss et al. [27]
implemented an open-set-recognition-based intrusion detection scheme.

Han et al. implemented a feature extraction method of malware binary using texture fingerprints index structure. This method achieves the highest accuracy of 85.77%. Han et al., proposed a malware visualization method that uses both the static and dynamic code analysis technique with RGB color images. Using RGB image Opcode is generated from the malware by executing it, converting that opcode sequence into images for classification. The accuracy of this method yielded 98.96%. Wang et al. [28] addressed the problem of using small training sets. Opcode sequence extracted from the malware binary file was converted to an image and then normalized by histograms. Dilated and eroded PCA is applied to extract features for SVM-enabled classification. Tobiyama et al. [29], Kolosonjaji B et al. [30], Zhao et al.[23] implemented deep learning techniques CNN to classify malware images and achieve a prediction accuracy of 96%, 85.6%, and 96.7% respectively. These experiments were performed on a few malware samples, and these techniques are not evaluated against larger datasets. Liu et al., Azia Makandar et al., Huang et al. implemented malware classification based-on image analysis using multiple features, e.g., use of binary files, opcode sequences, and API call sequences, and resulted in an accuracy of 98.9%, 98.8%, and 99.51%. These methods used an advanced feature set ranging from 4000 to 50000 file sizes based on empirical observations. We use their code to extract features for the Gray-scale image visualization prior to applying our proposed learning classifiers.

The following covers the types of malware visualization methods: Gray-scale image visualization, RGB color image visualization-based methods that are widely used in the previous research works [19], [20], [18]. Also, using the malware binary file and other code analysis techniques like Opcode visualization and System Flow Graph (SFG) are also utilized [18]. As shown in Fig. 1 and Fig. 2, the system uses gray-scale and RGB color images of malware and computes the feature vector, i.e., fingerprint, to identify a malware binary. This fingerprint captures the structural, visual similarity between malware variants. The Opcode and SFG methods are out of scope for this work.

B. Gray-Scale Image Generation

In Fig. 2, a malware binary executable file is converted into a gray-scale image. A malware binary is converted to a vector of 8-bit unsigned integers and then organized into a two-dimensional (2D) array. This 2D data is visualized as a grayscale image in the range [0,255] where 0 is black, and 255 denotes white. The image’s width is fixed, and the height is allowed to vary according to the malware binary file size. Nataraj et al. recommend image widths for different file sizes based on empirical observations. We use their code base for converting and feature extraction for the Gray-scale image visualization prior to applying our proposed learning classifiers.
C. RGB-Color Image Generation

In Fig. 2, a malware binary executable file is converted into a RGB, color image. A malware binary is converted into a vector of 24 bits binary data (8-bit represents red color, 8-bit represents the green color, and 8-bit represents blue color) unsigned integers and then organized into a 2D array. This 2D data is visualized as a color image [0,255] where 0 is black, and 255 denotes white. The image’s width is fixed, and the height varies according to the malware binary file size.

D. Malware Feature Extractor (MFE)

In this work, we conduct the malware detection approach using various machine learning algorithms on the features of the visualized image of the malware executable. We learn from the extensive research on signal and image processing techniques that implement compact signature extraction methods. The learning algorithms used in this work use image features extracted from these binaries. We consider techniques from the signal and image processing where compact structure extraction methods have been extensively studied. The image processing for content-based image retrieval has been extensively explored by Manjunath et al. [34], and scene classification by Olivia et al. [35] and Torralba et al. [36]. Manjunath et al. [34] propose image processing using texture information for browsing and retrieval of large image data. It uses the Gabor wavelet features for texture analysis and supports a comprehensive experimental evaluation. The Gabor features provide the best pattern retrieval accuracy [34]. We adopted a similar malware feature extraction method formulated using the GIST-based image features. The GIST method uses texture and spatial layout of an image [14], [37], [38]. Refer Fig.3 for the design details of the Malware Feature Extractor. Nataraj et al. founded the following feature extraction technique. Typically, a smaller resized or reshaped version of the image is used to compute the features [36]. Firstly, the binary executable file is converted to a discrete 1-dimensional signal by numerically coding every byte value as an 8-bit number that ranges from 0-255. Then the signal is “reshaped” to a 2-dimensional gray-scale image with “d” being the width and “h” being the height of the reshaped image. During reshaping, the width “d” and the height “h” are fixed depending on the number of bytes in the binary. The horizontally adjacent pixels in the image correspond to the adjacent bytes in the binary. The vertically adjacent pixels are associated with the bytes spaced by a multiple width of “d” in the binary. Then the image is passed through various filters that capture both the short-range and long-range correlations in the image. The localized statistics are obtained by dividing the filtered images into non-overlapping sub-blocks from these filtered images and computing the average value on those blocks. This is called sub-block averaging. A compact signature is formed by concatenating the averages computed from all the filters. Typically, the features are extracted from the image’s smaller “resized” version.

The feature computation details are explained below. The image on which the feature needs to be extracted is defined using \( I(x, y) \). The GIST descriptor id computed by filtering the image through a bank of Gabor filters that are band-pass filters whose responses are Gaussian functions modulated with a complex sinusoid. The filter response \( t(x, y) \) and the Fourier Transformed version \( T(u, v) \) are defined by the following equations: Filter Response (FR) equation 1 and Fourier Transform of FR equation 2.

\[
t(x, y) = \frac{1}{(2\pi\sigma_x\sigma_y)} \exp\left[\frac{1}{2}\left(\frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2}\right)\right] \tag{1}
\]

\[
T(u, v) = \exp\left[-\frac{1}{2}\left(\frac{(u-w)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2}\right)\right] \tag{2}
\]

A filter bank, i.e., a block of filters, is created by rotating orientation and scaling the basic filter response function \( t(x, y) \), resulting in a set of similar filters. Let \( S \) be the number of scales and \( O \) be the number of orientations per scale in a decomposed multi-resolution image. An image is filtered using \( k^m \) such filters to derive \( k^n \) filtered images. To conduct our experiment, we select the number of filters, \( k = 20 \) with a number of scales \( S = 3 \) and in which the first two scales have 8 orientations (\( O = 8 \)), and the last one has four orientations, i.e., \( O = 4 \). Each filtered image is further divided into \( B.B \) sub-blocks, and the average value of a sub-block is computed and stored as a vector of length \( L'' \) where \( L = B^2 \). Using this above method, \( k^n \) vectors of length \( L'' \) are created per image. These vectors are then concatenated to form a \( kL'' \) dimension feature vector called GIST. We choose a \( B \) value of 4 to obtain a 320-dimensional feature vector in our work. When computing GIST descriptors, there is a key pre-processing step involved, that is, to reduce the image size to a square of dimensions \( SxS \). In our work we choose a value of \( S = 64 \). An optimal value of \( S \) to be used in the computation because larger the value of \( S \) increased the computational complexity. Because of the sub-band averaging, this higher \( S - value \) does not significantly affect and strengthen the signature.

E. Machine Learning Approaches

We have explored a few learning classifiers to evaluate a better performing algorithm for implementing the malware detection function using virtualized images as part of this work. This section describes the theory and implementation of the machine learning algorithms that we used in this study: Naïve Bayes Classifier (NBC), Support Vector Machines (SVMs), Random Forests, k-Nearest Neighbours (KNN), CART, and MLP. As a note, all of the ML classifiers were trained on normalized data.
F. Evaluation Methods

The evaluation of machine learning classifiers is critical when studying the learning models and their performance. To evaluate the performance of the classifier models, we have used similar evaluation measures that are adopted in most of the previous research experiments that involve learning-based malware detection using visualized images of malware binaries. It covers the prediction accuracy and F1-score under varying conditions of input parameters. Most of the time, we use classification accuracy to measure the performance of machine learning models, and we have also used confusion matrices to compare the prediction accuracy and failures.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (3)
\]

\[
\text{Precision}(P) = \frac{TP}{TP + FP} \quad (4)
\]

\[
\text{Recall}(R) = \frac{TP}{TP + FN} \quad (5)
\]

\[
F1 - score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (6)
\]

In the above equations, TP, TN, FN, FN, and FP are true positives, true negatives, false positives, and false negatives. We use F1-score as the primary performance indicator to evaluate all the classifier models used in our experiments. F1 score is a single metric that combines both precision and recall. The precision or True Positive Rate (TPR) is a way to look at the accuracy of positive predictions performed by a classifier and can be defined as follows: precision = \( \frac{TP}{(TP + FP)} \) where the True Positives (TP) is the number of true positives, i.e., correct prediction of a positive sample, and the False Positives (FP), i.e., the wrong prediction. But precision is used with another parameter called recall. Recall is defined by \( \frac{TP}{(TP + FN)} \).

We have also used a confusion matrix table to study the performance of classifiers. The confusion matrix is a table with rows and columns that report false positives, false negatives, true positives, and true negatives. This allows a more detailed analysis than the mere proportion of correct classifications, i.e., prediction accuracy.

IV. Experiments

Our experiments include the following three step approach. Firstly, we convert the malware binaries into images. Secondly, we perform feature extraction using the GIST-enabled MFE. Finally, we perform the malware classification using the following machine learning methods: Linear Regression, Random Forest, KNN, CART, SVM, and MLP, CNN. We evaluate on the following three malware datasets: SARVAM [14] (25 malware families), Xue et al. [18] (10 malware families), and CIC [39] (six malware categories). These experiments leverage gray-scale image features and RGB Color image features to build models of different classifiers and evaluate their performances.

A. Datasets Summary

Fig. 4 shows malware families and categories distributions across all datasets. SARVAM dataset contains 9,339 instances broken into 25 malware families. The families distribution of malware are unbalanced with majority instances belonging to a family called Allaple:A as seen Fig. 4(a). In Xue et al. dataset, there are 10 malware families distributed in 5,314 instances. Fig. 4(b) presents malware family distribution with almost 20% of Backdoor.Win32.Bifrose as the top family. CIC is the smallest dataset which contains 439 instances and broken into six categories with a lot of families. This data shows that Scareware category includes the most instances among the families and Botnet includes the least instances as noticed in Fig. 4(c). Last, the benign dataset includes 1,024 instances collected from different sources and combined as one dataset. Finally, our experiments for the gray-scale images include all datasets while the RGB color images were just included for Xue and CIC datasets. We have not included the RGB color images as part of experiments and used only the gray-scale images due to unavailability of the original executable files of SARVAM dataset.

B. Models Setup

Our experiments are conducted in two phases. The first phase focuses on identifying malware from benign as binary classification tasks. The second phase involves a multi-class classification that identifies the individual malware family. We evaluate seven classification algorithms and compare between them based on four performance metrics stated above. Due to the limitation of datasets sizes, we used 10-fold cross-validation mechanism to train and test the classification algorithm. The second phase aims to detect the family or the category of malware as a multi-classification task using the most effective classification algorithm in the previous phase. This task is evaluated by confusion matrix in order to see how the actual unbalanced malware families and categories are truly and falsely predicted. Both phases were consecutively built to compare the results of gray-scale images and RGB color images.

C. Binary Classification Performance

In this phase, we compare the performance results of the seven classifiers as described in Fig. 5 and Table I. This task aims to predict malware instances from benign instances. Each instance includes 320-dimensional feature vector with the class types. The total elements of the feature vector are broken into 960 (320x3) elements. We firstly measure the accuracy of each fold (using 10-fold cross-validation) in each classifier. We depicted the accuracy results for the folds through their quarterlies in the box plots as seen in Fig. 5. We found that K-Nearest Neighbors classifier outperforms others in the accuracy results across all datasets, while support vector machines and Naïve Bayes classifiers perform closely low in most cases.

In a more nuanced view, the performance of binary classification for malware and benign can be described through four following metrics: average accuracy, precision, recall and F1-score as seen in Table I. Whilst recall denotes the ability to locate every relevant instance in classification datasets, precision denotes the number of data points a classifier classifies...
TABLE I. BINARY CLASSIFICATION TO PREDICT MALWARE AND BENIGN USING SEVEN CLASSIFIERS OF THREE DATASETS.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>93.69%</td>
<td>94.01%</td>
<td>93.9%</td>
</tr>
<tr>
<td>RF</td>
<td>96.95%</td>
<td>97.09%</td>
<td>97.02%</td>
</tr>
<tr>
<td>KNN</td>
<td>98.27%</td>
<td>98.22%</td>
<td>98.25%</td>
</tr>
<tr>
<td>CART</td>
<td>96.40%</td>
<td>97.87%</td>
<td>97.64%</td>
</tr>
<tr>
<td>NB</td>
<td>80.66%</td>
<td>94.08%</td>
<td>77.33%</td>
</tr>
<tr>
<td>SVM</td>
<td>90.12%</td>
<td>90.12%</td>
<td>90.12%</td>
</tr>
<tr>
<td>MLP</td>
<td>92.59%</td>
<td>92.71%</td>
<td>92.65%</td>
</tr>
<tr>
<td>CNN</td>
<td>99.50%</td>
<td>99.60%</td>
<td>99.55%</td>
</tr>
</tbody>
</table>

as relevant where it really is relevant. There is a compromise in these two evaluation metrics to maximize, when increasing the recall, the model decreases the precision. In case we want to find an optimum balance of recall and precision, we use the F1-score to combine measurements for both metrics. We applied these performance metrics per class to evaluate the instance type (belonging to either malware and benign).

The K-Nearest Neighbor classifier (KNN) achieved in the average accuracy about 98.27%, 93.83%, and 91.05% for the gray-scale images of SARVAM, Xue, CIC datasets respectively, irrespective of the instance types, i.e., malware or benign. It also achieved similar performance using the RGB color images of the two datasets, i.e., Xue and CIC. While the average accuracy metric cannot evaluate the performance of benign and malware separately, the performance of KNN vary across datasets. For the Xue dataset, F1-score on both gray-scale and RGB color images achieves closely better results in detecting malware (96.48% and 96.23%) than other classifiers except CNN classifier. While KNN F1-score for both gray-
scale and RGB color images in detecting benign achieves better results than others (78.87% and 78.14%), it preforms low compared to SARVAM dataset. Conversely, KNN model in CIC dataset can be accurately detecting more benign instances than malware instances for both gray-scale and RGB color images as clearly seen in the F1-score results for both benign (93.45% and 92.92%) and malware (86.17% and 84.92%).

While the tree-based classifiers especially Random Forest (RF) perform well in this classification domain in SARVAM dataset, Decision Tree (CART) results underperform the logistic regression (LR) in the remaining datasets. The performance of these classifiers across datasets follows the same pattern of KNN when comparing F1-score results for detecting malware and benign. In other words, the classifiers’ performance for detecting more instances of malware than benign were seen in SARVAM and Xue datasets. In contrast, the results in CIC dataset show that classifiers can detect more benign instances than malware.

The Multilayer Perceptron (MLP) classifier performance results are seen in the median position and they can be improved over all datasets. They are close to the performance results in the logistic regression classifier.

Support Vector Machine classifier (SVM) usually fails to detect the minority class. This means it can learn only one class that reflects the majority. For example, benign instances are considered of the minority class in SARVAM and Xue datasets, and the F1-score results are either zero or below 10, and vice versa. In addition, Naïve Bayes classifier achieves the lowest results in all metrics over all datasets.

The Convolutional Neural Network classifier (CNN) achieved in the average accuracy about 99.50%, 94.83%, and 91.17% for the gray-scale images of SARVAM, Xue, CIC datasets respectively, irrespective of the instance types, i.e., malware or benign. It also achieves similar performances using the RGB color images of the two datasets, i.e., Xue and CIC. Specifically, CNN F1-score (where there is a balance of precision and recall) in SARVAM dataset achieves higher results for malware instances than benign instances because of their falling off in their recall scores. This means that some instances of benign are predicted to be malware. In contrast, the high precision scores reflect that classifier correctly predicts the majority instances of each type, whether benign or malware. For the Xue dataset, F1-score on both gray-scale and RGB color images achieves closely better results in detecting malware (96.93% and 97.31%) than all other classifiers and F1-score for both gray-scale and RGB color images in detecting benign achieves better results than others (83.73% and 85.40%). In contrast, CNN model of CIC dataset can be accurately detecting more benign instances than malware instances for both gray-scale and RGB color images as clearly seen in the F1-score results for both benign (93.31%...
and 95.05% and malware (86.98% and 91.53%). Finally, the results show that the CNN classifier is the best algorithm to be used in the second phase of classification task. Binary-classification CNN accuracy models based on 1000 Epochs are shown in Fig. 6(a), (b), (c), (d), (e), and (f).

D. Multi-classification Performance

After evaluating binary classification tasks in the first phase, we selected the best classification algorithm that performs well in all metrics among all datasets to be used in this phase. Thus, we aim in this phase to measure the performance of the KNN classification task on identifying the individual malware family or category. Due to the variation in naming malware families on each datasets, we separately evaluated the model performance for each dataset. We chose the confusion matrix as a performance metric in order to see how the actual unbalanced malware families and categories are truly and falsely predicted. It also depicts where the model is confusing classes and mislabeling one as another.

The performance results of the KNN models for malware families are reflected in a confusion matrix as shown in Fig. 7, where the ordinate and abscissa are the number of the malware family or category. The abscissa indicates the actual malware family and the ordinate indicates the predicted malware family. The color gray patches in the figure indicate the similarity between the predicted instances and the actual instances under specific family or category. According to the ribbon on the right, the more dark the color is to the top, the higher the similarity is, and less dark it is to the bottom, the lower the similarity is.

In SARVAM dataset (available only for gray-scale images), the KNN model achieves a large probability of true positives over the majority of malware families depicted in the dark color of the right diagonal in Fig. 7(a). In the other hand, there are few families misclassified. For example, the figure shows that lot of instances of “Swissor.gen” malware are falsely predicted as “Swissor.gen E” malware (42%) and vice versa (34%). It seems the features vector of both malware families showing same patterns and have identical sequences of codes. Similarly, many “C2LOP.P” malware instances are misclassified by the model as “C2LOP.gen!g”. This indicates that the model is biased toward the malware family that contains more instances and have identical sequences of codes with the other family. In other words, when a false prediction occurs, the predicted family is likely to belong to the same family series.

While the Xue dataset for the gray-scale images and the RGB color images are evaluated separately, the performance results of true positives and false positives are compatibly approximate among malware families as seen in Fig. 7(b) and Fig. 7(d). The KNN model for detecting malware family for this dataset achieves lower performance in the confusion matrix than for the SARVAM dataset. In addition, non malware families exceed 89% of the true positives of the total instances. For the CIC dataset, the KNN model also does not achieve a good results (Fig. 7(c) and Fig. 7(e)) compared to the models built for the other datasets.

We also train and test a model for multi-classification using CNN. For the SARVAM dataset, accuracy on gray-scale images achieves closely better results in detecting malware 99.30% than all other classifiers as shown in Fig. 8(a) and Fig. 9(a). For the Xue dataset, accuracy on both gray-scale and RGB color images achieves better results in detecting malware (87.79% and 88.09%) than all other classifiers as shown in Fig. 8(b) and (d) and Fig. 9(b) and (d). For the CIC dataset, accuracy on both gray-scale and RGB color images achieves better results in detecting malware (78.51% and 85.93%) than all other classifiers as shown in Fig. 8(c) and (e) and Fig. 9(c) and (e).

E. Deep Learning Experiments using CNN

We also conducted deep learning experiments on visualized malware images using the Convolutional Neural Networks (CNN). After we generate grayscale and RGB images from Binary malware or benign executable files, we construct the CNN which has 24 layers (excluding the input layer), including 8 convolutional layers, 5 pooling layers, 6 dropout layers, 3 full-connection layers, and an output layer. All the convolutional layers use a 3×3 convolution kernel with a step size of 1; the number of convolution kernels in the eight layers are 8, 16, 32, 32, 64, 64, 128, and 256. Because the size of the feature map does not change when the feature map passes through a convolutional layer, a 1-pixel edge fill is performed on each input feature map in the convolution layer. We use all max pooling layers with a 2×2 sliding window and a step size of 2 as shown in Fig. 10. Because the last fully-connected layer of the CNN requires that the input feature maps should be the same size, the general CNN network structure needs to preprocess the image to unify the image size. We use a dropout regularization layer with 0.25 and 0.5 after each pair of convolutional and pooling layers to prevent CNN network overfitting. We also use ReLU and softmax activation functions for multi malware classification and sigmoid for binary malware classification.

F. Multi-class Open-Set Recognition Performance

Most of the malware detectors used today fall under the category of closed-set assumption. In a closed-set operation, the data for training and testing are drawn from the same label space and from the same distribution. A large database containing malware signatures are used and signature vectors received are compared against the database leading to a binary classification scheme of malicious or benign files. If there is a new malware, i.e., the training and testing distributions are different, all these methods from closed-set detection will fail. One possible approach that can be extended from our empirical study is to use the Open-set recognition based approach to implement malware detection technique using visualized malware images.
Fig. 7. Multi-classification Confusion Matrix of the KNN Classifier to Detect Malware Family and Category over Three Datasets.

Fig. 8. Multi-classification Confusion Matrix of the CNN Classifier to Detect Malware Family and Category over Three Datasets.
G. Model Generalization

Unlike other works, we built a generalized KNN and CNN models using 66.67% of the three datasets for the binary classification task. Then, we tested the model on the remaining combined datasets (33.33%) as unseen data. Our splitting mechanism applies the stratified sampling method to avoid the bias toward a majority class. This approach is more solid for evaluating the performance of the model. Moreover, combining datasets from independent sources will examine whether the model can be generalized for any cases. Table II shows the performance of the models tested on unseen instances of benign (338) and malware (4,981). In general, the models achieve above 97% of the accuracy where it is better detecting malware than benign. To investigate the model in depth, let us assume that malware cases are positive and benign cases are negative. The models were tested on 4,981 malware cases and 338 benign cases as unseen cases. The model of KNN predicted correctly more than 4,000 malware instances as true positive cases while there are 24 malware instances predicted as benign. In the other side, the model of KNN predicted truly 208 benign instances while the remaining are predicted as malware. The model of CNN predicted correctly more than 4,000 malware instances as true positive cases while there are 55 malware instances predicted as benign. In the other side, the model of CNN predicted truly 263 benign instances while the remaining was predicted as malware.

V. Discussion

In this section, we discuss the experimental results and their broader implications. Addressing the malware problem is an ongoing research area. We studied the impact of using both the gray-scale and RGB color images in the malware visualization method. We implemented binary and multi-class classification using both gray-scale imaging and RGB-color images. In our study, we find that converting the binary files to either gray-scale images or RGB color images does not impact the performance results. Hence, focusing on a new approach in feature generation and extraction is required. Using new visualization techniques like Speeded Up Robust Features(SURF), Histogram of Oriented Gradients (HOG), Local Binary Patterns (LBP), and Scale Invariant Feature Transform (SIFT) might better support and enhance the malware detection model [40] but subject to evaluation. In this work, we have included only the GIST-based Image visualization technique for malware detection. Any other visualization and non-visualization-based discussion are out of our work’s scope. Nataraj et al. [14], [37], [15]’s original setup included 9,458 samples from 25 malware families with gray-scale image conversion and GIST-based feature extraction. Their approach achieved a classification accuracy score of 98 %. While our results align with the performance results, we extended the framework to include data not only from SARVAM [14] (25 malware families), but also from Xue et al. [18] (10 malware families), and CIC [39]
(6 malware families). In addition, we evaluated the proposed design using various machine learning algorithms i.e. Linear Regression, Random Forest, KNN, CART, SVM. We also have evaluated using CNN-based deep learning technique and MLP. In our setup, we consider the idea of using both the binary and multi-class classifiers that provide handlers to extend the design to an open-set and ensemble-based learners.

Our approach is producing a comparable performance to the above-mentioned classifiers. Even though the datasets used in these classifiers are SARVAM and other datasets, our statistical T-TEST on F1-scores are not statistically significantly different.

VI. Conclusion

In this work, we implement the computer visualization-based technique to build ML-based malware detection. We employ a GIST-based approach to extract malware image features from both the gray-scale and color images of malware binary samples. To study the prediction performance, we empirically analyze various machine learning algorithms. Our experimental study includes the following learning algorithms: linear regression, random forest, k-NN, CART, SVM, and MLP, and a CNN-based deep learning model and selects a candidate learning classifier that can yield better prediction performances. We evaluate our approach using the following malware datasets SARVAM, PhD-thesis, and CIC. In comparison to traditional malware detectors, the visualization-based approach provides a significant performance enhancement. Our study observes that the CNN-based deep-learning model yields significantly better performance when tested against the various malware datasets listed above. Malware authors constantly innovate new methods for implementing sophisticated attacks that make the malware detection as an active research area. Our approach provides a path forward to implement an innovative malware detector. Nevertheless, this research work needs to be verified against various new malware datasets to be more effective. In the future, we would like to extend our research to benchmark datasets and as well conduct a large-scale evaluation.
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Abstract—Eye-movement analysis has gained significant attention from the eye-tracking research community, particularly for real-time applications. Eye movement prediction is predominantly required for the improvement of sensor lag. The previously introduced eye-movement approaches focused on classifying eye movements into two categories: saccades and non-saccades. Although these approaches are practical and relatively simple, they confuse fixations and smooth pursuit by putting them up within the non-saccadic category. Moreover, Eye movement analysis has been integrated into different applications, including psychology, neuroscience, human attention analysis, industrial engineering, marketing, advertising, etc. This paper introduces a low-cost eye-movement analysis system using Convolutional Neural Network (CNN) techniques and the Kalman filter to estimate and analyze eye position. The experiment results reveal that the proposed system can accurately classify and predict eye movements and detect pupil position in frames, notwithstanding the face tracking and detection. Additionally, the obtained results revealed that the overall performance of the proposed system is more efficient and effective comparing to Recurrent Neural Network (RNN).
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I. INTRODUCTION

For a few decades, eye movement analysis has attained significant attention in the Human-Computer Interaction community. Various researchers have proposed using different technologies and algorithms to perform an automatic analysis for the position and direction of human eyes, helping different applications perform some analytics. The research community of eye movement analysis is growing owing to its capabilities of facilitating various tasks. One of these most useful is to detect someone’s interest by determining the eye movement relative to the head position. In other words, Eye movement analysis can classify and predict eye movements and detect pupil position in frames, notwithstanding the face tracking and detection. Additionally, the obtained results revealed that the overall performance of the proposed system is more efficient and effective comparing to Recurrent Neural Network (RNN).

One of the main significant features of this research is to provide a method that can be exploited to accurately and objectively record and analyze human visual behavior. It would be incredible to request people glance over the supermarket aisles to remember how many minutes they looked at every item or what advertisements they noticed most [12], [13]. Analyzing human eye movements enables researchers to study the movements of a participant’s eyes during various activities, which provides insightfulness into the cognitive processes and understanding the common behavior of human behavior. Besides, it can show different things, including the methods of social interaction and learning patterns. It also helps researchers to screen typical nervous growth and perceptual disabilities. Furthermore, analyzing eye movements helps people clarify their thoughts [14], [15].

Eye movement analysis is referred to as the process of determining either the gaze point or the eye movement relative to the head position. In other words, Eye movement analysis classifies eye positions and eye movements by providing informative details about such movements. Eye movement analysis systems are widely utilized in various research fields, such as psychology, visual system, marketing, psycholinguisitics, product design, and human-computer interaction. They are also ever-increasingly exploited for assistive and rehabilitative applications. Besides, along with eye movement analysis, it is required to estimate a noise-reduced signal’s open eye movement position. Therefore, signal smoothing is obligatory to minimize the eye tracker’s limited accuracy, and prediction is desirable to reduce the sampling lag of tracking systems. The eye movement prediction is meaningfully connected to distributed systems where instantaneous data of eye movements are required to be propagated over the network—the best example of this is Collaborative Virtual Environment (CVE) [10], [16].

There are numerous fields in which eye movement analysis could be applied extensively. Here to mention a few:

- **Scientific Research:** Studying visual behavior helps research obtain significant insightfulness into nervous growth, learning patterns, and cognitive impairments or diseases, such as people with Parkinson, Alzheimer, schizophrenia, brain injury, depression, autism, etc. In the same way, eye movement analysis can identify dyslexia and other learning or reading difficulties [17][18].

- **Market Research:** Eye movement analysis provides detailed and impartial information about the behavior of consumers and helps carry out decision-making processes. It enables brand owners and market researchers to detect consumers’ behavior when observing and...
choosing a product. It enables them to figure out what the most products naturally attracted the customers and the most product they ignored. Unlike questionnaires or surveys, eye movement analysis provides detailed, trustworthy behavior critical for branding, advertising, and packaging [16].

- Human Performance: Eye movement analysis and prediction can provide good insight into the ways of performing tasks and implementing processes implemented. It is used to identify risks, streamline training, operational inefficiencies, time efficiencies, and productivity improvement. Likewise, in sports and coaching, eye movement analysis can be used to improve performance by identifying skills and setting up strategies. It gives a unique insight into actions and tasks carried out hurriedly and often unconscious [19].

This paper introduces an eye-movement analysis and prediction system using a combination of the Kalman Filter and a convolutional neural network Network (CCN) to analyze the eye movement signal's instantaneous classification and predict forthcoming eye movement positions. Furthermore, using a numerical interpolation of the eye movement positions, the Kalman filter is utilized to provide a more useful interaction between the proposed system and the end-user. The contributions of this paper are as follows:

- Developing a real-time eye-movement analysis system using deep learning techniques, such as Convolutional Neural Network (CNN) and Kalman filter, which provides an accurate estimation for eye movements.
- Developing a cost-efficient eye-movement analysis and prediction system, which uses easy powerful deep learning-based calibration technique to predict eye movement and predict the eye movements based on the output of the deep learning technique.
- Designing hardware modules which are inexpensive based on a web camera and Arduino board.
- Conducting a quantitative evaluation of the performance for the implemented eye-movement analysis and prediction system.

The remainder of this paper is organized as follows: Section II presents state-of-the-art approaches related to the proposed system. Section III introduces the architecture of the proposed system. Section IV elaborates the evaluation of the proposed system and discusses the obtained results. Finally, Section VI concludes this work.

II. RELATED WORK

Video/image-based eye movement analysis is classified into eye detection, eye position interpretation, and eye-tracking. It is critical to determine the eye model parameters from the image data in eye detection and tracking. The identification of the eye model can be made based on the eye region intensity distribution, the shape of the iris and eye, the pose of the head, etc. The authors in [20] and [21] present an excellent review of state-of-the-art image/video-based eye movement detection and tracking methods. As the authors stated, the eye detection models are categorized into the following classes:

- Eye-feature-based model;
- Eye-shape-based model;
- Eye-appearance-based model;
- Hybrid model.

A. Eye-shape-based Models

The approaches based on this model detect the eye by contouring the pupil and iris and the eyelids’ shape. Various eye-movement tracking applications use an elliptical model to prototype the eye, iris, and pupil’s external shape. In these models, the model-fitting and voting-based methods are employed to calculate the elliptical model parameters. The authors in [22] exploited a voting-based method to contour the iris as an ellipse. They then applied horizontal scanning for the eye region to detect the iris center. At the horizontal line center, the pupil is located. The authors in [23] used ellipse to model the shape of the iris. Then, eye detection is carried out using spatio-temporal information. Because of the area darkness of the iris, the direction of the vertical and horizontal gradients will be outward from the iris center. Accordingly, a proposed voting-based method is used to find the iris center. At each edge point, an extrapolated line is delineated in the opposite direction of the gradient lines. The iris center is determined by the area where the largest number of lines are passing. In [24], the authors proposed a thresholding and contouring method to measure the radius of the iris. Other authors in [25] also used an ellipse to model the iris. Their model is built using RANSAC optimization and Expectation Maximization. In [26], the authors proposed an alternative ellipse fitting algorithm. They suppose that the contour points of the iris lay on an ellipse, and the contour points are applied to determine the ellipse parameters by a least-square fitting method. To obtain the sub-pixel level accuracy, the authors also introduced a sub-pixel edge detection approach. In [27] eye shape-based algorithm is proposed. The proposed algorithm utilizes a weakly supervised eye landmarks detection algorithm along with object detection and recurrent learning modules. The proposed algorithm can augment training data effectively and our specific format data consist of supervised and weakly supervised samples.

B. Feature-based Models

The main goal of feature-based models is to detect local features, such as the pupil, limbus, etc., for localizing and modeling the eye parameters [20]. The authors in [28] tried to determine the region between the eyes rather than locating the local features. Their method is known as the "between-the-eyes" region. The idea behind this method is that the region between the eyes is brighter than the two sides. As both eyes are located on this region’s sides, it contains the forehead and nose. Therefore, it is easier to be tracked, and both eyes can be detected by localizing both sides. In [29], the authors used the color of the skin to determine the face region. After that, in the detected skin area, both eyes are localized using four Gabor wavelets (linear filtering) to localize the eyes and non-linear filtering to detect the corners of both eyes. A feature-based gaze patterns recognition method is proposed in [30]. The proposed method used an eye tracker to collect data. Furthermore, Long Short-Term Memory (LSTM) technique is employed in this work for eye movements recognition.
C. Appearance-based Models

These models are image template-based models. However, these models are single image-based templates and limited by the head pose changes and eye movements. If the head pose changes, these models fail. Also, these models are limited if there is a change in rotations and scales. Therefore, they need many different training datasets of eye areas to collect various eye orientations and states, and head poses in various illumination environments. A classifier is then modeled based on the pixel information of the given training datasets. Several authors introduced modified versions of featured-based models presented in [29] and [31] for eye detection and feature extractions. In [32] a human-computer interaction model is proposed based on medical stuff eye movement. The Appearance-Based model is used such that the medical staff used their eye movements to control the robot during the operations time.

D. Hybrid Models

Hybrid models are based on the three models introduced above. The authors in [33] and [34] use the appearance-based model as the combination of appearance and shape-based models by [20]. They also combined expectation-maximization for accurate estimation of the head poses and particle filtering for tracking the iris movements [21]. They used the distribution of face color and eye region for eye detection and tracking. In [35], the authors used image color information for face region detection. A hybrid eye movement recognition method is proposed in [36]. The proposed method aims to solve the inaccurate positioning problem of the initial position of the shape model in the process of eyelid matching by using machine learning. In addition, this method developed the algorithm by combining the AK-EYE model based on the combination of the ASM algorithm and Kalman filtering to create a local feature model for each feature point.

Similarly, the authors in [28] and [37] employed the same approach. After the face region detection, the detected face region is partitioned into smaller regions to find the eyes’ region using thresholding and edge information. The template matching is then used for eye tracking. After the skin region detection, the detection of the face region is modeled as a face mirror-symmetry and ellipse. Besides, infrared illumination is also used for eye tracking, using more than one camera to capture IR images. If the light source is near the camera’s optical axis, the light reflection from the pupil is used to detect the eye region. Accordingly, the pupil will be a brighter area in the image. Conversely, if the light source is far from the camera’s optical axis, the pupil will appear as a darker area.

Different techniques for eye movement locating and measuring were proposed. Eye movement analysis is the process of locating the eye and measuring the eye movements. There are various methods and techniques used for eye-movement analysis. Thee techniques are divided into four classes:

- Scleral Search Coil (SSC)
- Infrared Oculography (IOG)
- Electrooculography (EOG)
- Video Oculography (VOG)

E. Scleral Search Coil Technique (SSC)

As stated in [38], the SSC and Videooculography (VOG) techniques are primarily used for 3D eye-movement measurement. The authors proposed a method aiming to compare the accuracy of SSCS and VOG. Accordingly, the obtained results showed that VOG showed better accuracy than SSCS. Another Scleral Search Coil System was presented in [39]. The main goal is to investigate the effects of the Scleral Search Coils placement on the eyes saccades’ kinematics. To that end, saccades of the human eye were recorded with an infrared video system while wearing coils. The results were compared with results while no coils were worn. According to [40], the SSC technique is suitable for animal studies, where coil lenses can be surgically implanted, leaving no peripheral to interfere with or damage. However, the SSC technique has several limitations. It can only be worn for a short period (approximately 30 minutes), and the eye cornea is required to be anesthetized. Even though it usually causes mild discomfort throughout and after the experimental sessions. The mounted annulus results in corneal dryness and vision blurring. The accuracy can be degraded by the annulus slippage on the eyes.

F. Infrared Oculography (IOG)

This technique relies on the strength of infrared light reflected sclera to detect and localize the eye position using light beams generated by a pair of glasses. In this technique, a reference point, known as a glint or corneal reflection, is involved using an infrared light source when solving the sensitivity issue of head movements. It has been commonly used by various techniques, such as low pass filtering [41], K-means [42], Euclidean distance [43], random sample consensus [44], etc. The authors in [45] proposed a method based on a combination of IOG and Electromyography (EMG) techniques. The obtained result demonstrated that there is a robust linear correlation between time courses and amplitudes of EMG-and-IOG-recorded sartore.

G. Electrooculography (EOG)

As stated in [46], electrooculography (EOG) is an electrophysiologic test measuring the existing resting electrical potential between the Bruch’s membrane and cornea. The mean transepithelial voltage of bovine Retinal pigment epithelium is 6 millivolts (mV). According to [47], the detection of saccades within raw mobile electrooculography (EOG) data includes complex algorithms processing data collected when seated static tasks. For dynamic tasks, the data processing is relatively infrequent and sophisticated, especially in the elders or people who have Parkinson’s disease. EOG is an applicable and low-priced technique used in the field of human-computer interaction. This technique uses sensors attached to the eyes’ surrounding area to obtain an electric field during eye rotation by measuring skin fluctuations. The eye movements are recorded unconnectedly employing electrodes.

Nevertheless, the recorded signal can be subjected to alteration without eye movements. Even if EOG is practicable, it is not widely used. To put it another way, the EOG is limited to medical applications and laboratories. Various approaches have employed this technique to perform different tasks [46][47]. The authors in [47] introduced a new method by employing a
differential electrooculography (EOG) signal using a fixation curve (DOSbFC) to eliminate baseline noise and drift based on a new electrode positioning scheme. The authors experimented with EOG eyeglasses and a new detection protocol for long-term step-by-step eye movement detection. The proposed DOSbFC computes the difference values of accumulated EOG signals between the initial eye movement and fixation time. It allows long-term eye movement detection with high accuracy and only needs a single calibration.

H. Video Oculography (VOG)

The primary methods for three-dimensional eye movement measurement are the scleral search coil system (SSCS) and Video Oculography (VOG) [48]. The authors proposed a method to evaluate the accuracy of SSCS and VOG. The obtained results revealed that VOG recorded better accuracy than SSCS. Another scleral search coil system was presented in [49]. The proposed method investigates the extent to which scleral search coils’ placement onto the eyes influences saccades’ kinematics. The saccades were recorded using an infrared video system. Simultaneously, The coils were worn, and the main-sequence properties were compared with recordings without coils mounted on the eyes. According to [50], the VOG technique is the most widely used technique for currently eye-movement tracking systems.

III. PROPOSED SYSTEM ARCHITECTURE

This section presents the general architecture and detailed components of the proposed system, which focuses on the analysis, classification, and prediction of eye movements. For the classification and prediction of eye movements, eye detection is the first step to be performed. The eye-detection step requires the head pose estimation for proper eye detection. Then, it is followed by finding the pupil to determine the iris center. The eye movement classification uses the positional eye data for the separation of eye movements: saccades, fixations, and smooth pursuit, which is a highly challenging task. Finally, the future eye movement prediction is carried out based on the classification of eye movements and head pose estimation.

A. System Components

The main task of this paper is to construct a system for eye movement analysis and prediction. The system’s practical aspect includes incorporating all the components given in detail in the following sections. Thus, the system comprises the following components, as shown in Fig. 1. As illustrated by Fig. 1, the proposed system comprises the following components:

- Hardware components
- Software components.

B. Hardware Components

The hardware component is one of the essential parts of the proposed system. It is considered as the data frame source. The hardware component consists of sub-components: webcam and Arduino Uno board. In this section, the details of each sub-component are articulated. Fig. 2 shows a general connection view of the hardware components and the system. While Fig. 3 represents the real-world implementation of the system described in Fig. 2.
1) Eye Detection: This component’s main task is to detect the eyes on the face and determine the pupils’ position. For eye detection, face region detection is the first task to be performed based on the head pose provided by the Head Pose Estimation module. The next step is to detect the eyes region and then detect the iris region.

a) Eye Region Detection: After face region detection, a feature-based method is applied sequentially to determine the regions of the left eye and the right eye. The gradient is calculated for each video frame based on the detected face box to accomplish this objective. Then, a horizontal projection is applied to calculate video frame gradient. In this application, the eye regions are located in the upper face part, characterized by the changeful value compared to the other face parts. After determining the horizontal position and the face dimensions, a vertical projection is applied to each part of the horizontal position. Owing to the area’s brightness between the left and right eyes, the peak of the vertical projection is considered as the face center. Based on the horizontal and vertical projections, two peaks are located as the left and right boundaries of the video frame, and the face width is calculated based on the two lines of the vertical projection. Based on the face segmentations resulted from both vertical and horizontal projections, the widths and heights of both eye regions can be estimated. And then, the regions of interest (ROIs) can be calculated.

b) Pupil Centers Localization: To localize the pupils centers, an eye template must be created to match the eye size on the template and the size of the actual eyes on the video frame. Assume that the two eye regions’ created template is denoted as T[i, j], and V[i,j] represents the size of the eyes on the video frame, which is required to detected. To calculate V[i,j], the template can be placed on the video frame by calculating the template intensity values and the corresponding points of the image. Since the template does not absolutely match the video frame, the dissimilarity between the template intensity values with the corresponding intensity values of the video frame is calculated, as follows:

\[ \max \{ I - V \}, \sum_{[i,j] \in T_R} |I - V|, \text{ or } \sum_{[i,j] \in T_R} (I - V)^2 \]  

(1)

where TR is the template region.

If there is a match between the template and the video frame. The dissimilarity measure is calculated by Equation (2).

\[ \sum_{[i,j] \in T_R} (V - T)^2 = \sum_{[i,j] \in TR} V^2 + \sum_{[i,j] \in TR} T^2 - 2 \sum_{[i,j] \in TR} (V \times T)^2 \]  

(2)

Reasonably, this calculation for determining the template instances is to create a general template that can be used for localizing the pupils’ centers of the other video frames. This is to decrease the computational overhead of repeating the calculation of pupils’ centers each time. If we have a template of MxN dimensions, Equation (3) is used, which is known as cross-correlation.

\[ M[i,j] = \sum_{a=1}^{M} \sum_{b=1}^{N} T[a,b] \times V[i+a, j+b] \]  

(3)

where \( a \) and \( b \) are the offset between the video frame and the template.

The equations mentioned above are used to calculate the cross-correlation when \( V \) and \( T \) are fixed. However, in the case of \( T \) is fixed, while \( V \) is varying, \( M \) will depend on \( V \). Therefore, the normalization of the cross-correlation is carried out to solve this problem, as shown in Equation (4) and (5).

\[ corr[i,j] = \sum_{a=1}^{M} \sum_{b=1}^{N} T[a,b] \times V[i+a, j+b] \]  

(4)

\[ m[i,j] = \frac{corrTV[i,j]}{\sqrt{\left(\sum_{a=1}^{M} \sum_{b=1}^{N} V^2[i+a, j+b]\right)}} \]  

(5)

2) Eye Movement Classification: Eye movements are classified into three categories: fixation, saccades, or smooth pursuit. The eye regions obtained from the previous stage are used in a multiclass classification for predicting the eye movement on the next stage.

a) Classification Threshold Setting: To classify the eye movements, the proposed system relies on velocity thresholds of eye gaze. It adopts an adaptive threshold for the saccade classification. The saccades are initialized by a user-defined threshold of the time series velocity to a certain value. Based on the specified initial value (TV1), the new threshold is adaptively determined by calculating the variance of sub-thresholds (SV), as given by Equation (6).

\[ TV_n = SV_{n-1} + \text{St.dev} \times \sqrt{\frac{\sum (SV_{n-1} - SV_{n-1})^2}{N-1}} \]  

(6)

where St.dev represents the number of standard deviations higher than the average velocity.

This step is repeated until a threshold velocity is stabilized, as given by Equation (7).

\[ |TV_n - TV_{n-1}| < 1^\circ / \text{sec} \]  

(7)

The previous steps are carried out to determine the saccades classification. Regarding pursuit classification thresholding, if the velocity exceeds the minimum velocity threshold (pursuit threshold), it is classified as a pursuit. Otherwise, it is classified as a fixation.

b) Convolutional Neural Network (CNN): CNN is known as a feed-forward neural network used for different machine learning purposes. Although one of the drawbacks of CNN is the huge time needed for training, its output accuracy compared to other deep learning models is better. Our proposed system adopts a CNN model by specifying three convolution stages as shown in Fig. 4:
Localized a value of 0 or 1, and

\[ f(A) = \max_0(A) \]

where \( A \) is the input, and \( f(A) \) is the output of the ReLU layer.

A max-pooling stage: In this stage, a max-pooling is followed the ReLU layer. It carries out a spatial sub-sampling of video frames. In this stage 2 × 2 dimensional max-pooling layers have been used for the reduction of the spatial resolution of the video frames to half.

Moreover, two layers consisting of input, ReLU, and max-pooling layers are added after the previous stages with 5 × 5 and 3 × 3 dimensions, respectively. Then, a connected layer receives the output from the previous activation layer. In our case, the output layer consists of three nodes representing the eye movements: saccade, fixation, and smooth pursuit. The softmax loss function is used to measure the error, and the Cross entropy loss function is used as a loss function, which is reduced during the training phase. Equation (9) gives a mathematical representation of the Cross entropy loss function (L).

\[ L = -t \log(f(A)) + (1 - t) \log(1 - f(A)) \]

where \( A \) is the classification vector, \( t \) is the truth value taking a value of 0 or 1, and \( f(A) \) is the softmax probability of \( i^{th} \) class

3) Face Tracking and Detection: This section is dedicated to elaborating on our solution for face tracking and detection. Fig. 5 presents an illustrative demonstration of the proposed solution for face tracking and detection.

**a) Face Tracking:** Our proposed solution utilized a kernelized correlation filter (KCF) introduced in [51] for face tracking. Although there is a drawback of KCF when the face is not in the camera’s view, it fails and hardly recovered. This challenge is solved using the detection unit, whose results are used to re-initialize the KCF algorithm and update the model with a specific learning rate. The procedure of KCF is summarized in the following steps:

- KCF uses a window that is 2.5 times larger than the given face to cycle shift to obtain training samples. Then, the extracted samples are labeled using Gaussian distribution and are saved in the filter model.

- KCF uses windows, which are 2.5 times larger than the best-obtained result to cycle shift to obtain the samples in the next frames. The similarity is calculated between the target in the KCF model and the samples. Then, the KCF is updated using the obtained result.

**b) Face detection:** For face detection, we adopt the lightweight multi-task cascade Convolution Neural Network. The following phases briefly describe the overall steps of face detection.

- Phase one: In this phase, a proposal Network is exploited to get the windows obtained from the face tracking unit and the related vector of their bounding boxes. Then, the regression vectors of bounding boxes are used to carry out the calibration of the candidates. The highly overlapping candidates are merged using non-maximum suppression.

- Phase two: The candidates obtained from phase one are used as an input to Refined Network to perform false candidate rejection. The non-rejected candidates with their boxes are calibrated using non-maximum suppression.

- Phase three: In this phase, the outputs of phase two are fed to O-net to obtain more accurate results. In this phase, we ignored the landmarks produced by O-net since we only need bounding surrounding the face to be used by the eye detection module.

The control unit controls the starting point of the face detection unit and updates the face tracking unit.

4) Eye Movement Prediction: This component’s main task is to predict eye movement based on the output of head pose estimation and eye data of the classification component. This component works in conjunction with Head pose estimation, whose main task is to detect and estimate the pose direction in order to detect the eye position and direction. Eye movement
prediction can reliably track both eyes and detect the eye features in each video frame. However, by accurately detecting the number of head movements in each video frame, the user’s eye movement estimation can be carried out accurately, as it is difficult for the users to keep their heads still.

In our proposed system, Kalman filter is modeled by two-state vectors to predict eye movements, as given by Equations (10) and (11), and the transitional state matrix is modeled as given by Equation (12).

\[ x_n = \begin{bmatrix} \omega_x(n) \\ v_x(n) \end{bmatrix} \]  \hspace{1cm} (10)

\[ y_n = \begin{bmatrix} \omega_y(n) \\ v_y(n) \end{bmatrix} \]  \hspace{1cm} (11)

\[ A_n = \begin{bmatrix} 1 & \Delta s \\ 0 & 1 \end{bmatrix} \]  \hspace{1cm} (12)

where \( \omega_x(n) \) and \( \omega_y(n) \) are the eyes’ horizontal and vertical positions, \( v_x(n) \) and \( v_y(n) \) represent the horizontal and vertical velocities at time instance \( n \), and \( \Delta s \) represents the sampling interval. The identity matrix for both state vectors is set as given by Equation (13).

\[ H_n = \begin{bmatrix} 1 & 0 \end{bmatrix} \]  \hspace{1cm} (13)

To represent the noise resulted from Arduino board or the camera itself, the standard deviation of measurement noise \( R_n = \sigma^2_n = 1^\circ \). Suppose there is a corruption in the eye signal position (the eye noise resulted from eye sub-movements, such as drifting). In that case, the estimation of system noise is done by the following covariance matrix, as given by Equation ((14)).

\[ Q_n = \begin{bmatrix} \sigma^2_w & 0 \\ 0 & \sigma^2_w \end{bmatrix} \]  \hspace{1cm} (14)

where \( \sigma^2_w \) represents the variance of the system noise.

For eye movements predictions, the following is carried out:

- Saccades prediction: The prediction of saccadic movement is carried out using the method presented in [52]. To detect saccades, the differences between the actual eye velocity and the predicted eye velocity are measured. Two-State Kalman Filter is used to measure the predicted eye-velocity, and a chi-square test is employed to measure the difference between the actual eye velocity and the Kalman-filter-based predicted eye velocity, as follows:

\[ V^2 = \sum_{i=1}^{p} \left( \frac{\hat{z}_i - (\hat{z}_{i-1})}{\Delta t} \right)^2 \]  \hspace{1cm} (15)

where \( \hat{z}_i \) is the predicted velocity and \( z_i \) is the measured coordinate of eye position. \( \Delta t \) is the sampling interval and \( \sigma^2 \) is the standard deviation of the actual eye velocity during \( \Delta t \). We adopted the proposed method in [53] for determining the saccade amplitude using the chi-square value. The proposed method was based on the following formula:

\[ Sac_{amp} = -0.000024x^6 + 0.0536x^4 + 1.5 \]  \hspace{1cm} (16)

\[ Sac_{dur} = \frac{(2.2 \times Sac_{amp} \times 1000)}{1000} \]  \hspace{1cm} (17)

Once \( Sac_{amp} \) is calculated, the saccade duration (in seconds) can be calculated by Equation (17).

- Fixation prediction: fixation analysis is carried on by updating eye positions. The fixation is predicted when the eye velocity threshold is exceeding 0.5° per second for a minimum of 100 ms.

- Smooth prediction: this eye movement is predicted when the eye position does not belong to fixation or saccade eye movements, and the velocity is not exceeding 140° per second.

IV. SYSTEM IMPLEMENTATION & EVALUATION

When examining the proposed system, the realistic implementation environment is essential because it is exploratory by nature. This section is devoted to describing the implementation of the proposed system. It clarifies the environment in which the proposed system has been implemented and presents the prototype’s functionalities.

A. Implementation Programming Environment

MatLab has been used for the proposed system implementation. This is because most of the proposed system computation is based on arrays (lists), which is simple to be implemented in MatLab. The version used for implementation was MatLab R2018b, which works on Windows 10 platform.

B. System Evaluation

For evaluating the proposed system, many experiments have been carried out to investigate the solution’s success in different scenarios. Since the main objective of the proposed system is to classify and predict the movements, it has been evaluated in terms of eye movement classification and prediction. Different evaluation metrics have been employed, and an actual training dataset has been used. The following subsections are devoted to the description of the training dataset and evaluation metrics.

1) Training Dataset Description: The GazeCom dataset is the largest available dataset [54]. The dataset includes 18 recorded videos, and each video has 47 subjects. Far from the screen by 40 cm, the subjects were placed looking at the screen. The size of the screen was 40x30 cm with a resolution of 1280x720. The visual angle covered by the stimulus was 48x27 degrees, and each degree corresponds to 26.7 pixels. The recordings contain only monocular data; the resulted mean validation error was 0.62 degrees. The ARFF format was used to store the recordings due to the access simplicity by programming languages, such as Python and MatLab. The ARFF files contain different data fields, the time in microseconds, x and y positions, the scoring, and combined scoring. The eye movement classes contained in the dataset are unknown, saccades, fixations, smooth pursuit, and noise.
numbered from 0 to 4, respectively. Other fields presented in the dataset are the direction, velocity, and signal acceleration. The whole dataset has been used to train the Eye Movement Classification module, which runs based on the CNN and RNN models. For testing, we used the data frame recorded by the system camera described above.

2) Evaluation Metrics: The following metrics are used to evaluate the performance of the proposed system in terms of eye movement classification and prediction. It is essential to specify quantitative and qualitative scores for the performance assessment of the proposed system and its counterparts in terms of eye movement classification, which can evaluate the proposed system in terms of eye movement prediction. The following evaluation metrics are selected.

- Pursuits quantitative score (PQnS):
The PQnS metric is used to determine the number of detected eye smooth pursuits, while the smooth pursuit of the stimuli is given. It is calculated by comparing the eye position \((x_e, y_e, t)\) with the corresponding coordinate of smooth pursuit of stimuli \((x_s, y_s, t)\). If the eye position is classified as smooth pursuit, then the smooth pursuit detection counter increases. Equation (18) shows the mathematical representation of PQnS \([51],[55]\).

\[
PQnS = \frac{\text{Saccade_detection_counter}}{\text{stimulus_saccade_points}} \times 100 (18)
\]

The ideal PQnS is calculated by Equation (19).

\[
\text{Ideal} \_\text{PQnS} = \frac{n \times \Delta t + \sum_{j=1}^{n} D_{\text{cor_sacc_dur}}}{\sum_{j=1}^{n} D_{\text{stim_pur_dur}}} \quad (19)
\]

where \(n\) denotes the number of stimuli, \(D_{\text{stim_pur_dur}}\) represents pursuit duration stimulus \(i\), \(D_{\text{cor_sacc_dur}}\) is the corrective saccade duration and \(\Delta t\) is the pursuit latency.

- Fixation quantitative score (FQnS):
This metric measures the number of detected fixation behavior to the number of presented fixations of stimuli. FQnS is calculated by sampling the fixation stimulus using a similar frequency of eye position. Then, the stimulus fixation coordinate \((x_s, y_s)\) is compared with the recorded eye position coordinates \((x_e, y_e)\). The mathematical representation of FQnS is given by Equation (20) \([51],[55]\).

\[
FQnS = \frac{\text{fixation_detection_counter}}{\text{stimulus_stimuli_points}} \times 100 (20)
\]

Where fixation_detection_counter denotes the number of fixation points, when stimulus_stimuli_points the number of fixation stimuli is given.

- Saccade quantitative score (SQnS):
The main idea behind SQnS is to measure the number of the detected saccades when the stimuli saccadic behavior is given. The stimuli metric is calculated by considering each jump in the fixation target as a stimuli saccade, and distances between targets are added to the total_saccade_amplitude. Correspondingly, total_detected_saccade_amplitude is the total of the absolute values of the detected saccade amplitudes. The mathematical representation of SQnS is given by Equation (21) \([51],[55]\).

\[
SQnS = \frac{\text{total_detected_saccade}}{\text{total_stimuli_saccade}} \times 100 (21)
\]

- Fixation qualitative score (FQlS):
The FQlS measure how the detected fixation is approximate to the given stimuli. Therefore, it provides the detected fixation’s positional accuracy. Like FQnS, FQlS is calculated for fixation coordinates \((x_e, y_e)\) of the stimuli given compared to the coordinates of eye position, if such coordinates are considered as a fixation, the distance between the centroid of the detected fixation coordinates \((x_e, y_e)\) and given fixation coordinates is calculated. Equation (22) gives the mathematical representation of FQlS \([51],[55]\).

\[
FQlS = \frac{\sum_{i=1}^{n} \text{fixation_distance}}{n} (22)
\]

\[
\text{fixation_distance} = \sqrt{(x_e^i - x_s^i)^2 + (y_e^i - y_s^i)^2} (23)
\]

where \(n\) is the number of stimuli position coordinates. The Ideal FQlS is 0°, which indicates the absolute accuracy of the system equipment.

- Misclassified fixation score (MisFix):
MisFix is calculated by separately measuring SP_{fixation_points}, the number of fixation coordinates in eye position classified as smooth pursuit, and the total number of fixation coordinates in stimuli \(\text{total_stimuli_fixation_points}\). Equation (24) gives the mathematical representation of MisFix \([51],[55]\).

\[
\text{MisFix} = \frac{\text{sp_{fixation_points}}}{\text{total_stimuli_fixation_points}} (24)
\]

The Ideal MisFix is 0%, meaning that no smooth pursuit was classified during the fixational stimulus.

- Pursuit quantitative scores (PQIS):
PQIS measures how the detected smooth pursuit is approximate to smooth pursuit in the given stimulus. PQIS is measured by PQIS_{P} for position and the PQIS_{V} for velocity accuracy. The PQIS_{P} and PQIS_{V} are calculated in a similar way to PQnS. The mathematical representations of PQIS_{P} and PQIS_{V} are given in Equations (25) and (26) \([51],[55]\).

\[
PQIS_{P} = \frac{\sum_{i=1}^{N} \text{pursuit_distance}}{N} (25)
\]

\[
PQIS_{V} = \frac{\sum_{i=1}^{N} \text{pursuit_speed_difference}}{N} (26)
\]

\[
\text{pursuit_distance} = \sqrt{(x_e^i - x_s^i)^2 + (y_e^i - y_s^i)^2} (27)
\]

\[
\text{pursuit_speed_difference} = |v_e^i - v_s^i| (28)
\]

where \(N\) is the number of points of stimuli position. The evaluation ideal scores of this paper is shown in Table I.
3) Classification Evaluation: In this section, the evaluation, in terms of eye movement classification, of the proposed system employing CNN against the RNN model is carried out based on the evaluation metrics given above. To evaluate the performance of the proposed system, the data frame was sampled using different frequencies (30 Hz, 100 Hz, 500 Hz, and 1000 Hz).

The behavioral scores introduced in 4.2.2 were utilized to evaluate the effectiveness of the proposed system and its counterpart (RNN) in eye movement classifications.

Figs 6-9 display the obtained classification behavioral scores of both the CNN adopted in our proposed system and the RNN model, and the saccadic threshold is 75 deg. According to the obtained results for sampling rate 30 Hz, the CNN and RNN models achieve almost the same results for SQnS. However, the CNN model outperforms the RNN model in FQnS, PQnS, MisFix, FQIS, PQIS_P, and PQIS_V, respectively. For 100 Hz, it is noticeable the CNN model achieves better results than the RNN model, but are the close scores for saccades classification metric (SQnS). Similarly, for sampling rates (500 Hz and 1000 Hz), the CNN model shows better results than the RNN model. The RNN model shows an increase in MisFix as the value of the sampling rate increases. Besides, PQIS_P and PQIS_V show instability in measuring the pursuit position and velocity. It is worth mentioning that the CNN behavioral classification show proximity to ideal scores as the sampling rate frequency increases.

Moreover, the proposed system against the RNN model is evaluated in terms of eye movement classification with decreasing 10% of the saccadic threshold of the previous evaluation. As mentioned above, the evaluation is carried with different sampling rates, and the saccadic threshold is 65 degrees. We selected this slight change in the saccade threshold to determine the changes of eye movement classification that can take place with different classification thresholds of saccade movement. Fig. 10 to 13 depict the obtained classification behavioral scores of both the CNN adopted in our proposed system and the RNN model.

However, compared to the RNN model, the CNN model...
achieves better results as indicated by the behavioral scores. Both models achieve almost the same SQnS scores for the given sampling frequencies. The other behavioral scores (FQnS, PQnS, FQIS, PQIS) show that the achieved scores decrease as the sampling frequencies increase. This leads us to conclude that the saccadic threshold has effects on the behavioral classification scores as it decreases. It can be noticed that the CNN model outperforms the RNN model in achieving more reliable results. Table II gives the behavioral classification scores of the proposed system and RNN with various sampling rates, and the saccadic threshold is 75 deg.

Compared with the results listed in Table II, the eye movement classification performance of both the CNN and RNN models is notably decreased with the saccadic threshold decrease.

C. Prediction Evaluation

The proposed system utilized the Kalman filter for eye-motion prediction with two states (velocity and position). The Kalman filter is applied to the recorded eye movement to predict the eye velocity and position. Then, the Chi-square test uses the measured and predicted position and velocity values to classify each positional value as fixation, saccade, and smooth pursuit. The eye movement prediction module of the proposed system is evaluated using two scenarios.

The first scenario was carried with a saccadic threshold of 75 degrees. The second scenario was carried out with a saccadic threshold of 65 degrees. Both scenarios were implemented with various sampling rate frequencies (30 Hz, 100 Hz, 500 Hz, and 1000 Hz). Figs 14-17 illustrate the behavioral scores of both scenarios.

As it can be seen, the different thresholds influence the Kalman filter prediction scores. The SQnS score has shown no changes in both scenarios for sampling frequencies (30 Hz, 100 Hz, and 500 Hz). As the sampling frequency increased to 1000Hz, the results have shown remarkable changes. For FQnS, it can be noticed that capability of the Kalman filter in classifying fixation is influenced by the increase in the sampling frequencies. This indicates that the accuracy of the
TABLE II. THE BEHAVIORAL CLASSIFICATION SCORES OF THE PROPOSED SYSTEM AND RNN WITH VARIOUS SAMPLING RATES AND SACCADIC THRESHOLD 75 DEG

<table>
<thead>
<tr>
<th>sampling rates</th>
<th>SQnS</th>
<th>FQnS</th>
<th>PQnS</th>
<th>MisFix</th>
<th>FQIS</th>
<th>PQIS_P</th>
<th>PQIS_V</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 Hz</td>
<td>CNN</td>
<td>67.2945</td>
<td>84.3947</td>
<td>45.32</td>
<td>8.42</td>
<td>0.7092</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>87.3526</td>
<td>65.4842</td>
<td>18.5856</td>
<td>22.4968</td>
<td>0.1172</td>
<td>3.3324</td>
</tr>
<tr>
<td>100Hz</td>
<td>CNN</td>
<td>82.495</td>
<td>86.4211</td>
<td>48.57</td>
<td>6.5</td>
<td>0.578</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>82.6959</td>
<td>67.4095</td>
<td>28.0946</td>
<td>27.7189</td>
<td>0.3466</td>
<td>3.0319</td>
</tr>
<tr>
<td>500Hz</td>
<td>CNN</td>
<td>84.5859</td>
<td>87.7445</td>
<td>48.93</td>
<td>7.02</td>
<td>0.5543</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>84.6112</td>
<td>62.3983</td>
<td>53.8999</td>
<td>34.3412</td>
<td>0.5308</td>
<td>3.1152</td>
</tr>
<tr>
<td>1000Hz</td>
<td>CNN</td>
<td>84.9343</td>
<td>88.3117</td>
<td>49.02</td>
<td>4.2</td>
<td>0.4984</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>85.9343</td>
<td>16.2093</td>
<td>58.0532</td>
<td>42.3631</td>
<td>0.4505</td>
<td>3.1789</td>
</tr>
</tbody>
</table>

Kalman filter in fixation classification decreased as the sampling frequencies increase. Unlike FQnS, PQnS is increased in both scenarios. This indicates that the Kalman filter accuracy in pursuit classification as the sampling frequencies increase. However, the Kalman filter shows high fixation misclassification, as shown by MisFix scores. Moreover, the Kalman filter shows a deviation in predicting pursuit positional and velocity, as indicated by PQIS_P and PQIS_V scores, in both scenarios. This can happen in a case of a very high position detected before a very low position.

V. CONCLUSION AND FUTURE WORK

A. Conclusion

This paper proposed a system for eye movement analysis and prediction. The system proposed in this paper is a comprehensive system for three-type eye movement classification and prediction data consistency with a various and wide range of components. It combines two essential components: hardware and software. Each component encompasses different sub-components or modules, and each module has different func-
tions. The design of the proposed system relies on software designing architecture. We exploited one software architecture, namely, module architecture. As a result, the proposed system’s design is highly flexible, and components can be accessed and used individually or collectively. Based on the obtained results, the proposed system accomplished good success in eye-movement classification and prediction.

B. Future work

Eye movement classification and prediction is still an active research area. According to the work achieved in this paper, some research directions could be proposed.

- Empirical studies could cover a wide range of deep learning techniques to test and evaluate the behavior of the proposed system in eye-movement classification. Moreover, different lightweight techniques can be implemented to perform eye movement prediction.
- A recommended future research be done by employing different techniques for face tracking and detection to detect the face with different angles.
- Further recommended studies can be introduced to eye detection and localization. Besides, improvement of the developed prototype can be conducted. This includes the optimization of source Code and improvements of code speed, the implementation of the developed prototype in an implementation environment that support parallelization.
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Abstract—The main purpose of this work is to propose a robust approach for dangerous sound events detection (e.g. gunshots) to improve recent surveillance systems. Despite the fact that the detection and classification of different sound events has a long history in signal processing, the analysis of environmental sounds is still challenging. The most recent works aim to prefer the time-frequency 2-D representation of sound as input to feed convolutional neural networks. This paper includes an analysis of known architectures as well as a newly proposed Independent Channel Residual Convolutional Network architecture based on standard residual blocks. Our approach consists of processing three different types of features in the individual channels. The UrbanSound8k and the Free Firearm Sound Library audio datasets are used for training and testing data generation, achieving a 98% F1 score. The model was also evaluated in the wild using manually annotated movie audio track, achieving a 44% F1 score, which is not too high but still better than other state-of-the-art techniques.
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I. INTRODUCTION

In the field of signal processing, the audio data analysis takes an extensive part, which is constantly studied. Many machine learning-based algorithms were proposed for solving tasks such as classification, segmentation, and denoising. In many cases, the methods are adapted for a specific type of sound, mainly speech and music, which take an extensive part in the research. On the other hand, the environmental sounds are unstructured, and it is challenging to generalize their nature. Many environmental sound analysis applications, ranging from urban monitoring [1] to IoT [2] and surveillance system [3], [4], [5], have been developed within the past years.

However, in recent years it has become a topical task to use known techniques to classify environmental sounds like explosion, gunshot, siren, car alarm, baby crying, window breakage and other events associated with potential danger [6]. Usage of learning algorithms tends to increase personal safety. The possible implementations are in-home or industrial protection systems, in cars to alert deaf or poorly hearing drivers of the siren, in homes to alert a parent of a crying child, and in a wide range of assistive devices, especially for deaf people. Recent modern surveillance systems for risk prevention purposes focuses mainly on the analysis of video signals from cameras using advanced computer vision techniques [7], [8], [9]. However, the analysis of audio signals has considerable potential in these systems as well. Especially gunshot detection technologies have been increasingly adopted by law enforcement agencies for mapping the spatial and temporal patterns of gun violence [10]. The general problem of gun detection technologies is a high rate of false alarms resulting in the waste of police resources when responding to those false alerts [11]. From a practical point of view, it is necessary to minimize the amount of false-positive predictions. Therefore, when setting the operating point of the system in practical applications, the false-positive rate must be taken into account.

The main objective of our work is to propose a method for detecting danger-related audio events (gunshots) that achieve high specificity in real conditions. We also aim to explore several types of feature spaces and neural architectures and discuss, what kind of setup is the most suitable for such an application.

The standard approach for sound analysis is to collect a single vector of features. The often used classifiers are Support Vector Machines (SVM), Deep Neural Networks (DNN), or multilayer perceptrons. When processing environmental sounds, the uniform structure can not be expected as in speech or music, where the signal contains a harmonic structure or repetitions. The features that perform well in specific applications may be inadequate for sounds with other nature and vice versa.

In our work we are using several 2-dimensional sound representations such as spectrograms as well as the standard 1-D approach and analyse the performance in the gunshot detection application. In addition to the frequently used spectrogram [12], [13], [14], also new visualizations and advanced methods for feature processing are used. The main contributions of our work are:

- Exploring the suitability of several state-of-the-art convolutional networks based approaches for gunshot detection.
- Proposing the convolutional model for boosting the performance on 2-dimensional independent feature spaces.

The signal is transformed into three independent audio feature sets forming an "RGB image" that is suitable for processing
by common 2-D convolutional networks used for image processing. Unlike image processing, where color channels are highly correlated and processed together after the first DNN layer, the three audio feature sets are processed independently by the first two DNN blocks. Our proposed architecture is based on standard residual units. The important task is not only increasing the number of true predictions but also reducing the number of false-positive gunshot predictions.

II. RELATED WORK

Over the years several works dealing with gunshot detection from audio signal have been published. Most of them are based on the extraction of handcrafted acoustic features and the use of machine learning techniques for the task of classification. A combination of 7 Linear Predictive Coding (LPC) coefficients and 13 Mel Frequency Cepstral Coefficients (MFCC) with SVM classifier is used in work [15] providing 8% false alarms rate on a custom dataset. The author of [16] extended the previous feature set by Linear Predictive Coding cepstral (LPC) and auto-correlation coefficients reaching 82% accuracy and 70% precision on a combination of public available datasets. The same author then evaluated the effect of individual features on the accuracy of the classification task [17], considering the features with the best score to be the first five coefficients of the 24th order LPC. A large set of various acoustic features with Hidden Markov Model (HMM) and Viterbi decoder is used in EAR-TUKE system [18] for detecting gunshots and glass breaking events with 98% accuracy in records with Signal to Noise Ratio (SNR) ≥ 20 dB. In case of microphones arrays it is possible to use a two stage methodology comprising of a Blind System Identification and Deconvolution (BSID) stage followed by a SVM-based classification [19] for gunshot detection in a noisy urban environment. In [20] a method of classifying impulsive sounds based on a Weighted Majority Voting (WMV) strategy is designed. In [21] Convolutional Neural Network (CNN) with temporal and spectral features is used for gunshot sound categories classification (pistol, rifle and shotgun of different calibres) reaching over 90% accuracy. Another CNN approach detects gunshots with 99% accuracy and low false alarm rate using the ResNet architecture [22]. Most of the above approaches work with database recordings that contain a low level of environmental noise. In the case of real applications, this condition can hardly be met. For this reason, dealing with the detection and classification of environmental noisy sounds is important.

The datasets of environmental sounds are made mainly for learning algorithms that perform Environmental Sound Classification (ESC) task. One of the widely used datasets for ESC is the UrbanSound8K [23], further described in Section III-E.

The signal representation of audio is related to the architecture of the learning algorithm and learning objective. The standard process that follows the approaches from speech and music analysis is to collect a single vector of features. Short-term or long-term features may not always generalize the unstructured nature of environmental sounds.

The direct solution of the feature extraction problem is to build a model that operates on the raw audio signals directly. The 1-D CNNs can handle the internal representation of the input signal, which allows end-to-end usage. The important advantage is that there is no need to transform or pre-process the data, and such a model can adapt to a variety of audio signals. In the studies [24], [25], the first end-to-end ESC architecture called EnvNet was proposed in versions 1 and 2. Another 1-D architecture was proposed in [26], where the audio signal was processed at different time scales. The study [27] presents an end-to-end 1-D convolutional network that has fewer parameters compared to dense 2-D convolutional neural networks and does not require a large amount of training data. It reaches 87% mean accuracy on the UrbanSound8K dataset with random weights initialization and 89% with weights initialization by Gammatone filter bank coefficients [28] synthesizing an impulse response from nerve cells in the auditory fiber [29].

The 2-D CNN models operate on the pre-computed feature representations obtained by a fixed process of extraction. The study [13] is the first which deals with ESR using CNN trained on mel-scaled spectrograms. Such an approach is extended in study [12], where different augmentation methods are used. In work [14], the authors presented the model ESResNet based on STFT, that outperforms recently known approaches with ESC datasets achieving 82% accuracy when trained from scratch and 85% accuracy with ImageNet weights initialization on UrbanSound8K dataset. Since the Piczak’s work [13], the research trend in environmental sound analysis seems to be the usage of 2-D feature matrices for feeding 2-D CNNs [30].

III. MATERIALS AND METHODS

A. Signal Model and Problem Formulation

Following the recent studies [12], [13], [14], [31], [32], [33], [34], the most suitable setup for environmental sound recognition employs a 2-D convolutional neural network fed by a Time-Frequency representation of the audio signal (further mentioned as audio features). In order to be processed by a 2-D convolutional network, these audio features need to be converted into a suitable uniform 2-D representation. Based on this 2-D representation, it is then necessary to choose an optimal architecture of the convolutional network for the classification task. The whole workflow from audio samples to predictions is depicted in Fig. 1.

![Feature Extraction and Classification Workflow](image)

**Fig. 1. Feature Extraction and Classification Workflow.**

B. Audio Features

In the case of audio signal processing, there is a large number of various audio features. The Log-Mel Spectrograms (LM Spec) and Mel Frequency Cepstral Coefficients (MFCC) are among the most commonly used audio features. In our work, we additionally include the Self-Similarity Matrix (SSM),...
which is frequently used to analyze the global structure of musical works, to the audio feature list. The hyperparameters for feature extraction are detailed in Table I.

1) Log-Mel Spectrogram: The spectrogram is the most commonly used audio signal visualization. It shows the frequency spectrum change over time. A Short Time Fourier Transform (STFT) is used to convert the signal from time to frequency domain. Additional mel-frequency scale transform is applied to embrace the psychoacoustic knowledge.

\[ f_{mel} = 2595 \cdot \log_{10} \left( 1 + \frac{f_{Hz}}{700} \right) \]  

(1)

2) Mel Frequency Cepstral Coefficient: MFCC reflects the non-linear and masking psychoacoustic characteristics of human hearing. MFCC coefficients are obtained by multiplying the signal spectrum by a mel-scale distributed filter bank, logarithm and Discrete Cosine Transform (DCT).

3) Self-Similarity Matrix: SSM is the measure of self-similarity of the signal based on distances. We use a self-similarity matrix to display signal correlation. To visualize the self-similarity, we use a matrix \( S \) defined by Equation 2. The matrix dimensions \( N \times N \) depend on the number of signal samples. For reducing the computational complexity, a self-similarity matrix \( S \) is computed on downsampled envelope \( s = (s_1, s_2, s_3, ..., s_N) \) of input audio signal, obtained using the Hilbert transform. As a measure of similarity we are using the absolute distance.

\[ S(i, j) = |s_i - s_j| \quad i, j = 1, ..., N \]  

(2)

The vertical and horizontal axes represent the time sequence. The matrix is symmetrical by the main diagonal where the similarity is maximal.

<table>
<thead>
<tr>
<th>Features</th>
<th>FFT length</th>
<th>Banks</th>
<th>Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-mel spectrogram</td>
<td>2048</td>
<td>256</td>
<td>Hamming</td>
</tr>
<tr>
<td>MFCC</td>
<td>2048</td>
<td>20</td>
<td>Hamming</td>
</tr>
<tr>
<td>Self-similarity</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### TABLE I. HYPERPARAMETERS FOR FEATURE EXTRACTION

C. 2-D Feature Representation

Audio features are extracted as 2-D matrices and aligned for convolutional neural network input. Since most 2D convolutional network architectures were primarily designed for image processing, they expect 3 sets of 2-D feature matrices at the input (an analogy to RGB channels of images).

1) Band-Splitted Spectrogram (BS Spec): In our experiments, we are using the log-mel spectrogram split to three frequency bands (high, middle, low) aligned with the RGB color channels (each band as one color channel). The band cutting frequencies depends on the maximal frequency \( f_{max} = \frac{f_{Hz}}{2} \) given by the sampling rate (Fig. 2).

The same principle was used in study [14], where authors explain the usage of the band-splitted spectrogram for avoiding redundancy. Other solutions are replicating the spectrogram or passing zeros.

2) Independent Feature Spaces (IFS): The combination of the log-mel spectrogram, MFCC and self-similarity matrix represents the independent feature spaces. The similar method was used in study [32]. We assume that the MFCC and SSM will help to classify non-impulsive background sounds. The harmonicity of the gunshot signal is low, so the SSM is almost empty, while the background noise results in a visible grid.

Three feature matrices are overlapped in matched time positions. It means, that the x-axis resolutions are approximately the same for all matrices. However, on the y-axis we have different dimensions when using spectrogram (frequency), MFCC (mel banks) and SSM (time) (Fig. 3).

D. Convolutional Neural Networks Architectures

The most widely used convolutional neural network models for 2-D feature space classification are based on the residual network architecture (ResNet). However, there is also an approach that uses only a 1-dimensional convolutional network fed directly by a raw audio signal to classify environmental sounds. In addition, we include a custom approach based on residual networks where individual channels are processed independently.

1) Residual Networks: Following recent studies [14], the residual models perform well on environmental sound classification. The residual network was designed as a network in a network, which means that the lower layer’s inputs are connected to the outputs of the two higher layers. The example of the standard residual block is shown in Fig. 4.

The skip connections defined as

\[ y = F(x) + x \]  

(3)

are also called shortcut connections. The function \( F \) represents the convolution operations. The shortcut connections help to eliminate the problem of vanishing gradient in deep neural networks. The authors of [35] designed ResNets with a different number of layers, specifically 18, 34, 50, 101 and 152.
2) End-to-End Classification using a 1-D CNN: In this approach, a 1-D convolutional (1-D CNN) neural network learns low-level and high-level information directly from the audio signal waveform. Since the size of the input data to the amount of data is in imbalance, it is not recommended to use too deep convolutional network architectures to avoid significant overfitting. The study [27] presents the optimal architecture with respect to the sampling frequency of the audio signal at different audio signal lengths. For the sampling frequency of 16 kHz considered further in this paper, it has been shown that the best score is achieved at the signal length of 1 second. The corresponding CNN architecture is shown in Table II consisting of 4 Convolutional Layers (CL), 2 Pooling Layers (PL) and 2 Fully Connected layers (FC). The Rectified Linear Unit (ReLU) activation function is used for all layers, except for the output layer where the softmax activation function is used with the output size equal to the number of classes being classified.

3) Independent Channel Residual Convolutional Network: We propose the Independent Channel Residual Convolutional Network (ICRCN), where the input RGB image is divided to the 2-D matrices in individual channels. The feature matrices share the dimension of the x-axis (time) but not the y-axis (frequency, mel banks, time). The system that combines different visual representations may suffer, when the features are combined as one input image. Therefore, we build the residual convolutional network, that processes different audio visualizations separately. The whole model architecture is shown in Table III.

The model input is a three channel RGB image. The separate channels contain residual blocks, where the number of filters is 32. The feature dimensions merging is made after the second residual block. From this point, the features are processed as in standard residual convolutional networks. The last convolutional block consists of 512 filters and it is followed by the classification layer. The proposed architecture is built up from standard residual blocks, as described in III-D1. The proposed architecture is compared to standard residual networks ResNet50 and 1-D CNN in Table IV.

### Table III. Proposed Independent Channel Residual Convolutional Network

<table>
<thead>
<tr>
<th>Output size</th>
<th>ICRCN blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>(224, 224, 3)</td>
<td>Input RGB image</td>
</tr>
<tr>
<td>(112, 112, 32)</td>
<td>7×7, 32</td>
</tr>
<tr>
<td>(56, 56, 32)</td>
<td>3x3, 32 ×2</td>
</tr>
<tr>
<td>(28, 28, 64)</td>
<td>3x3, 64 ×2</td>
</tr>
<tr>
<td>(28, 28, 192)</td>
<td>Concatenation</td>
</tr>
<tr>
<td>(14, 14, 256)</td>
<td>3x3, 256 ×2</td>
</tr>
<tr>
<td>(7, 7, 512)</td>
<td>3x3, 512 ×2</td>
</tr>
<tr>
<td>(512)</td>
<td>Global average pooling</td>
</tr>
<tr>
<td>(2)</td>
<td>Dense 2 + softmax</td>
</tr>
</tbody>
</table>

### Table IV. Comparison of Architectures Complexity

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Number of trainable parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D CNN</td>
<td>256k</td>
</tr>
<tr>
<td>ResNet50</td>
<td>23.5M</td>
</tr>
<tr>
<td>ICRCN</td>
<td>11M</td>
</tr>
</tbody>
</table>

E. Datasets

One of the most widely known datasets for environmental sound classification is the UrbanSound8K [23]. In this work we build our own gunshot detection dataset as a combination of the UrbanSound8k and The Free Firearm Sound Library [36].

- **UrbanSound8k** - 8732 tracks of 10 classes (air conditioner, car horn, children playing, dog barking, drilling, engine idling, gunshot, jackhammer, siren, street music), with varying sampling frequency file to file.

- **The Free Firearm Sound Library** - 2200 tracks of gunshots in a noise free environment including handguns (pistols, revolvers, semi-automatic pistols), rifles (lever-action, semi-automatic, fully automatic, machine guns, etc.) and shotguns. Recordings are in lossless wav format with sampling frequency 44.1 kHz.

The examples from The Free Firearm Sound Library were combined with gunshots from the UrbanSound dataset. The other sounds from UrbanSound were used as negative examples (random background). Since UrbanSound records are not equal in length, the window size of our examples floats in the range from 1 s to 4 s.

In the field of supervised machine learning, the performance of algorithms strongly depends on the quality of the dataset. To some extent, it is possible to simulate a big dataset using augmentation methods. However, this approach will never be as good as the expansion of the dataset by real examples. The following augmentation techniques are applied to positive examples (gunshots) while training.
• **Random background mixing** - The gunshot were randomly mixed with background noise in a random SNR from 0 dB to 20 dB.

• **Random time shift** - The onset positions of gunshots within the processing window were chosen randomly from 0 to 0.8% of the window length.

• **Random Gaussian noise addition** - SNR from 60 dB to 100 dB.

### F. Evaluation Metrics

The softmax output activation function directly indicates the probability of the example belonging to a certain class. The softmax activation also guarantees that the sum of probabilities over classes (background and gunshot) is one. The examples are classified as positive or negative according to higher or lower activation of output neurons. The confusion matrix can be constructed using predicted and true labels. Thereafter, the performance is evaluated via known metrics.

For practical implementation of the system for dangerous sound detection (gunshots, explosion, ...) it is necessary to minimize the amount of false-positive predictions. In this case, the high accuracy value may be a little bit confusing and thus we have to choose a metric for relevant evaluation. Therefore, in our work we use the following evaluation metrics:

- **Accuracy**: It reflects the overall algorithm performance, so it also takes into account the true negative predictions (TN). The accuracy is high when the number of true positive (TP) and true negative predictions is large. False positives (FP) and false negatives (FN) are prediction errors.

\[
\text{Accuracy} = \frac{TP + TN}{TN + TP + FN + FP} \tag{4}
\]

- **Sensitivity**: The relative amount of true positive predictions against all positive examples. It is often called recall or True Positive Rate (TPR).

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{5}
\]

- **Specificity**: The relative amount of true negative predictions against all negative examples.

\[
\text{Specificity} = \frac{TN}{FP + TN} \tag{6}
\]

- **False-Positive Rate (FPR)**: Reflects the relative amount of false positives against all negative examples.

\[
\text{FPR} = \frac{FP}{FP + TN} \tag{7}
\]

- **F1 score**: The balance value between sensitivity and precision, where precision is the amount of true positives against all positive predictions. This means that the F1 score is not distorted by a large number of true negative predictions and may be considered as decisive, when testing data are unbalanced.

\[
F1 = \frac{2TP}{2TP + FP + FN} \tag{8}
\]

- **Detection Error Tradeoff** - DET curve visualizes the false positive rate vs. the false negative rate. Standardly, the axes are scaled non-linearly. Unlike the ROC curve, the DET curves are more linear and situated in most of the plot area.

- **Equal Error Rate** - EER is defined as the point in DET or ROC where the errors are equal. The lower EER value reflects better performance of the system.

### IV. Results

All the networks were trained as long as validation loss was decreasing. Early stop was applied and only the best model was saved. Adam optimizer was used while training the models and the categorical cross-entropy loss was computed in each batch of 16 examples. Hardware used is NVIDIA GeForce GTX 1650, Intel Core i9-10900X CPU 3.7 GHz, RAM 64 GB. Fig. 5 shows the training and validation history of our ICRCN model when using 16 kHz sampling frequency.

![Fig. 5. Training and Validation History of ICRCN Model.](image)

We use Tensorflow and Keras for building and training the models. For augmenting the audio we use the Audiomentations library. The Sci-kit learn is used for evaluation using described metrics.

#### A. 2-D Convolutional Networks

The training audio examples were generated in three sampling frequencies to test the effect of sampling on system performance. The overall F1 score and FPR is evaluated in Fig. 6. As the test subset is balanced, the F1 score and overall accuracy metrics are very similar. As seen, the high F1 score value does not necessarily guarantee good performance in the reduction of false-positives.

When looking at the F1 score of individual models, the difference between 44.1 kHz and 16 kHz is not significant. In several cases, the score drops significantly at the 8 kHz sampling. The significant drop of F1 score is seen in case of ICRCN trained on band-split spectrograms. Table V, Table VI, and Table VII show also the change in sensitivity and specificity over all combinations.

#### TABLE V. Testing Results for Sampling Frequency 8 kHz

<table>
<thead>
<tr>
<th>Model</th>
<th>Features</th>
<th>F1 [%]</th>
<th>Sensitivity [%]</th>
<th>Specificity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICRCN</td>
<td>IFS</td>
<td>93.1</td>
<td>94.8</td>
<td>91.3</td>
</tr>
<tr>
<td></td>
<td>BS Spec</td>
<td>85.1</td>
<td>74.0</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFS</td>
<td></td>
<td>95.3</td>
<td>98.4</td>
<td>91.9</td>
</tr>
<tr>
<td>LM Spec</td>
<td></td>
<td>96.0</td>
<td>93.2</td>
<td>99.0</td>
</tr>
<tr>
<td>ResNet50</td>
<td></td>
<td><strong>96.9</strong></td>
<td>97.1</td>
<td>96.7</td>
</tr>
<tr>
<td></td>
<td>BS Spec</td>
<td>94.8</td>
<td>91.5</td>
<td>75.8</td>
</tr>
<tr>
<td></td>
<td>SSM</td>
<td>96.0</td>
<td>94.2</td>
<td>98.1</td>
</tr>
</tbody>
</table>

![TABLE V. Testing Results for Sampling Frequency 8 kHz](image)
As the softmax output activation function is used, the output gives the probabilities of the example belonging to a certain class. Nevertheless, the operating point can be moved by changing the threshold of positive predictions. Choosing the operating point is strongly related to the application of the developed system and there are different ways how to set up the operating point. The useful visualizations are the DET curves (Fig. 7), which tend to be more linear and highlight the differences in the operating region more clearly than the ROC curves. The EER value represents the operating point, where the system performs equal in terms of the false-positive rate and false-negative rate. The false-positive rate can be interpreted as the false alarm probability and false-negative rate is the probability of missing the positive detection.

As seen in Table 7, the EER evaluation slightly correlates with the overall F1 score of the system. Though there is no evident regress over the parameters, we can highlight several findings from the results. Using the original sampling frequency when the data are clear and detailed, all architectures model the data well. The more trainable parameters seem to be useful as the system loses the information by audio downsampling. At 16 kHz sampling, the performance of architectures is closely comparable. The proposed ICRCN performs best with IFS feature combination. According to study [32], the single SSM performs worst on environmental sounds classification. Our results showed, that for gunshot detection, using the SSM only may leads to better scores than single MFCC, which surprisingly performs worst.
B. 1-D Convolutional Network

In this part of work, we compare the 1-D CNN model to the best 2-D models. For this comparison we consider only the 16 kHz sampling frequency. As the best candidates from the previous test we choose two model-features combinations, namely ICRCN-IFS and ResNet50-LM Spec. The comparison is shown in Table VIII. The 1-D CNN model was trained on the same dataset as 2-D models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Features</th>
<th>F1 [%]</th>
<th>Sensitivity [%]</th>
<th>Specificity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICRCN</td>
<td>IFS</td>
<td>97.9</td>
<td>98.4</td>
<td>97.3</td>
</tr>
<tr>
<td>ResNet50</td>
<td>LM Spec</td>
<td>97.8</td>
<td>98.8</td>
<td>96.7</td>
</tr>
<tr>
<td>1-D CNN</td>
<td></td>
<td>98.1</td>
<td>98.2</td>
<td>98.1</td>
</tr>
</tbody>
</table>

C. Evaluation of Performance in the Wild

The results on artificially generated test subsets may not always meet the real performance in the wild. Therefore, we evaluate the models on a real audio track from action movie to simulate the real world conditions. On this stage we use only 16 kHz sampling frequency as the most suitable based on previous results. The audio track from the movie John Wick (2014) was manually annotated. We use a 4 seconds window length with 2 seconds overlap and third-order median filtering of the CNN output. Each segment is labeled as positive if there is an occurrence of a gunshot. The numbers of positive and negative segments is very unbalanced, therefore we use the F1 score as the evaluation metric. The evaluation results are shown in Table IX.

<table>
<thead>
<tr>
<th>Model</th>
<th>Features</th>
<th>F1 [%]</th>
<th>Sensitivity [%]</th>
<th>Specificity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICRCN</td>
<td>BS Spec</td>
<td>95.9</td>
<td>14.5</td>
<td>98.2</td>
</tr>
<tr>
<td></td>
<td>IFS</td>
<td>97.9</td>
<td>44.3</td>
<td>99.2</td>
</tr>
<tr>
<td>ResNet50</td>
<td>LM Spec</td>
<td>97.8</td>
<td>26.4</td>
<td>89.0</td>
</tr>
<tr>
<td></td>
<td>MFCC</td>
<td>87.0</td>
<td>16.5</td>
<td>47.2</td>
</tr>
<tr>
<td></td>
<td>SSM</td>
<td>95.9</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>BS Spec</td>
<td>97.1</td>
<td>17.6</td>
<td>98.2</td>
</tr>
<tr>
<td></td>
<td>IFS</td>
<td>95.9</td>
<td>16.2</td>
<td>95.4</td>
</tr>
<tr>
<td>1-D CNN</td>
<td></td>
<td>98.1</td>
<td>4.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>

As shown in Table IX, the performance on real data drops significantly. However, the evaluation test scores correlate in a relative way. The test score difference is slight in most cases, while the evaluation score difference is noticeable. We can see, that single SSM outperforms the MFCC features in test results, but fails in evaluation, where the sensitivity and specificity are very unbalanced. The results show, that the proposed ICRCN network architecture was able to model the in a data robust way and outperforms the standard residual network ResNet50 even using less trainable parameters. In the case of 1-D CNN, the bad final score was probably caused by the low number of parameters of the convolutional neural network. Thus the network was not able to generalize the extracted features sufficiently to deal with the high variability of real audio data.

The previous experiment mainly focused on the ability of the proposed algorithm to detect gunshot sounds in the simulated real recording. However, in the case of surveillance systems, in addition to accuracy, a low frequency of false alarms is also required. This value cannot be derived from the above experiment because the soundtracks of the movies are sound-exposed. Thus, in this case, recordings from the QUT-NOISE database [37], which is the only suitable publicly available database containing continuous recordings of city sounds, were used to determine the false error rate. Since the total recording time is only a few hours, this database was supplemented with custom recordings from a busy city street. Within these recordings, the proposed algorithm did not detect a single false gunshot event.

D. Processing Time

In Table X, we showed the mean processing time for each of the features used in the experiments. The generation of three feature matrices takes twice as much time than generation of a single spectrogram. This must be taken into account if the detector is implemented on the system with limited processing capacity.

<table>
<thead>
<tr>
<th>Sampling frequency [kHz]</th>
<th>Features</th>
<th>Time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Spec</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>MFCC</td>
<td>2.68</td>
</tr>
<tr>
<td></td>
<td>SSM</td>
<td>2.31</td>
</tr>
<tr>
<td>16</td>
<td>Spec</td>
<td>6.23</td>
</tr>
<tr>
<td></td>
<td>MFCC</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>SSM</td>
<td>3.71</td>
</tr>
<tr>
<td>44.1</td>
<td>Spec</td>
<td>10.53</td>
</tr>
<tr>
<td></td>
<td>MFCC</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td>SSM</td>
<td>10.58</td>
</tr>
</tbody>
</table>

When comparing processing time between multiple sampling frequencies, the good compromise is to prefer the 16 kHz sampling. It offers the comparable performance to original sampling while the feature extraction time is almost halved.

V. DISCUSSION

When comparing the residual architectures and features using testing data, there is not a significant best setup. The evaluation on real data showed the benefit of independent features processing, where the difference in score is observable. The standard ResNet50 performs well with a single spectrogram. The feature combination works best with the proposed architecture with independent channels. Therefore, we prefer using the proposed ICRCN architecture and IFS for gunshot detection. Taking the feature extraction times into account, we prefer using the 16 kHz sampling.

We assume, that the ICRCN model fed by IFS matrices is the most suitable for gunshot detection systems, outperforming the other state-of-the-art approaches (in terms of F1 score). The combination of spectrogram, MFCC, and SSM was used in study [32], with conclusion that it does not improve the accuracy of environmental sounds classification. We assume, that the feature combination can be beneficial for gunshot detection applications and has a potential to lower the false-positive rate. The results showed, that there is a benefit of splitting the convolutional channels. The real performance of
the system relates on the operating point. In some applications the specificity may be a more important score than sensitivity, or vice versa. We visualized the DET curves, as they can help to fit the requirements of the system for particular applications.

VI. CONCLUSION

In this paper, we analyzed the usage of several convolutional architectures for the gunshot detection task. We proposed a new architecture and compared its performance to standard ResNet50 and 1-D architectures. The effect of different features on the resulting performance was tested using several Time-Frequency audio representations. For training, validation and testing we collected the gunshots and random backgrounds audio clips from public datasets. In the training phase, the standard augmentation methods were used. Finally, we simulated the real world conditions by evaluation of a real audio track from the action movie.

We achieved the goal of our work by proposing a system for gunshot audio events detection. Our ICRCN approach is able to operate in noisy environments with high specificity (slightly over 90%), by maintaining fair sensitivity (almost 60%). The Detection Error Tradeoff analysis showed, that the real performance of the system strongly depends on the error tolerance and requirements. The operating point should be selected for specific applications. On our test data, the missed detection probability is about 10% when the false alarm probability is as minimal as possible. We expect the similar results also for explosion detection. Such a systems can be implemented in a complex application together with a smoke or fire detector. Due to the fact that the proposed approach has a relatively low computational time, it can be easily integrated into existing surveillance systems without the need to invest in expensive computing servers to operate in real time.
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Abstract—Network security has become a serious issue since networks are vulnerable and subject to increasing intrusive activities. Therefore, network intrusion detection systems (IDSs) are an essential component to defend against these activities. One of the biggest issues encountered by IDSs is the class imbalance problem which leads to a biased performance by most machine learning models to normal activities (majority class). Several techniques were proposed to overcome the classimbalance problem such as resampling, cost-sensitive, and ensemble learning techniques. Other issues related to intrusion detection data include mixed data types, and non-Gaussian and multimodal distributions. In this study, we employed a conditional tabular generative adversarial network (CTGAN) model with common machine learning algorithms to construct more effective detection systems while addressing the imbalance issue. CTGAN can generate samples of the minority class during training to make the dataset more balanced. To assess the effectiveness of the proposed IDS, we combined CTGAN with three machine learning algorithms: support vector machine (SVM), K-nearest neighbor (KNN), and decision tree (DT). The imbalanced NSL-KDD dataset was used and several experiments were conducted. The results showed that CTGAN can improve the performance of imbalance learning for intrusion detection with SVM and DT. On the other hand, KNN showed no improvement in the performance since it is less sensitive to the class imbalance problem. Moreover, the results proved that CTGAN can capture the distribution of discrete features better than continuous features.

Keywords—Intrusion detection; machine learning; imbalance learning; conditional tabular generative adversarial networks

I. INTRODUCTION

In the current era of transformation to digital services and with the evolution of Internet technologies, cybersecurity has become a serious issue, especially with the growing volume and diversity of attacks. People utilize the Internet to conduct most of their work (e.g. online shopping, payment, banking, access to governmental services, file sharing, communication, and more). Moreover, it is a vital part of several cyber-physical systems in critical infrastructures such as Internet-of-Things (IoT) and smart grids. Therefore, intrusion detection systems are an essential component of cybersecurity and provide crucial services to protect information systems from cyberattacks that can lead to catastrophic consequences (e.g. sensitive data leakage, physical harm, and financial loss). It can monitor the system operations and network traffic to detect anomalous patterns [1].

Intrusion detection is a recurrent research topic due to the emergence of more sophisticated adversarial incidents. One of the challenges facing intrusion detection is the scarcity of intrusive samples compared to the abundance of normal operation samples; resulting in insufficient data samples to train the model on a representative collection of attack scenarios. With such an imbalanced dataset, the number of samples in a majority (normal or negative) class is significantly higher than the number of samples in a minority (abnormal or positive) class. Training a machine learning algorithm on an imbalanced dataset can adversely impact the performance and lead to unsatisfactory results since it can be more biased towards the majority class, i.e. normal patterns.

Imbalanced learning is very common in several problems with rare events and different techniques have been proposed to address the imbalance issue. These techniques can be divided into five main categories: data-level, algorithm-level, cost-sensitive, ensemble-based, and hybrid techniques. The data level are preprocessing techniques known as re-sampling because they either increase the frequency of the minority class (oversampling) or reduce the frequency of the majority class (undersampling). Random oversampling (ROS), random undersampling (RUS), synthetic minority oversampling technique (SMOTE), and generative adversarial networks (GAN) are examples of data-level techniques. A systematic literature review of the challenges and solutions for imbalanced data in machine learning is provided in [2].

The focus of our study is on oversampling techniques, specifically, an enhanced version of GAN, i.e. the conditional tabular GAN (CTGAN) [3]. CTGAN is a recent deep learning model and can be thought of as an oversampling technique. It can augment the tabular dataset and increase the frequency of the minority class samples while handling other issues such as mixed data types, multimodality, and non-Gaussian distributions. It proves its efficiency in addressing the imbalance problem and improving the classification accuracy in different domains.

This paper aims to investigate the role of CTGAN in improving the classification performance of support vector machines (SVM), K-nearest neighbors (KNN), and decision trees when applied to imbalanced data to detect various types of network intrusions. Different metrics have been computed to evaluate the quality of the generated data for various attacks in the multi-class NSL-KDD dataset. Moreover, the performance measures of the trained intrusion detection models have been computed and discussed.
The main contributions of this paper are:

- Handling the imbalance problem in intrusion detection datasets by employing CTGAN which is not investigated very well in the literature.
- Evaluating the quality of the generated data by CTGAN in terms of different metrics.

The rest of this paper is organized as follows: Section II provides a brief background about intrusion detection, class imbalance problem, and techniques to deal with this problem. Section III reviews related studies on intrusion detection. Section IV describes the methodology we followed in our study. Finally, Section V describes the experiments we conducted to evaluate the proposed prototype.

II. BACKGROUND

A. Intrusion Detection

An intrusion detection system is an essential component responsible for analyzing and monitoring networks to detect intrusions and alert administrators on ongoing attack activities [4]. Intrusion detection is still a significant research field for two reasons. First, there are continuous updates and changes of network intrusions resulting in continually changing patterns [5]. Second, the number of available intrusion detection datasets is increasing over time, making it possible to investigate and compare new approaches [5]. Examples of intrusion categories include Denial of Service (DoS) such as smurf, User to Root (U2R) such as buffer overflow, Probing (Prob) such as portsweep, and Root to Local (R2L) such as password guessing [6]. An effective intrusion detection system should have not only low false negative but also low false positive. These measures can be greatly affected by the quality of having a representative training dataset. However, real scenarios may have several challenges. For example, besides the class imbalance problem, the intrusion detection traces may have several other characteristics that need a special treatment, e.g., mixed data types (continuous, discrete, ordinal, and categorical) as well as non-Gaussian and multimodal distributions.

B. Class Imbalance Problem

Most of the intrusion detection datasets are imbalanced datasets, which causes a degradation in the classification performance for certain types of intrusions [7]. Usually, the number of normal traces in intrusion detection datasets is much higher than the number of intrusion traces. Thus, as a minority class, the intrusion class might not be well-represented and hence not classified correctly.

The misclassification of the minority class costs more than the misclassification of the majority class, as it could cause a serious problem. Misclassifying a normal behavior class can lead to the need for more tests to explore the intrusion. On the other hand, misclassifying intrusions may lead to disaster impacts (e.g., privacy loss, unauthorized access to network assets, or damage of the whole system). Even if the detection rate of the minority class is low, classification accuracy could be high because the classification accuracy does not consider the distribution of classes. Consequently, machine-learning based intrusion detection systems can be accuracy biased, since they can give more attention to the majority class (a.k.a. normal behavior).

C. Imbalance Techniques

Many different techniques can be used to address the imbalance issue. These can be categorized into five categories, i.e. data-level, algorithm-level, cost-sensitive, ensemble-based, and hybrid techniques. Data-level techniques modify the class distributions before the training process. This modification is done either by removing some instances from the majority class or by adding more instances to the minority class [8]. The former method is known as undersampling while the latter is known as oversampling. Random oversampling (ROS), random undersampling (RUS) and synthetic minority oversampling technique (SMOTE) are examples of data-level preprocessing techniques.

Unlike data-level techniques, algorithm-level techniques do not modify the distribution of classes; but rather, they modify the algorithm [9]. In contrast, cost-sensitive techniques assign different costs to give the minority class higher importance than the majority class [10]. Ensemble methods combine more than one algorithm to achieve superior performance than would normally be attained separately such as bagging, boosting, stacking, and cascading classifiers [10]. Moreover, hybrid techniques combine two or more of the aforementioned techniques to produce an efficient technique for handling imbalance [9]. For instance, SMOTEENN combines oversampling by SMOTE with undersampling by the edited nearest neighbor (ENN) method [11].

D. Conditional Tabular GAN

Generative Adversarial Network (GAN) is one of the top innovative deep learning models [12]. It has been widely used in various applications to process different types of data (e.g., images, voice, and text). Hence, it became one of the most critical research fields in deep learning. It combines two networks: generator and discriminator [13]. The generator is responsible for generating synthetic data that resemble to the original data whereas the discriminator is responsible for classifying the real or synthetic data with their corresponding classes [13]. GAN in tabular data has various challenges. One of the challenges is that the structured data can follow non-Gaussian and multimodal distributions. Tabular GAN (TGAN) resolved this issue by using mode-specific normalization [3].

In GAN, the generator does not consider the imbalance issue. Data that belong to the minority class will not be presented sufficiently as the data belong to the majority class do. Conditional generator in conditional GAN can be used to enforce the synthetic sample to match a specific class (category) [14]. Hence, it can generate more intrusive samples to overcome the imbalance issue in intrusion detection datasets. To use the conditional generator, in CGAN, instead of the generator, in GAN, the generated samples are matched with the corresponding category (condition).

The generated samples must match the chosen category (condition).
The conditional generator should learn the conditional distribution.

Conditional Tabular GAN (CTGAN) combines the advantages of CGAN and TGAN. Therefore, it can be used to solve the class imbalance issue by controlling the class labels of the generated samples. It also overcomes the non-Gaussian and multimodal distributions of structured data. Furthermore, CTGAN utilizes fully connected networks to enhance the quality of the model [3]. The conditional generator can be interpreted as

$$\hat{r} \sim P_g(\text{row}|D_{is} = k^*)$$

where $k^*$ is the chosen category from the discrete column $D_{is}$ that must be generated by conditional generator and $\hat{r}$ is the sample generated by the generator. Fig. 1 shows a typical architecture of the CTGAN.

### III. Related Work

With the growth of the amount of data related to intrusion detection, and the evolution in machine learning and deep learning techniques, many studies have been conducted in this field. Most of the previous studies ignore the class imbalance problem and use datasets of balanced distributions. In [1], the authors proposed a framework called scale-hybrid-IDS-AlertNet which can trace the network traffic and detect abnormal activities. The building of this framework came after a comprehensive analysis of different machine learning and deep learning models on different intrusion detection datasets. They found that the deep neural network (DNN) model outperforms other machine learning models such as Logistic Regression (LR), Naïve Bayes (NB), K-nearest neighbor (KNN), and support vector machines (SVM).

There are some researchers who have used imbalance techniques to deal with this problem in network intrusion detection systems. For example, Razan Abdulhammed et al. [15] compared the performance of different data-level techniques on the CICIDS-001 dataset. For data preprocessing, they considered ROS, RUS, class balanced and spread subsample. For classification, they utilized deep neural networks (DNN), random forest (RF), voting technique, stacking technique and variational autoencoder (VA). The superior performance was achieved by RF on the original distribution, class balancer and RUS (99.9%). Moreover, the accuracy of voting in the original distribution and using RUS was high (99.99%).

SMOTE is a known and effective oversampling technique, and many studies have been conducted to prove its efficiency. In [16], the imbalance issue was mitigated in a CICIDS2017 dataset using SMOTE oversampling. As SMOTE works only with binary classification, the researchers examined two classes at a time—a normal class with one of the minority classes (i.e., botnet, web attack, or brute force attack). Two experiments were conducted: one on the imbalanced dataset and one on the balanced dataset. Three algorithms were utilized to conduct the experiments (i.e., RF, NB, and KNN). On the imbalanced dataset, the accuracy was high with all classifiers, but the precision, recall, and F1-score were low. To mitigate this degradation, the researchers applied the SMOTE technique and the result showed better performance based on F1-score and recall.

Generative adversarial networks (GAN) is considered as a data-level technique because it modifies the distribution of data by generating new samples. It was applied in [17] by Yilmaz et al. to improve the performance of intrusion detection. The result after applying GAN was found to be more accurate than without using GAN. Different versions of GAN were proposed to enhance its performance. For example, Shuokang Huang and Kai Lei. [18] proposed Imbalanced GAN (IGAN) that includes a data imbalance filter, a generator, and a discriminator. It can force the generator to generate samples of the minority class only. IGAN with fuzzy neural network (FNN) obtained a superior performance over Convolutional Neural Network (CNN), RUS with SVM, FNN, and SMOTE with multilayer perception (MLP).

Punam Bedi et al. [19] proposed an intrusion detection system called Siam IDS which is based on Siamese Neural Network (Siamese-NN). It can handle the imbalance issue in intrusion detection systems. It achieved high recall values of the minority classes (U2R and R2L intrusions). Moreover, it outperformed CNN-based IDS and DNN-based IDS. In [20], m-RIGFS and RWIGFS were used with weighted-SVM to improve the imbalance learning for the intrusion detection systems. m-RIGFS and RWIGFS are feature selection techniques for imbalanced classes. This approach obtained a good performance in terms of the overall accuracy, sensitivity, and specificity. However, it should be noted that the sensitivity of the U2R, a rare class was low.

In [7], a CNN model was utilized to classify UNSW-NB15 and CICIDS2017, which are relatively recent intrusion detection datasets. They applied the CNN model, after addressing the class imbalance issue using their proposed approach, i.e. SGM which combines an oversampling technique (SMOTE) with an undersampling technique (Gaussian Mixture (GMM)). The proposed approach achieved a higher result (more than 96%) compared to other sampling techniques and classification models. Furthermore, in [21], SMOTE was combined with a genetic fuzzy system that includes a fitness function designed to deal with the imbalance problem. The proposed approach outperformed other approaches, which are the KDDCup-99 winner [22], GFS(Pittsburgh) [23], MOG-FIDS [24], EFRID [25] and RIPPER [26].

Data-level and cost-sensitive techniques can be combined to yield better performance. Alabdallah et al. in [27] combined a stratified sampling with a cost function. This approach assigns the minority class samples higher weights than the majority class samples to improve the classification performance and decrease the accuracy paradox.

To our knowledge and based on exploring earlier work in the literature, limited studies have used GAN-based methods to overcome the imbalance problem in intrusion detection systems. Moreover, none of the reviewed studies have evaluated the generated samples. Therefore, in our study, we explore CTGAN machine-learning based models to deal with the imbalance learning for intrusion detection. Moreover, we evaluated the generated samples in terms of different metrics (e.g. Chi-Squared test and Continuous Kullback–Leibler Divergence).
IV. METHODOLOGY

Fig. 2 depicts the general layout of the workflow. The aim of this work is to investigate the performance of CTGAN in improving the detection rate of intrusive samples in intrusion detection systems. To achieve this aim, we applied the following steps:

- Oversampling by CTGAN: Since the intrusion data suffers from several issues including class imbalance, mixed data types, multimodality, and non-Gaussian distributions, we first applied CTGAN to increase the intrusive samples in the training dataset.

- Data preprocessing: The aim of this step is converting raw data into a suitable format for machine learning models. In this study, two preprocessing techniques were applied to the dataset before classification:
  - One-hot encoding: Some machine learning algorithms work only with numeric data, hence one-hot encoding is important when dealing with a dataset that contains categorical features. One-hot encoding is a method of sorting each categorical value into a distinct column and setting a value to it (either 0 or 1). Therefore, one-hot encoding was applied to the NSL-KDD dataset to convert its categorical features (i.e., protocol type, service, and flag).
  - Standard scalar: This is a significant step for some machine learning algorithms because features that are not scaled to have zero mean and unit variance could negatively affect the performance of the algorithm. This method scales the features to have a mean of zero and a standard deviation of one. Hence, all values will be in the same range. The following equation is used to perform standard scalar:

\[ z = \frac{x - \mu}{\sigma} \]

where \( x \) is a sample, \( \mu \) is the mean of the samples and \( \sigma \) is the standard deviation of the samples.

- Machine learning training and testing: To assess the efficiency of using CTGAN to overcome the imbal-
ance problem and other data issues, three machine learning algorithms (i.e. SVM, DT, and KNN) were used to train and test the NSL-KDD dataset before and after applying CTGAN.

- Evaluation: To accurately evaluate the performance of the proposed framework, various metrics (e.g. F1-score, geometric mean (G-mean), and Matthews correlation coefficient (MCC)) were used. These metrics are appropriate for evaluating the performance of imbalance learning.

V. EXPERIMENTS AND EVALUATION

A. Dataset Description

NSL-KDD is an imbalanced dataset with huge amount of captured traffic under various normal and attack scenarios. It is an improved and revised version of the KDD99 dataset. It contains 41 features extracted from traffic traces of normal and abnormal activities as shown in Table I. Intrusion traffic is categorized into four main categories: Denial-of-Service (DoS), Probing (Probe), Remote-to-Local (R2L), and User-to-Root (U2R). Each category of these attacks contains several sub-categories as shown in Table II. In this study, only 20% of the dataset was used to conduct the experiments. Each class includes a different number of samples as shown in Table III. Therefore, this dataset is imbalanced because of the obvious difference in the number of samples in each class. The imbalance ratio of normal and attack classes in the dataset ranges from 1.44 to 305.77. Fig. 3 shows the distribution of intrusive and normal samples.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>13449</td>
<td>9711</td>
</tr>
<tr>
<td>DoS</td>
<td>9234</td>
<td>7458</td>
</tr>
<tr>
<td>Prob</td>
<td>2289</td>
<td>2421</td>
</tr>
<tr>
<td>R2L</td>
<td>209</td>
<td>2754</td>
</tr>
<tr>
<td>U2R</td>
<td>11</td>
<td>200</td>
</tr>
<tr>
<td>Total</td>
<td>25192</td>
<td>22544</td>
</tr>
</tbody>
</table>

TABLE III. SAMPLES IN NSL-KDD

B. Performance Measures

1) Evaluation Metrics of Machine Learning Models: The following metrics were used to evaluate the performance of the applied classifiers:

   a) Accuracy (ACC): This is the most common metric to evaluate the performance of a model. It is the number of samples that are correctly predicted over the number of all samples. It can be calculated using the following equation:

   \[
   ACC = \frac{TP + TN}{TP + TN + FP + FN}
   \] (1)

   b) Recall: It refers to the ability of the model to predict positive samples. It can be calculated by dividing the number of the samples that are correctly classified as true positive over all positive samples. It can be calculated using the following equation:

   \[
   Recall = \frac{TP}{TP + FN}
   \] (2)

   c) Precision: It is the number of samples that are correctly classified as true positive over the number of samples that are predicted as positive. The following equation can be used to calculate the precision:

   \[
   Precision = \frac{TP}{TP + FP}
   \] (3)

   d) F1-score: It is a way to combine recall and precision into a single metric. It is called the harmonic mean of recall and precision. It can be calculated using Equation 4:

   \[
   F1_{\text{score}} = \frac{2 \times Precision \times Recall}{Precision + Recall}
   \] (4)
e) Geometric mean (G-mean): It is based on the true positive rate (sensitivity or recall) and true negative rate (specificity). G-mean is a combination of sensitivity (recall), and specificity. Specificity and G-mean can be calculated using the following equations:

\[ \text{Specificity} = \frac{TN}{TP+TN} \] (5)

\[ G\text{-mean} = \sqrt{\text{Sensitivity} \times \text{Specificity}} \] (6)

f) Matthews correlation coefficient (MCC): It is a good performance metric for binary classification and combines all parts of the confusion matrix (i.e., true positives, false positives, true negatives, and false negatives). It can be calculated using the following equation:

\[ MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} \] (7)

C. Synthetic Data Evaluation Metrics

The overall evaluation score of the synthetic data is an aggregation of the following metrics:

a) Chi-Squared (CSTest): It is a statistical metric that compares the distributions of two discrete columns using the Chi-squared test.

b) Inverted Kolmogorov-Smirnov D statistic (KSTest): It is a statistical metric that compares the distributions of the continuous columns using the Kolmogorov–Smirnov test.

c) KSTestExtended: It is an extension of the KSTest metric that transforms all columns into numerical columns before applying the KSTest.

d) Continuous Kullback–Leibler Divergence (Continuous KLDivergence): This metric calculates the Kullback-Leibler (KL) divergence on all pairs of the numerical columns.

e) Discrete Kullback–Leibler Divergence (Discrete KLDivergence): This metric calculates the Kullback-Leibler divergence on all pairs of the Boolean and categorical columns.

D. Experiments

In this study, one-vs-one classification was performed. We divided the dataset into four subsets. Each subset contains two class labels, i.e. normal and one of the intrusions (i.e., DoS, Prob, R2L, or U2R).

The experiments were conducted in Python and CTGAN was used to oversample the subsets using different number of epochs. Tuning epoch size in deep learning models is important, as it has a direct effect on the performance. It is the number of iterations the model performs over the training dataset. The default epoch size value in CTGAN is 300. In this study, different epoch size values (e.g., 300, 400, and 1600) were tested to obtain the best results.

Then, we evaluated the quality of the synthetic samples using multiple evaluation metrics that are combined to produce an overall score. This score provides a general indication of how good the synthetic samples are. Lastly, SVM, KNN, and decision tree models were run on the NSL-KDD dataset before and after implementing CTGAN.

E. Result and Discussion

Table IV presents the evaluation scores of the synthetic data used to balance the subsets. The overall evaluation score is the average of multiple scores that evaluate the data from different aspects (e.g., statistical, detection, and likelihood). The overall score gives an estimation of how similar the synthetic data and the real data are (i.e., the quality of the generated data). This score ranges from 0 to 1, where 0 is the worst possible score and 1 is the best possible score. As shown in Table IV all synthetic data of all attack categories achieved overall scores around 0.5.

We observed that CSTest obtained high scores ranging from 0.85 to 0.99, whereas KSTest achieved fairly good scores ranging from 0.77 to 0.82. Moreover, KL Divergence scores for discrete columns are reasonable unless for DoS; it is slightly high. On the other hand, KL Divergence scores for Continuous columns are high which indicates worse performance. Therefore, we can conclude that CTGAN can fairly capture distributions of both continuous and discrete columns, but its performance is better in the discrete columns.

![TABLE IV. EVALUATION SCORES OF THE SYNTHETIC SAMPLES](image)

<table>
<thead>
<tr>
<th>Metric</th>
<th>DoS</th>
<th>Probe</th>
<th>R2L</th>
<th>U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall evaluation score</td>
<td>0.54</td>
<td>0.50</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td>CSTest</td>
<td>0.99</td>
<td>0.98</td>
<td>0.85</td>
<td>0.92</td>
</tr>
<tr>
<td>KSTest</td>
<td>0.80</td>
<td>0.77</td>
<td>0.82</td>
<td>0.80</td>
</tr>
<tr>
<td>KSTestExtended</td>
<td>0.79</td>
<td>0.76</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>ContinuousKLDivergence</td>
<td>0.83</td>
<td>0.73</td>
<td>0.80</td>
<td>0.84</td>
</tr>
<tr>
<td>DiscreteKLDivergence</td>
<td>0.40</td>
<td>0.29</td>
<td>0.28</td>
<td>0.21</td>
</tr>
</tbody>
</table>

![TABLE V. RESULTS OF ONE-VS-ONE SVM CLASSIFICATION](image)

<table>
<thead>
<tr>
<th>Imbalanced dataset</th>
<th>Normal-vs-DoS</th>
<th>Normal-vs-Prob</th>
<th>Normal-vs-R2L</th>
<th>Normal-vs-U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.90</td>
<td>0.92</td>
<td>0.79</td>
<td>0.98</td>
</tr>
<tr>
<td>Precision</td>
<td>0.99</td>
<td>0.87</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Recall</td>
<td>0.77</td>
<td>0.69</td>
<td>0.07</td>
<td>0</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.87</td>
<td>0.77</td>
<td>0.13</td>
<td>0</td>
</tr>
<tr>
<td>G-mean</td>
<td>0.87</td>
<td>0.81</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>MCC</td>
<td>0.80</td>
<td>0.72</td>
<td>0.231</td>
<td>-0.002</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.93</td>
<td>0.96</td>
<td>0.79</td>
<td>0.98</td>
</tr>
<tr>
<td>Precision</td>
<td>0.99</td>
<td>0.87</td>
<td>0.60</td>
<td>0.38</td>
</tr>
<tr>
<td>Recall</td>
<td>0.85</td>
<td>0.94</td>
<td>0.17</td>
<td>0.24</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.91</td>
<td>0.90</td>
<td>0.26</td>
<td>0.30</td>
</tr>
<tr>
<td>G-mean</td>
<td>0.91</td>
<td>0.95</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>MCC</td>
<td>0.86</td>
<td>0.87</td>
<td>0.234</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Although accuracy is the most common evaluation metric of machine learning models, it is an inappropriate metric for imbalanced classification because it does not distinguish between the number of correctly classified samples of the majority and minority classes. Therefore, it is obvious from Tables V, VI, and VII that there is a degradation in accuracy values of some attack categories after implementing CTGAN.

Moreover, the precision values of all classifiers decreased for some attacks categories, but improved for others. At the same time, recall values increased for all attack categories, except for DoS in the decision tree and KNN, where there was no improvement.

Precision and recall separately are not enough to evaluate the performance of the imbalanced classification. F1-score is
a balance of precision and recall; thus, it is a good metric for the imbalanced classification. Tables V, VI, and VII show an improvement in the F1-score values in all attack categories after using CTGAN, except for DoS with KNN, where there was no improvement.

### Table VI: Results of One-vs-One DT Classification

<table>
<thead>
<tr>
<th></th>
<th>Normal-vs-DoS</th>
<th>Normal-vs-Probe</th>
<th>Normal-vs-R2L</th>
<th>Normal-vs-U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Imbalanced dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.91</td>
<td>0.94</td>
<td>0.80</td>
<td>0.98</td>
</tr>
<tr>
<td>Precision</td>
<td>0.96</td>
<td>0.91</td>
<td>0.98</td>
<td>0</td>
</tr>
<tr>
<td>Recall</td>
<td>0.82</td>
<td>0.80</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.89</td>
<td>0.88</td>
<td>0.33</td>
<td>0</td>
</tr>
<tr>
<td>G-mean</td>
<td>0.81</td>
<td>0.821</td>
<td>0.291</td>
<td>0</td>
</tr>
<tr>
<td><strong>Balanced dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.91</td>
<td>0.96</td>
<td>0.80</td>
<td>0.94</td>
</tr>
<tr>
<td>Precision</td>
<td>0.98</td>
<td>0.88</td>
<td>0.68</td>
<td>0.22</td>
</tr>
<tr>
<td>Recall</td>
<td>0.82</td>
<td>0.91</td>
<td>0.21</td>
<td>0.73</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.90</td>
<td>0.86</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>G-mean</td>
<td>0.90</td>
<td>0.92</td>
<td>0.45</td>
<td>0.83</td>
</tr>
<tr>
<td>MCC</td>
<td>0.83</td>
<td>0.828</td>
<td>0.299</td>
<td>0.37</td>
</tr>
</tbody>
</table>

G-mean is the balance between the accuracy of the algorithm on the majority class and the accuracy of the algorithm on the minority class. Hence, it is an appropriate evaluation metric for imbalanced classification. We notice from Tables V, VI, and VII that there is an improvement in G-mean values of all classifiers on all attack categories after using CTGAN, except for DoS with KNN there was no improvement.
While F1-score and G-mean are good evaluation metrics for imbalanced classification, MCC is more informative and reliable because it is determined based on the values of all of the cells of the confusion matrix. It is high only if all values of the confusion matrix are good. Moreover, MCC is the metric least affected by the imbalance issue. Thus, we notice from Tables V and VI that MCC values of SVM and decision tree increased on the balanced datasets for all attacks categories. On the other hand, there was no improvement in MCC values of KNN on DoS and U2R balanced datasets as shown in Table VII. Also, the MCC value of KNN was reduced on the balanced R2L dataset. One possible reason for this issue is that the KNN is less sensitive to the imbalance problem. For future work, more machine learning and deep learning models could be used. Furthermore, other imbalance techniques could be evaluated and compared with CTGAN.

VI. CONCLUSION

Most of the intrusion detection datasets are imbalanced due to the natural difference between the number of intrusive and normal samples. There are many techniques to deal with the imbalance problem. One of these techniques is oversampling (e.g., ROS, SMOTE, and GAN-based methods). In this study, the focus is on CTGAN which can generate more samples of a specific class. CTGAN was applied on NSL-KDD to increase the number of intrusive samples and make the dataset balanced. The effectiveness of CTGAN was evaluated by running SVM, decision tree, and KNN models on the dataset before and after using CTGAN. Experiments using various types of attacks and one-vs-one classification were conducted in this study. CTGAN proved its effectiveness in generating synthetic data resembling real intrusions to improve the performance of SVMs and decision trees on the imbalanced datasets in terms of F1-score, G-mean, MCC, and AUC values. On the other hand, CTGAN did not show an improvement in KNN performance because it is less sensitive to class imbalance problem. For future work, more machine learning and deep learning models could be used. Furthermore, other imbalance techniques could be evaluated and compared with CTGAN.
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Abstract—The growing and marketing of coffee is an important source of economic resources for many countries, especially those with economies dependent on agricultural production, as is the case of Colombia. Although the country has done a lot of research to develop the sector, the truth is that most of its cultivation is carried out by small coffee families without a high degree of technology, and without major resources to access it. The quality of the coffee bean is highly sensitive to diverse diseases related to environmental conditions, fungi, bacteria, and insects, which directly and strongly affect the economic income of the entire production chain. In many cases the diseases are transmitted rapidly, causing great economic losses. A quick and reliable diagnosis would have an immediate effect on reducing losses. In this sense, this research advances the development of an embedded system based on machine learning capable of performing on-site diagnoses by untrained personnel but taking advantage of the know-how of expert coffee growers. Such a system seeks to instrument the visual characteristics of the most common plant diseases on low-cost, robust, and highly reliable hardware. We identified a deep network architecture with high performance in disease categorization and adjusted the hyperparameters of the model to maximize its characterization capacity without incurring overfitting problems. The prototype was evaluated in the laboratory on real plants for recognized disease cases, tests that matched the performance of the model validation dataset.
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I. INTRODUCTION

For developing countries, agriculture is one of the most important economic sectors, both for foreign exchange earnings and for ensuring the food sustainability of their citizens. Colombian coffee enjoys great importance in the international markets because it has characteristics that make it stand out, such as its excellent quality and its soft flavor. The importance of coffee is so great that it has been the main source of foreign exchange for the country with 5.3 of the Gross Domestic Product (GDP) and with a production of one million fifty thousand sacks by January 2020. However, its cultivation is mainly carried out by low-income coffee families, with very little access to technologies that help reduce the effect of the plagues that affect the plant. While real-time image processing can be computationally expensive, a low-cost artificial system reduces costs for damage and care of the plant because farming families can access these tools at low cost and use them to reduce the spread of disease and artificial intelligence strategies can increase crop performance if they are made accessible to people with modest education and purchasing power.

The production and conservation of quality coffee are very difficult for small producers. In Colombia, only Arabica coffees are cultivated, which differ from the Canephora coffees (Robusta coffees) because they are soft, and of greater acceptance in the world market. The harvest is mostly done by small coffee-growing families of medium and low profile. Some plagues attack and make the plant sick, reducing the production and affecting the quality and flavor. These problems have increased considerably in the last decades worldwide, which has affected quality and quantity indicators. Among the most important pests that affect the coffee plant are Coffee Leaf Rust (CLR), the Coffee Borer Beetle (Hypothememus Hampei), the Coffee Leaf Miner (Leucoptera Coffeella), the Citrus Mealybug (Planococcus Citri), the Coffee Stem, and Root Borer (Plagiohammus Colombiensis), and the red spider. Also of importance are the Iron Spot (Cercospora Coffeicola), the Lint Disease (Corticium Koleroga), the Cock’s Eye (Mycena Citricolor), and the Anthracnose (Colletotrichum Coffeenum). The varieties of Arabica found in Colombia are Tipica (susceptible to CLR), Borbón, Maragogipe, Tabi (resistant to CLR), Caturra (susceptible to CLR), and Colombia variety (resistant to CLR).

Another important factor that negatively affects the cultivation of coffee, and that favors the propagation of plagues and their diseases, is related to the climatic variations of the planting areas. These climatic variations in addition to affecting the growth of the plants tend to increase the aggressiveness of the pests. It has been observed that height affects the intensity of CLR aggression, which is greater in the lower areas with higher temperatures.

Prevention and timely diagnosis are essential to stop the advance of pests. Identifying pests at an early stage of infection greatly increases the chances of successful treatment. There are methods for determining the diseases of any plant, such as taking samples of vegetative tissue to a specialized laboratory or bringing an expert agronomist to the crop site. In any of these cases, the disadvantages for the farmer are centered on the time needed to obtain the results and the costs involved. This is why the design of autonomous systems using artificial vision and pattern recognition techniques, as well as some classification algorithms, has been considered for the development of preliminary diagnostic tasks. In this way, the coffee grower can identify the possible disease, its propagation, and with experts and specialists coordinate more
quickly and with less cost the correct treatment [23], [24].

Several of the diseases and plagues that are threatening the cultivation of coffee also produce visually detectable effects [25]. The visible effects have been studied as possible indicators of their presence, thanks to the fact that they present specific characteristics [26]. Among these specific characteristics are abnormal coloring of the leaves, deformation of the leaves, and signs of dehydration. These particular characteristics can be used for the process of diagnosis of the disease, or in the opposite case, to diagnose the plant as healthy. RLC is considered by many to be the most severe disease of the coffee crop since it causes the premature fall of the leaves, leading to the death of the plant. The disease has caused great production losses in countries in Asia, Africa, and the Americas. Once the disease appears and establishes itself in a place, it has not been possible to eradicate it, despite multiple strategies implemented by the producing families [27]. It is characterized by pale spots on the underside of the leaves that over time become large yellow or orange spots with the presence of a yellow powder (the spores of the fungus) [28].

In the case of the Cock’s Eye disease (Mycena Citricolor), small circular or oval spots are observed, slightly sunken, with a diameter of 6-10 mm on the leaves [29], [13]. The lesions start as dark brown spots with an undefined border, which when reaching their final size present a well-marked border, with little or no chlorosis around them, and can be light brown, grayish, or reddish-brown, with a papery and dry appearance.

Iron Spot (Cercospora Coffeicola) is another important disease that attacks coffee cultivation. It is caused by a fungus that affects the plant in various stages, beginning in the nursery [13]. It is visually characterized by brown spots with a yellowish halo that contrasts with the normal leaf tissue. As the disease progresses, the size of the spot increases, causing the tissue to die. The most serious damage occurs to the fruit, but also affects the leaves. It is transmitted by the fungus Cercospora Coffeicola, and its spot is particularly prevalent in the nursery and on unshaded coffee plantations. In the fruits the infection starts through wounds or exposure to the sun forming lesions similar to those on the leaves, but which eventually stop being circular to become elongated and dark.

Each disease produces characteristic damage to the plant. These damages visually generate geometrical and colorimetric parameters that can be identified through digital image processing [30], [31]. One of the most powerful strategies for image categorization is the convolutional neural networks, which have demonstrated to have a very high capacity to identify information in unknown images after training with categorized cases [32], [33]. Therefore, it is possible to use a neural model to design an embedded, autonomous, and low-cost system capable of identifying in real-time diseases of the coffee plant leaves [34].

The rest of this article is organized as follows. Section II describes the functional characteristics of the embedded system and the working environment of the equipment, which define the design profile of the system. Section III describes the model developed for the detection of anomalies in the coffee leaf, as well as the characteristics of the hardware used, and its configuration. The results that demonstrate the behavior of the classification model are given in Section IV, and in Section V the conclusions of the research and development are presented.

II. PROBLEM STATEMENT

The sustainability of agriculture depends on many factors, including the ability to reduce food losses due to infections caused by bacteria, viruses, and fungi. In this sense, early detection of crop diseases drastically reduces the spread of illnesses, and therefore economic losses. Solution strategies should be developed focusing not only on the nature of the crop in question but also on the social conditions under which production takes place. Our research focuses on the identification of diseases common to the coffee plant, which is why we sought to develop a system that could examine in real-time the leaf of the plant, the place where diseases can be identified. This system aims to detect possible changes in the leaf of the plant that could signal an infection.

The objective of this research is to develop an embedded system for the autonomous and on-site diagnosis of coffee diseases. Other important features of the system include low cost and ease of operation. Among the design features, the need for autonomous operation stands out given the impossibility of connection for the deployment of complex models. In addition, to these features, portability and high performance also limit the hardware characteristics to be used.

Among the machine learning schemes evaluated as automatic categorization schemes, those based on deep networks presented the highest values in the evaluation metrics. Consequently, a deep model that can be run in real-time on limited processing hardware should be chosen for implementation. Such a system should have a digital camera for image capture, and the appropriate framework for digital processing. The categorization model must extract the image parameters with the diseases to be identified, so a specific dataset for the problem is required. It should also facilitate the interpretation of results by the user, so the images captured by the user should be labeled according to the diagnosis (Fig. 1).

To design the model, the most frequent diseases that cause the most damage to the plant and coffee production were selected. For these images, we used public databases categorized by experts in the plant. We used 1250 images with a size of each of 2048 × 1024 pixels, corresponding to Arabica coffee leaves separated into five categories, each category with 250 images. The number of images in each category was kept the same (250) to avoid bias in the model. The first category (category 1) corresponds to healthy leaves, the other four categories correspond to leaves affected by four common plant diseases (each leaf has only one of the diseases): Coffee Leaf Miner (CLM, category 2), Coffee Leaf Rust (CLR, category 3), Phoma Leaf Spot (Phoma Tarda, category 4), and Iron Spot (Cercospora Coffeicola, category 5). Fig. 2 show the detail of the images in each of the categories.

Before training the model, the images will be pre-processed using segmentation and labeling filters to remove the background of the image and keep only the leaf. Color adjustment filters will also be used to enhance the images. In this way, we seek to ensure that each image has the visual information that a human expert would identify. The same processing is applied to the images used in the training as well as those used for model validation (Fig. 3). The system must have a visual
Fig. 1. Pipeline of the Proposed Embedded System.

Fig. 2. Sample Images from the Dataset. (a) Healthy Leaves, (b) Coffee Leaf Miner (CLM), (c) Coffee Leaf Rust (CLR), (d) Phoma Leaf Spot (*Phoma Tarda*) and (e) Iron Spot (*Cercospora Coffeicola*)

output in which the user can observe the damage identified on the leaf in real-time. In principle, a screen should be available in which this image is constructed by superimposing on the frame captured by the camera the information related to this labeling and the information related to the categorization.

Among the possible deep models, the best performance was obtained with the ResNet (Residual Neural Network). Convolutional neural networks have convolution layers (convolution filters) that have the effect of filtering the image with a previously trained kernel, capable of detecting primitive features such as lines or curves. Over several layers, the neural network learns to identify these features along with the training data set. The ResNet50 architecture is selected as the topology given its smaller comparative size (fewer parameters), and high initial test results. This feature is achieved thanks to its design, the network topology contemplates short forward connections from the previous layers, which has been observed to increase its accuracy.

III. Methods

The system is composed of three processing modules: leaf detection unit, preprocessing unit, and DNN (Deep Neural Network) based model (Fig 1). These modules are sequential, the output of one functions as input to the next. The first one corresponds to a set of filters applied to the input image that seeks to identify the morphological characteristics of the leaf in the video frames. These filters look for leaf shape regardless of orientation or background, but prioritize shapes of relative size to the frame, thus requiring the user to focus on individual plant leaves. These initial filters reduce processing
requirements by identifying an area in which the second module’s preprocessing is applied. The preprocessing module receives as input an area in the frame on which segmentation and labeling are applied to identify areas of the region with characteristics different from those expected in a healthy leaf. This information is transferred to the output screen for user documentation but is also used to precisely delimit the region containing the leaf, which feeds the next module. Finally, this information enters the DNN module, which propagates the network in the trained model, and defines the most likely disease. This information is also displayed on the screen for the user.

The ResNet network was trained with public images corresponding to different databases. The selection of the images considered criteria related to the effect of the disease in the region of interest, the severity of leaf damage, and image capture conditions (real environment and/or laboratory). The images in the dataset were filtered to remove the background, center the leaf on the image, and improve its color level [35]. Also, they were randomly mixed within the stack to improve the performance of the network. To facilitate training and reduce resource consumption, the images were scaled to 256 × 256 pixels in RGB format. Although the aspect ratio of the images was altered, this does not alter the visual information related to the images, but it does facilitate the design of the neural network.

For neural network training, the color matrices of the images, which make up the input parameters, were normalized to color depths in the range of zero to one. Besides, the 1250 images were randomly separated into two groups, the first group with 80% of the images (1000 images) for neural network training, and a second group with the remaining 20% (250 images) for model validation purposes. For the design of the network structure, the size of the input images is taken into account, 256×256×3 = 196,608, which defines the total number of input nodes. The number of output nodes is defined by the number of network categories, which in our case are five categories, so five output nodes. In the output, a one-hot coding structure was defined to define these five output categories.

The ResNet50 model is a variant of ResNet with a total of 48 convolution layers, along with 1 MaxPool layer and 1 Average Pool layer. The network has a total of 23,597,957 parameters, of which 23,544,837 were adjusted during training. Of these parameters, 10245 corresponded to the dense output network. As optimization function in the model, we use the stochastic gradient descent function. In the optimization we use as error measure the categorical hinge function. During the training, we calculated in each epoch the values of accuracy (or hit rate) and MSE (mean quadratic errors) metrics to observe the performance of the network throughout the training. The final model was trained over 300 epochs with a batch size of 32. Throughout the training, the accuracy increased from 23.3% to 96.5% for the training data.

We selected Arrow Electronics’ DragonBoard 410c development board as the platform to evaluate the performance of our neural model as an embedded system. We chose this board for both cost and performance. This board has a Qualcomm APQ8016e 64-bit quad-core processor, Wi-Fi, Bluetooth, and GPS connectivity, and support for Windows 10 IoT Core, Android 5.1, and Debian 8.0. To evaluate the performance of our model, we use Keras 2.4.3 and Tensorflow 2.3.0 installed above Linux Debian OS. Additionally, we used numpy 1.18.5, scipy 1.4.1, scikit-learn 0.22.2, Pillow 7.0.0, glob2 0.7, matplotlib 3.2.2, cv2 4.1.2.30, seaborn 0.11.0, and pandas 1.1.2.

IV. RESULT AND DISCUSSION

The performance of the model was evaluated based on the behavior of the categorization system with the validation images, in this way it was possible to quantify the performance under ideal conditions. The final tests of the prototype were performed in the laboratory with leaves collected directly in the field by the research group. These tests allowed validation of the detection and preprocessing modules.

For the case of the final DNN model tuned for implementation, training was performed over 300 epochs, and accuracy (Fig.4) and loss values (Fig.5) were recorded for both training and validation data. The error produced by the training data is continuously reduced throughout the whole process, reaching a final value of 0.07. An equivalent behavior is observed for the accuracy of the training data, which increases continuously throughout the training process from 23.3% to 96.5%. The behavior of the validation data is not as uniform, but an overall reduction of the error at the end of the training process is observed, which although it is lower than that achieved by the training data, keeps decreasing in parallel, guaranteeing the non-existence of overfitting (final loss value of 0.56). The accuracy of the validation data also has a uniformly increasing behavior, parallel to the training data, increasing continuously throughout the training process (final value of 71.5%). These data, while not guaranteeing a perfect classification, do provide for the application of an adequate classification of the analyzed images.

The confusion matrix provides a quick picture of the classification capability of the model as it explicitly shows when one category is confused with another. This allows working separately with different types of error, as well as calculating different model performance metrics. We calculate the confusion matrix for our model using the images from the validation group (unknown images for the model) and assign a heatmap with light colors for the highest number of true
positives, and dark colors for the opposite cases (Fig. [5]). The diagonal of the curve clearly shows that the model correctly classifies most of the unknown images. For example, for the healthy leaves’ category, 22 of the images were correctly classified in the first category, and for the CLM category, the best performing category, 45 of the images were correctly classified.

To evaluate the performance of the model in a specific way, we calculate the accuracy, recall, f1-score, and support metrics for each of the categories with the validation images (the 250 unknown images for the model). The average precision of the model (percentage of correct positive predictions among all positive predictions) was 73%, with an exceptional classification of diseased leaves with Phoma Leaf Spot (84% precision) and healthy leaves (92% precision). However, the classification of diseased leaves with Coffee Leaf Rust was considerably low (42% precision). The values of recall and f1-score show similar results to those shown by the precision, in the case of recall (percentage of correct positive predictions among all positive predictions that could have been made) some measure of the wrong positive predictions is presented, in this case, the average value drops a little to 64%, which is very similar to the precision value, but the recall for the leaves that are healthy drops to 41%, and the value for the leaves that are sick with Coffee Leaf Rust goes up to 88%. The f1-score corresponds to the harmonic mean of precision and recall, so the above peaks are averaged out at 64%. For the classification model of our project, these values are good enough to support the development of the prototype.

We also calculated the ROC curve (Receiver Operating Characteristic) of the neural model (Fig. [7]). This curve graphically shows the sensitivity of the model (ratio of true positives to the ratio of false positives) to variations in the discrimination threshold between categories. In this sense, high average values (0.87) and high values per category (0.85 to 0.93) of true positives versus false positives are observed.

Laboratory tests of the prototype showed not only the correct operation of the classification model within the metric margins but also how the leaf detection and preprocessing modules facilitate the work of the deep model. The need to evaluate the impact of these modules on the overall performance of the system is raised in future work. The capability of the DragonBoard 410c development board to run the software in real-time will also be verified.

V. Conclusion

Early and on-site detection of diseases in coffee crops is of great importance to avoid harvest losses, and to schedule the correct spraying processes. In this sense, in this work, we propose an embedded system based on machine learning for the detection of diseases in the coffee plant. This system is intended to be used directly in crops by farmers without technical knowledge, so its design, in addition to the characteristics of the plant and its diseases, considers aspects of use, cost, and performance. These characteristics of the system constitute the major contribution of the authors in the research.

For the design of the classification model, we selected four high impact diseases for this crop: Coffee Leaf Miner (CLM), Coffee Leaf Rust (CLR), Phoma Leaf Spot (Phoma Tarda), and Iron Spot (Cercospora Coffeicola). Healthy leaves were also assigned a category. These diseases produce visible damage in the coffee leaf that can be identified and classified by image processing. In this sense, we selected a deep neural network type ResNet (Residual Neural Network) to identify and learn the characteristics of the leaves and their diseases. This neural network was selected due to its high performance and lower number of parameters compared to other topologies, including other larger ResNet models. The architecture of the
ResNet network was adjusted for input images of $256 \times 256$ pixels in RGB format, 50 layers of depth (ResNet50), and five output categories. The database was made up of 250 images in each category, and 80% of them were used for training (1000 images) and 20% for model validation. The training was carried out over 300 epochs taking care not to overfitting the network. To fine-tune the parameters, the error was evaluated using the categorical hinge function, and optimized using the stochastic gradient descent function. The final accuracy achieved by the model was 96.5% for the training data and 63.6% for the validation data (images unknown to the model). This model was implemented on a DragonBoard 410c from Arrow Electronics, running a Debian OS. Preliminary results show low resource consumption and acceptable performance for real-world implementation. Detection of diseased leaves exceeds 91% of cases, and correct disease identification is 64% in the worst case. Research continues to strengthen the training database, apply further fine-tuning to the hyperparameters, and evaluate the impact on the performance of the digital image processing modules.
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Deep Learning-based Hybrid Model for Efficient Anomaly Detection
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Abstract—It is common among security organizations to run processes system call trace data to predict its anomalous behavior, and it is still a dynamic study region. Learning-based algorithms can be employed to solve such problems since it is typical pattern recognition problem. With the advanced progress in operating systems, some datasets became outdated and irrelevant. System calls datasets such as Australian Defense Force Academy Linux Dataset (ADFA-LD) are amongst the current cohort containing labeled data of system call traces for normal and malicious processes on various applications. In this paper, we propose a hybrid deep learning-based anomaly detection system. To advance the detection accurateness and competence of anomaly detection systems, Convolution Neural Network (CNN) with Long Short Term Memory (LSTM) is employed. The raw sequence of system call trace is fed to the CNN network first, reducing the traces’ dimension. This reduced trace vector is further fed to the LSTM network to learn the sequences of the system calls and produce the concluding detection outcome. Tensorflow-GPU was used to implement and train the hybrid model and evaluated on the ADFA-LD dataset. Experimental results showed that the proposed method had reduced training time with an enhanced anomaly detection rate. Therefore, this method lowers the false alarm rates.

Keywords—Anomaly detection; system call sequence; convolution neural network; long short term memory

I. INTRODUCTION

Intrusion detection is the procedure of recognizing malicious behaviors on the network [1]. There are two kinds of intrusion-based detection systems. They are network-based [2] and host-based [3]—network-based examines the traffic on the network and the set of protocols to govern the conceivable intrusions. Pattern matching procedures were used earlier by analysts [4]. Packet header of the data, string and port data are among the few matching features used. Such features improve the consistency and suitability. Particle swarm optimization, gray wolf algorithm, genetic algorithm are some of the current feature selection algorithms [5, 6]. The genetic algorithm runs to the issue of moderately outsized randomness; the gray wolf algorithm traps easily in the local optimum. Host-based intrusion detection system investigates the system maneuver data such as the log files and audits for anomalous pattern behavior. Learning-based methods are popular compare to the rule-based system with the increasing complexity of the environment [7]. Support Vector Machine, Decision Tree, and Random Forest are some of the traditional machine learning algorithms [8, 9, 10, and 11] applied for host-based intrusion detection systems. Hinton projected the idea of deep learning first in 2006 [12]. Deep Learning learns the complex patterns of the data in both supervised and unsupervised ways. Hence, deep learning based algorithms are widely used in natural language processing areas, image processing areas, etc. In recent years, scholars started smearing deep Learning based algorithms to solve intrusion detection problems. To reduce the dimensionality of features and extract meaningful patterns, autoencoders are widely used. It encodes the high-dimensional input data into lower dimension subspace. Convolution Neural Network extracts the significant features from the image data (Gray Scale or Color). Chawla et al. [13] applied stacked CNN and achieved an accuracy of 0.81. Diep et al. [14] focused on custom CNN with word embedding followed by Bi-LSTM and achieved a score of 0.96. In this work, we study the application of learning-based Convolution Neural Network (CNN) and Long Short Term Memory (LSTM) algorithm with optimization of hyperparameters to detect the anomalies [15] with reduced and efficient neural architecture and in optimized training time. The second focus is on the training time of the hybrid model. The training time of the proposed hybrid model is significantly reduced compared to the baseline models. The rest of the divisions are as follows. In Section 2, we discuss the related work on anomaly detection systems. The dataset is explained in Section 3. Next, we provide explanation of proposed framework in Section 4. Next, in Section 5 we explain the experimental results and finally we conclude in section 6 with future work discussion.

II. RELATED WORK

A system call is a call made by a program to the kernel for a service. Its system calls sequence can analyze the behavior of the process. Such traces are used to classify a process as normal or malicious in a host-based intrusion detection system. For such behavior classification of a process, numerous data representation methods can be found in the literature. Sequence n-gram model [16, 17] and pair-gram [18, 19] are among the few representations to extract the meaningful features from the trace of system call. Information retrieval and Natural language processing (NLP) techniques can be used by treating an individual system call as word and the trace of system call as the document. Vector space model and Boolean model-based document representation approach are used to extract the features from the traces. X. Wang et al. [20] extracted the feature using the Boolean model with n-gram approach and further applied the Support Vector Machine algorithm for classification purposes. Vector space model was used by K. Rieck et al. [21] with polynomial function for categorizing the traces of system call. As a distance metric, Y. Liao [22] used a
vector space model with a k-nearest neighbor classifier with cosine similarity. Nonetheless, such a classification system considers the system calls frequencies and not its sequence. System call trace datasets like DARPA [23] and University of New Mexico [24] were widely used by researchers for training the learning-based algorithms for analyzing the behavior of the processes. Nevertheless, with the advanced modernization of complex operating systems, these datasets are becoming irrelevant. ADFA datasets by G. Creech et al. [25, 26] are currently used to benchmark the evaluation of intrusion detection systems based on a system call. They used short sequences and a projected model for anomaly detection. It has an extensive pool of system call traces. They trained one-class SVM, Hidden Markov Model, and Extreme Learning Machine algorithms. With one-class SVM, the author achieved 80% accuracy and 90% with ELM [27]. It is a time-intensive task for learning a vocabulary of all sequences. Miao Xie et al. [28] uses principal component analysis [29] to reduce the dimensionality of features on the ADFA-LD dataset and further train k-means clustering and k-nearest neighbor algorithms. There resulted showed an additional endeavor, they achieved an accuracy of 70% by training one-class SVM. The results and experiments in the proposed work are mostly on the supervised classification [30, 31]. Thus, in this work, we implemented a hybrid learning-based approach.

III. ADFA-LD DATASET

Australian Defense Force Academy generated the ADFA-LD host-based intrusion detection dataset. Linux system calls are being recorded in this dataset. To communicate between the user and kernel mode, standard interfaces are provided by the Linux kernel. The programs in user-mode have very partial reference to hardware devices for accessing the resources of systems, read and write to the device, and new process creation. Every system call has a unique identifier number on the sequence trace. The host designed to characterize a recent Linux server which logs the traces of system calls during a specified period. Authentic programs functioned in normal behavior during such sampling period. The constituted Linux server comprises of file distribution, remote access, database, and web server type of functionality. Entirely patched Ubuntu 11.04 operating system with Linux kernel 2.6.38 was used. For access to services on the web, Apache 2.2.17 and PHP 5.3.5 were configured. Secure Shell Protocol, MySQL, and File Transfer Protocol with their default ports were permitted. As a collaborative web-based tool, TikiWiki 8.1 was installed. Subsequently, various cyberattacks listed in Table I are injected to generate the abnormal traces.

<table>
<thead>
<tr>
<th>TABLE I. ADFA-LD DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trace Type</strong></td>
</tr>
<tr>
<td>Hydra-FTP</td>
</tr>
<tr>
<td>Hydra-SSH</td>
</tr>
<tr>
<td>Webshell</td>
</tr>
<tr>
<td>Java Meterpreter</td>
</tr>
<tr>
<td>Meterpreter</td>
</tr>
<tr>
<td>Add user</td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>Validation</td>
</tr>
</tbody>
</table>

IV. PROPOSED FRAMEWORK

Fig. 1 depicts the overall framework. There are three phases. Dataset Collection, Data Engineering and Training of the Detection Algorithm with the final testing.

Phase-1: Data Collection
We employed the ADFA-LD dataset which is explained in Section 3.

Phase-2: Data Engineering (Preprocessing)
The following tasks are performed:
- Windowing the sequence of the system calls as input and output and performing the encoding of the target category [32].
- Applying stratified sampling and divide the dataset into train, validate, and test.

Phase-3: Algorithm Training.
In this phase, the hybrid model is trained as discussed below:

A. Training of the Model
A hybrid deep learning-based Convolution Neural Network with long short term memory algorithm is trained in this phase.

1) Convolution neural network: It is a type of neural network, as depicted in Fig. 2, which is widely used for images dataset. It is used for image segmentation, classification, etc.
There are two layers in CNN architecture. They are:

a) **Convolution layer**: This layer applies convolution operation on the input image to extract the meaningful feature. Each pixel value of the image is multiplied by the corresponding filter value, and finally, all the values are added.

b) **Pooling layer**: This layer is used to reduce the dimensionality of the images. There are different types: Max-Pooling, Min-Pooling, Mean-Pooling, etc.

Rectifier Linear Unit (ReLU) activation function is applied to deal with the non-linearity of the data. Finally, a fully connected dense layer is employed to predict the outcome.

2) **Long short term memory** LSTM has memory cells. Numerous gates are attached to the LSTM system to mitigate the vanishing gradient problem of the RNN [33]. These gates behave like a memory. The memory update occurs with the read of an input by the cell. It has the following four gates:

I gate: It enhances the updation of the new incoming memory.

O gate: It updates the new hidden state by selecting the new memory cell info.

F gate: It regulates the amount of old information to be discarded.

M gate: It creates new memory.

For a example dataset of U={U₁, U₂, U₃, U₄, U₅} as input to network, it updates the above four gates values to learn the output variable. It is updated as follows:

\[(z_t, d_t-1, s_t-1) \rightarrow (d_t, s_t)\] (1)

\[i_t = \sigma (k_i z_t + k_i d_t + k_i a_t - 1 + j_i)\] (2)

\[f_t = \sigma (k_f z_t + k_f d_t - 1 + k_f a_t - 1 + j_f)\] (3)

\[a_t = f_t * a_t - 1 + i_t * tanh (k_o z_t + k_o d_t - 1 + j_o)\] (4)

\[y_t = \sigma (k_s z_t + k_s d_t - 1 + k_s a_t + j_s)\] (5)

\[d_t = y_t * tanh (a_t)\] (6)

where \(j_i, j_o, j_s, j_o\) represents the bias units for I, F, O, and the memory cell, respectively. Next, \(k\) denotes the weight vector, and \(a\) denotes memory state with output of intermediate layer’s as d as shown in Fig. 3.

We developed and trained the hybrid CNN [34] with LSTM model architecture shown in Fig. 4. To optimize the hyper-parameters value, we use the K-fold technique with K being 10 [35]. The proposed architecture has a custom ConvLSTM2D layer. This layer takes the raw system call sequences of normal operation as input. The convolution layer applies the convolution operation followed by the pooling technique to extract the meaningful features from the sequences. We use a kernel size of (1,2) with 64 filters. Next, the extracted sequence is fed to the LSTM layer, which learns the patterns of the normal behavior of the sequences. TimeDistributed layer is applied to pass the hidden output at every time step. Finally, the output is flattened and passed to a fully connected dense layer, predicting the final result.

The following metric is used to evaluate the model.

Mean Squared Error (MSE): It finds the square deviations between predicted and actual value.

\[MSE = \frac{1}{N} \sum (Y - \bar{Y})^2\] (7)

\(N\) is the total data points, \(Y\) is the actual ground-truth label, and \(\bar{Y}\) is the predicted label.

**B. Optimization of the Model**

We use the validation part of the dataset for optimizing the hyper-parameter [36, 37] for the hybrid model. Parameters that are tuned are as follows:

- **Number of Epochs**: Total amount of time, data is passed to the model.
- **Batch-size**: Total count of data sequence given to the model to calculate the loss and update the weight. After the fine-tune optimization, test data is used to evaluate the model.
V. EXPERIMENTAL RESULTS

The hybrid model was trained with activation function namely Rectifier Linear Unit. The optimal accuracy rate is achieved with a batch-size of 128. While training the deep neural network, the size of the batch is one of the critical hyper-parameter to be tuned. Stochastic Batch, Batch, and Mini-Batch are the three variants of batch sizes. The model waits till the end of the processing to update the weights in batch variant. Next, model updates the weights after every input sequence in stochastic batch approach. Model updates the weights after every batch in minibatch approach. We train the hybrid model with mini-batch of {16, 32, 64, 128, and 256}. At each batch value, the accuracy value is shown in Table II. The highest accuracy of 0.961 is achieved with a batch value of 128. Fig. 6 and 7 depicts the accuracy and loss at each epoch. After 100th Epoch, the accuracy and loss didn’t change much. With the proposed hybrid approach, we achieved 96% accuracy rate and 0.04% loss. The comparison with baseline is given in Table II.

VI. CONCLUSION

Intrusion-based detection algorithms exert on the postulate that normal events differ from abnormal events. Anomaly detection algorithms learn a program’s behavior during its normal operation. Process behavior is defined by the occurrence of the system call in a particular sequence. We proposed a hybrid deep learning-based CNN with an LSTM model to detect the anomaly in the sequence of system calls. CNN was used to extract the meaningful features, and LSTM was used to learn the patterns of the sequence from the reduced features. The model is trained with the normal process behavior and tested against the normal and malware-infected process. We use the ADFA-LD dataset to test our proposed hybrid model. We achieved an accuracy rate of 96% with a reduced time.

This work can be extended by applying the AutoEncoder neural network to reduce the dimensionality of the data further. Furthermore, numerous natural language processing-based algorithms can be trained, such as Bi-Directional LSTM and Transformers for comparative analysis.

REFERENCES


An Ensemble Deep Learning Approach for Emotion Detection in Arabic Tweets
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Abstract—Now-a-days people use social media websites for different activities such as business, entertainment, following the news, expressing their thoughts, feelings, and much more. This initiated a great interest in analyzing and mining such user-generated content. In this paper, the problem of emotion detection (ED) in Arabic text is investigated by proposing an ensemble deep learning approach to analyze user-generated text from Twitter, in terms of the emotional insights that reflect different feelings. The proposed model is based on three state-of-the-art deep learning models. Two models are special types of Recurrent Neural Networks (RNNs) (Bi-LSTM and Bi-GRU), and the third model is a pre-trained language model (PLM) based on BERT and it is called MARBERT transformer. The experiments were evaluated using the SemEval-2018-Task1-Ar-Ec dataset that was published in a multilabel classification task: Emotion Classification (EC) inside the SemEval-2018 competition. MARBERT PLM is compared to one of the most famous PLM for dealing with the Arabic language (AraBERT). Experiments proved that MARBERT achieved better results with an improvement of 4%, 2.7%, 4.2%, and 3.5% regarding Jaccard accuracy, recall, F1 macro, and F1 micro scores respectively. Moreover, the proposed ensemble model showed outperformance over the individual models (Bi-LSTM, Bi-GRU, and MARBERT). It also outperforms the most recent related work with an improvement ranging from 0.2% to 4.2% in accuracy, and from 5.3% to 23.3% in macro F1 score.

Keywords—Deep learning; emotion detection; transformers; RNNs; Bi-LSTM; Bi-GRU

I. INTRODUCTION

Twitter is a famous 24/7 active social media platform with many signed users sharing their activities, thoughts, and feelings at any time. People post tweets, stream live videos, chat with each other, companies create and manage a lot of marketing campaigns to promote their products, and even much more services are provided.

These days no one can give up using online social networks because it makes them feel connected all the time. Also, they can express their feelings and emotions whether they are happy, sad, surprised, anticipated, or any other feelings during their online activities.

A lot of expressions and words in our daily written text over the web may reflect our feelings. Not only that but also it may affect other people significantly because we believe that every simple word reflects an impact. For example, posting a tweet like that:

“I got COVID-19 twice even though I have been vaccinated the vaccine is useless”,

Such simple words can kill a lot of people affected by that virus. Elderly people who have chronic diseases will realize that death is their next step because it makes them feel frustrated. By analyzing that content, everything that may affect a lot of people can be controlled. For Example, social networks can utilize a model for emotion detection in their platforms as an option to prevent such disappointing statuses from being appeared in their customers' timelines. In this way, they can control and restrict anxiety, frustration, and much more.

Emotion Detection or ED is one of the hottest research topics in the field of Natural Language Processing (NLP). ED is considered different from Sentiment Analysis (SA), where SA task is to recognize polarities from text such as positive, negative, or neutral. On the other hand, ED aims to get emotional insights from what has been typed [1].

When reading a tweet, it may reflect one of the following feeling polarities (positive, negative, or neutral). This study is not focusing on the detection of these polarities, but it goes deeper to detect different emotions like (joy, anger, surprise, etc.).

Scientists have summarized ED activities in a set of approaches that determine how exactly emotions are represented. The most famous emotional model is the Discrete Emotion Model (DEM) like Ekman’s model which contains six basic emotions which are anger, fear, disgust, happiness, sadness, and surprise. The other models are Dimensional Emotion Model (DiEM) like Plutchik’s Emotion Model and Russell’s Circumplex Model [2][3].

Suppose a text presented in a user-generated tweet like this: “غضب دفين يفقد الأشياء الواقعة لتتصبح رمادية وتتقدم لذة الحياة”, humans can simply understand the context of this sentence by understanding each word based on the understanding of previous and next words. Also, they can understand the implied emotion of the user who posted the tweet (tweeter) which is sad or angry.

Words in a sentence are linked with each other’s in a certain sequence to form a meaning, understanding that meaning is called “Contextual Understanding”. Traditional machine learning techniques cannot understand the context very well. Deep learning (DL) sequence models can be utilized to make machines simulate human understanding.

Sequence models such as Recurrent Neural Networks (RNNs) can understand the context by memorizing words and getting the relationships between them. But they have shown some shortages known by the problems of vanishing and
expanding gradients. Accordingly, new generations of RNNs have been developed to overcome that shortage. For example, LSTM and GRU models can deal with long-term dependencies and tackle the problems mentioned above.

Although there is a lack of Arabic resources and research studies on Arabic contextual understanding, different Arabic language models were developed to support this point. The most famous one is called AraBERT [4] which is an Arabic pre-trained language model (PLM) based on Bidirectional Encoder Representations from Transformers (BERT) [5]. AraBERT was pretrained using more than 20GB of Arabic text from different sources like Arabic Wikipedia, Arabic news websites, and others. It is based on Modern Standard Arabic (MSA), and it gets better results when fine-tuned using MSA datasets. PLMs are considered a part of Transfer Learning (TL) that support the research in this area and tackle the problem of limited resources. Other models were pretrained based on both MSA and Arabic Dialects (AD) like MARBERT PLM that is utilized in this study.

State-of-the-art neural networks (Bi-LSTM, Bi-GRU, and MARBERT) have been ensemble to deal with a multilabel classification task for emotion detection in user-generated Arabic tweets that were collected and shared during SemEval-2018 task-1: Affect in Tweets.

In Section II, related work is discussed. Section III discusses the proposed ensemble model. In Section IV, empirical results and discussion are investigated. Finally in Section V, the conclusion and future work.

II. RELATED WORK

A lot of research studies have been conducted to get emotional insights and understand the context of English text. Unfortunately, there exist few studies related to the Arabic language because of different challenges related to the complexity of this language, the lack of existing Arabic resources, and different available Arabic dialects. Attention to the analysis of the Arabic language has increased in the last decade due to the need for digital transformation in Arab communities. The Arabic language has a lot of different dialects that are spoken by around 422 million speakers all over the world which is considered a big challenge in the analysis. In the following subsections, ED generic and closely related studies are discussed.

A. Survey Studies

Alswardan et al. [6] surveyed the state-of-the-art approaches related to emotion detection ED in the textual content for English and some other languages. They mentioned the available resources (corpora and lexicons) for working with ED tasks and addressed some challenges like (I) The challenge of detecting implicit emotions which are hidden in the text. (II) The problems related to size and quality in the available datasets. (III) Limited resources in some languages like Arabic.

Another survey study by Acheampong et al. [7] investigated the ED problem in text content by mentioning all available emotion-related datasets like (ISEAR, SemEval, EMOBANK, EmoInt, Cecilia Ovesdotter Alm's Affect data, Daily Dialog, AMAN'S Emotion, Grounded Emotion data, Emotion-Stimulus data, Crowdsourcing, MELD, Emotion and Smile dataset). Also, they have mentioned the different approaches used to analyze and detect the emotional insights from that data (the rule construction approach, ML approach, and the hybrid approach). And they have made a comparison between different related works in terms of (used approaches, datasets, and limitations).

Similarly, a Systematic Literature Review (SLR) was introduced by William et al. [8] and listed the closely related studies used for text-based depression detection. Also, they aimed to identify and analyze different text-based approaches for the early detection of depression in social media posts. Their results showed that using BiLSTM along with the attention model performs well on depression-related textual data. They also made an experiment by using a BERT-based model and achieved better results compared to the studies mentioned in the SLR. Their experiments used a BERT-based model for the classification task. They also suggested a new method to deal with long sequences by summarizing the text before feeding it into the model. The model depends on a dataset crawled from Reddit.

B. Utilizing Traditional ML and DL Models

Mohammad et al. [9] shared a task called “Affect in Tweets” in the SemEval-2018 competition, which includes a list of subtasks for detecting the emotional states of the tweeters from their text-based tweets. They streamed and annotated some Arabic tweets to form twitter-based labeled datasets represented in three different languages English, Arabic, and Spanish. About 200 team members participated in this competition. Different ML and DL algorithms like (Bi-LSTM, CNN, Gradient Boosting, Linear Regression, Logistic Regression, LSTM, Random Forest, RNN, and SVM) were used. Badaro et al. [10] improved the performance of the emotion classification task by utilizing a pre-trained word embedding model (Aravec) and achieved the best evaluation metrics for (Arabic EC subtask) by using SVC L1 classifier that achieved 48.9%, 61.8%, 46.1% for accuracy, micro f1, and macro F1 scores respectively.

Baali et al.[11] presented a study for classifying emotions in tweets written in the Arabic language. They have used Convolutional Neural Networks (CNN) trained on top of trained word vectors. They compared the results of their approach with three ML algorithms (SVM, NB, and MLP). Their proposed approach was evaluated on the Arabic dataset provided by SemEval for the emotion intensity ordinal classification task (EI-oc). Their results were 99.90% as training accuracy, and 99.82% as validation accuracy.

Khalil et al. [12] proposed a Bi-LSTM deep learning model for the task of emotion classification (EC) in Arabic tweets that were shared SemEval-2018 competition. They have merged the dataset files into only one file to use in the cross-validation process. Aravec with CBOW for the word embedding phase has been used. Their results have shown [Jaccard Accuracy 0.498, Micro Precision 0.695, Micro Recall 0.551, and Micro F1 score 0.615].
C. Utilizing Pre-Trained Language Models (PLMs)

One of the challenges of ED in Arabic text is the limited resources of the Arabic language. As a result, Transfer Learning has been emerged to help pre-train an NLP model on one large dataset and then quickly fine-tune the model to adapt to other NLP tasks. Also, the nature of that dataset may affect the fine-tuning process i.e., if the model was pre-trained on a dataset containing emotional-related content it will give the best results in ED tasks compared to the model that was pre-trained using other natures of data. Also, some of the existing PLMs were pre-trained using Arabic MSA like AraBERT introduced by Antoun et al. [4] which gets lower results when compared to other PLMs like Abdul-Mageed et al. [13] who introduced MARBERT PLM that was pretrained using both Arabic MSA and different Arabic dialects. Another research study by Abdelali et al. [14] trained five different Arabic BERT models of QARIB using the original implementation of the BERT model implemented by google for both Arabic MSA and Arabic Dialects. Also, they have compared their results with three existing PLMs (mBERT, ARABERTv0.1&v1, ArabicBERT). And the evaluation was conducted using 5 different datasets represented in the following tasks (1) Named Entity Recognition (2) Emotion detection [SemEval2018-Ar-Ec] (3) QADI Arabic Dialects Identification (4) Offensive language detection (5) Sentiment Analysis. Macro-averaged F1 score was used as an evaluation metric, and the results related to the (EC task) using the dataset SemEval2018-Ar-Ec showed that the QARIB25 mix achieved the best macro-averaged F1 score equal to 46.8 %.

Researchers continued to investigate the development of Arabic language models thought conducting a lot of experiments like Al-Twairesh [15] who conducted ten experiments using different models starting from traditional TF-IDF to the recent state-of-the-art BERT models (TF-IDF, AraVecCBOW100, AraVecSG100, AraVecCBOW300, AraVecSG300, AraBERTv0, AraBERTv1, ArabicBERTBase, ArabicBERTLarge, Multi-Dialect Bert) on SemEval-2018 dataset. And the results showed that the Arabic BERT-Large model achieved the best results compared to other models.

Others utilized the contextualized embeddings of the PLMs to support other DL models like Elfaik et al. [2] who investigated the problem of Arabic Emotion detection (multilabel emotion classification) in tweets by combining the generated contextualized embeddings using AraBERT and an attention-based LSTM-BiLSTM deep model. The attention mechanism is applied to the output of LSTM-BiLSTM to guarantee different words. Their proposed approach was evaluated using the dataset of SemEval-2018-Task1-Ar-Ec (Affect in Tweets). Their results show that the proposed approach achieves accuracy (53.82%)..

Samy et al. [16] researchers utilized some social intelligence and proposed a context-aware gated recurrent unit (C-GRU) to solve the problem of multi-label classification in Arabic-related tweets represented in the SemEval-2018-Task1-Affect in tweets (EC subtask). They have related each tweet with a specific topic, and they depend on what is called social influence where people in the same network can share topics and in the same topic, they can find similar emotions. They have used SemEval-2017 for the topic classification task and SemEval-2018-Ec-Ar for the emotion detection task. They have used Jaccard-similarity for accuracy, F1 macro average, and F1 micro average which achieved results of 0.532, 0.648, and 0.495 respectively.

D. Utilizing Ensemble Techniques

AlZoubi et al. [1] implemented an ensemble approach that contains [bidirectional GRU, CNN (BiGRU_CNN), conventional neural networks (CNN), and XGBoost regressor (XGB)] to be used in solving the emotion intensity (EI-reg) subtask of the SemEval-2018 Task1 (Affect in Tweets). Their proposed ensemble approach was evaluated using the dataset of the SemEval-2018 Task1 EI-reg. Results show that their model achieved a Pearson of (69.2%).

Alswaidan et al. [17] proposed three different models, a human-engineered feature-based (HEF) model, a deep feature-based (DF) model, and a hybrid of both models (HEF+DF) for the emotion detection task in Arabic text. And they measured the performance of the proposed models using three different datasets (SemEval2018-Ar-Ec, IAEDS, and AETD). Regarding the SemEval2018-Ar-Ec dataset, the hybrid model achieved the best results of 0.512, 0.631, and 0.502 for Jaccard accuracy, $F_{\text{macro}}$, and $F_{\text{micro}}$ scores respectively.

Talafha et al. [18] investigated the Arabic dialect identification problem and trained Arabic-BERT [19] using 10M unlabeled tweets shared in Nuanced Arabic Dialect Identification Task 1 (NADI) and the result was a new pre-trained language model called Multi-dialect-Arabic-BERT. Also, they utilized an ensemble technique (element-wise average) to get the highest value of the predicted probabilities per class for each of the four models. Their results are 44.07 for accuracy and 29.03 for the F1 score.

Closely related studies have been analyzed and concluded in the chart area shown in Fig. 1 that presents the progress till now regarding the EC task using the SemEval-2018-Ar-Ec dataset. As shown in the figure, utilizing PLMs has shown some progress in accuracy compared to other models. Similar studies that use PLMs for the EC task of SemEval-2018 didn’t use the most suitable PLMs because most of them have used models that were pre-trained using non-emotional related content. To the best of our knowledge, no one has fine-tuned the MARBERT model using the SemEval-2018-Task1-Ar-Ec dataset. Also, we have used the ensemble model to combine different contextual understanding experiences that can help in getting better results.

![Accuracy Chart](chart.jpg)

**Fig. 1.** Progress of Emotion Classification Task against SemEval-Ec Dataset.
III. PROPOSED MODEL

The proposed ensemble model for multi-label emotion classification EC in the Arabic language is shown in Fig. 2 which consists of six layers (a) Preprocessing layer (b) Word embedding layer (c) Processing Layer (d) Testing Layer (e) Ensemble layer (f) Classification layer. The details of these layers are explained in the following subsections.

A. Preprocessing Phase

Data preprocessing is considered one of the most important phases in machine learning applications to avoid misleading results and get better insights. In this section, the preprocessing steps will be discussed in detail with an example from our dataset.

As shown in Table I, a user-generated tweet from the SemEval2018-Ar-Ec dataset has been preprocessed using the most common preprocessing techniques like removing English characters, numbers, stop words, repeating chars, punctuation marks, and Arabic diacritics. Also, text normalization and emojis replacement steps have been added.

![Fig. 2. The Proposed Ensemble Model.](image-url)
The original user-generated tweet was:

وأواح حولياء كميه negative energy قروون لقادات وله (الدبيئا كهيا بكلايت بس وكابه)

and the result after preprocessing is:

وأواح حولياء كميه_negative energy قروون لقادات وله (الدبيئا كهيا بكلايت بس وكابه)

- English Characters Removal: In this step, all English characters in both lower and upper cases (A-Z & a-z) are removed.

- Numeric Values Removal: Removing any numbers in the tweet’s text.

- Stop words Removal: Removing all stop words that will not affect the meaning of the tweet like (هو - هي - الذى - و ء و - ذلك - ذلك - هناك - ...)

- Arabic Normalization: Returning chars to its original form like ("أ"\rightarrow "أ", "ى"\rightarrow "ي", "ي"\rightarrow "ي", "ُ"\rightarrow "ُ", "ِ"\rightarrow "ى", "ء"\rightarrow "ء", "ئ"\rightarrow "ء", "اء"\rightarrow "أ").

- Arabic Diacritics Removal: Removing all diacritics like (fatHa, kasrah, DHammah ۤ, tanween ِ and others).

- Emojis Replacement: Emojis reflect a tweeter’s feelings and their existence is very important for understanding the context, so we have replaced them with plain text because it may affect the classification of tweets. A dataset from Kaggle\(^1\) contains 4581 emojis and their meanings in the English language have been used. All English text has been translated into Arabic using a python script and a google translation API. As an example, (😊) is replaced with "وجه متعله" which reflects sadness.

- Repeated Chars Removal: In this step, any repeating characters will be removed like "فرعون"، it will be "فرعون". Also, special words have been managed like الله – ﷽ to keep it with its original text.

- Punctuations Removal: Removing all punctuation marks like ['ـ', '،', '؟', '.', '،', 'ُ', 'ُ', 'ُ', '

By the end of this section, a cleared output is now ready for input into the next layers.

B. Word Embedding Layer

In this layer, the output of preprocessing layer is entered into the word embedding layer AraVec\(^2\), a pre-trained word embedding model first introduced by [19]. Text is converted into numerical vectors to be ready for the training phase. This layer is used only when preparing the input for both (Bi-GRU and Bi-LSTM models).

C. Processing Layer

This layer consists of three different models (MARBERT transformer, Bi-LSTM, and Bi-GRU).

1) Pretrained language model (MARBERT Transformer):

As NLP is a challenging task, researchers are seeking continuously to improve the performance of models for a better contextual understanding of user-generated content. Pretrained language models have emerged during the last decade as a part of transfer learning in the ML field. The most famous one in dealing with Arabic text is ARABERT which was introduced by [4] and is based on BERT [5] which is a deep learning transformer model. DL transformer is first introduced by [20] and it relies on the self-attention mechanism. Self-attention is used to relate different positions of a single sequence to compute a representation of the same sequence and help more in contextual understanding.

As mentioned by [13] ARABERT has some limitations related to dealing with different Arabic dialects and the number of tasks that have been used. As a result, a pretrained language model based on BERT has been introduced which is called MARBERT. It was pretrained based on both MSA and Arabic dialects, unlike ARABERT which was pre-trained only on Arabic MSA. ARABERT had been tested and evaluated using only three tasks: named entity recognition NER, question answering QA, and sentiment analysis SA while MARBERT had been used with a set of tasks represented in five basic tasks.

\(^1\) https://www.kaggle.com/eliaisdabbas/emoji-data-descriptions-codepoints?select=emoji_df.csv

\(^2\) https://github.com/bakrianoo/aravec
categories (1) Sentiment Analysis SA (2) Named Entity Recognition NER (3) Dialect Identification DI (4) Topic Classification TC (5) Social Meaning SM like (emotion, irony, sarcasm, …). Because MARBERT transformer was used before in the emotion detection task, it has an emotion-related contextual understanding experience. In this paper, a fine-tuned MARBERT on the SemEval-2018-Ec-Ar task has been proposed.

2) Bi-LSTM model: Bidirectional Long Short Term Memory Model or Bi-LSTM is an extension of the normal LSTM introduced by Hochreiter & Schmidhuber in 1997 [21]. LSTM was developed to avoid the short-term dependency problem as it can remember information for long periods, unlike traditional RNNs.

The core component in any LSTM cell is called “cell state”, which maintains information from previous time steps. Addition or deletion to the cell state is controlled by three main gates (forget gate, input gate, and output gate). The input of an LSTM cell is a combination of the input from the current time step and the previous hidden state. This combination outputs a numerical vector whose values are squished between 0 and 1 after applying a sigmoid function as shown in (1). Values closer to 0 will be forgotten while values closer to 1 will be kept and this is called the forget gate.

\[ F_t = \sigma (W_f \cdot [h_{t-1}, x] + b_f) \] (1)

The same combination of input will be copied to be an input for two different activation functions (sigmoid and tanh) which are the main components of the input layer. The output of the sigmoid function is a vector whose values are squished between 0 and 1 by using (2) while the output of the tanh function is a vector whose values are squished between -1 and 1 by using (3). A pointwise multiplication is conducted between the output of these two activation functions which outputs a candidate cell state represented in a vector \( C_t \) after filtering non-important information using the sigmoid function.

\[ i_t = \sigma (W_i \cdot [h_{t-1}, x] + b_i) \] (2)
\[ C_t = \tanh (W_c \cdot [h_{t-1}, x] + b_c) \] (3)

To calculate the updated cell state, (4) is used which represents a pointwise addition between two parts, the first part is the result of a pointwise multiplication between (the previous cell state and the output of forget gate) while the second part is the result of input gate.

\[ C_t = f_t \cdot C_{t-1} + i_t \cdot C_t \] (4)

The final step is to determine the new hidden state, and this is the output gate. To calculate the new hidden state \( h_t \) (6) is used which includes two main parts, the first one is the output of a sigmoid activation function \( O_t \) (5) that accepts a combined input from both the previous hidden state and the current input while the second part is the output of a tanh activation function whose input is the newly updated cell state \( C_t \). As a result, the final output \( h_t \) of the LSTM cell will be filtered values from the cell state \( C_t \).

\[ O_t = \sigma (W_o \cdot [h_{t-1}, x] + b_o) \] (5)
\[ h_t = O_t \cdot \tanh (C_t) \] (6)

Bi-LSTM is also a type of deep learning model that deals with sequential data. It is an extension of LSTM, and it accepts input data from both directions one from a forward direction and the other from a backward direction. Working in both directions can increase the contextual understanding of the user-generated text. In the following example, the word “"أحمد"” in the first sentence is a noun (a person whose name is Ahmed) but in the second one, it is a verb (means thank). The model can understand the context by working in both directions to decide the meaning of each word in the context based on the next and previous words. In this way, Bi-LSTM can help more in a deep understanding of the user-generated text to get the emotional insights of the tweeter.

Announcement about the headwear 🖤 Nour Samir Gamal and Ahmed Helmy 😍wendung the announcement Hallo 🐻 on Twitter.

Dàniá أرفع رأسي وأحمد رينا أني من شعب مصر العظيم.

3) Bi-GRU model: GRU or Gated Recurrent Unit is a newer version of the LSTM neural network, and it was introduced by [22]. Unlike LSTM, GRU has fewer steps because it has only two gates (update and reset gates). Also, it has no cell state and the role of maintaining information lies in the hidden state. Update gate acts like forget and update gates in LSTM cell i.e., it decides what information to maintain and what to drop. In most cases, the results of Bi-GRU are slightly faster and better than Bi-LSTM.

D. Testing Layer

After finishing the processing layer, a fine-tuned version of MARBERT is available besides a trained version of Bi-LSTM and Bi-GRU. The SemEval-2018-AR-Ec test dataset is used to test and evaluate the models. The output of the testing phase is three prediction files ready to enter the ensemble layer.

E. Ensemble Layer

After each model is tested using the SemEval-2018-EC-Ar test dataset, three prediction files are generated, combined, and processed using a weighted sum equation that balances contextual understanding according to the performance of each model.

F. Classification Layer

Fraction results are generated from the ensemble layer. To get correct values, a certain threshold had been used to determine which values are one “1” meaning class label is found or zero “0” meaning class label is not found.

IV. EMPIRICAL RESULTS AND DISCUSSION

In this section, the results of the proposed ensemble approach are discussed.

A. Dataset

The Arabic dataset has eleven class labels (anger — anticipation — disgust — fear — joy — love — optimism — pessimism — sadness — surprise - trust). For every class label in a tweet there is one of the two binary classification numbers...
(zero or one) indicating the feature is found or not. “Zero” means that the emotion is not found while “One” means that it is found. As shown in Table II every tweet is classified into (zero or one) across one or more classes which represent the emotional state of the tweeter. Tweets available in the SemEval2018-Ar-Ec dataset [9] were collected using Twitter API and they focused in their searching queries on the tweets related to some emotional words also they have used Best-Worst Scaling (BWS) to determine the annotation reliability. SemEval-2018 Dataset is available for free download from the official site of competition. The dataset is divided into three main files (train, development, and test). Tweets’ count in each file is shown in Table III.

### Table II. SemEval-2018-Ar-Ec Dataset Description

<table>
<thead>
<tr>
<th>Multilabel</th>
<th>Tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>[anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, surprise, trust]</td>
<td>ممتعول التي قاعد يصير فيني هلالاً باب ميتاني بشر الخوف والتوتر يتم التركيز وأعلى الدرجات</td>
</tr>
<tr>
<td>[0 – 0 – 0 – 1 – 0 – 0 – 0 – 0 – 0 – 0 – 0] [Fear]</td>
<td>احتاج أفراد غضبى على احد س محد له ذهب فذاك اطرق للانعزال</td>
</tr>
<tr>
<td>[1 – 0 – 0 – 0 – 0 – 0 – 0 – 1 – 0 – 0] [Anger, Sadness]</td>
<td>كل عام واunted بخير وعبد يبعد ويحية مليئة بالإفراح والمغ رسات ان شاء الله</td>
</tr>
<tr>
<td>[0 – 0 – 0 – 0 – 1 – 1 – 0 – 0 – 0 – 0 – 0] [Joy, Love, Optimism]</td>
<td>وف بحظه واحده .. تدخل ارادة رينا وتحل كل حاجة .. الصبر !</td>
</tr>
</tbody>
</table>

### Table III. Number of Tweets in Dataset Files

<table>
<thead>
<tr>
<th>File Name</th>
<th>Number of Arabic tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>2,278</td>
</tr>
<tr>
<td>Development</td>
<td>585</td>
</tr>
<tr>
<td>Test (gold labels)</td>
<td>1,518</td>
</tr>
</tbody>
</table>

B. Tools

This work has been implemented on a cloud-based environment “Google Colab” owned by Google. Colab offers three different plans (Free, Colab Pro, and Colab Pro+) that have differences in RAM, GPUs, storage capacities, and other features. The free plan that provides [12.69 GB of RAM, Python3 Google Compute Engine Backend (GPU), 78.19 GB for Disk Storage] has been utilized. Libraries from “Huggingface” for working with transformers were utilized. Also, the “simple transformers” library was used for implementing the transformer model.

C. Evaluation Metrics

For the evaluation of the proposed ensemble model, different evaluation metrics were utilized:

\[
\text{Jaccard Accuracy} = \frac{1}{|T|} \sum_{t \in T} \frac{|G_{t} \cap P_{t}|}{|G_{t} \cup P_{t}|} \tag{7}
\]

\[
\text{Micro-P} = \frac{\sum_{e \in E} \text{number of tweets correctly assigned to emotion class } e}{\sum_{e \in E} \text{number of tweets assigned to emotion class } e} \tag{8}
\]

\[
\text{Micro-R} = \frac{\sum_{e \in E} \text{number of tweets correctly assigned to emotion class } e}{\sum_{e \in E} \text{number of tweets in emotion class } e} \tag{9}
\]

\[
\text{Micro-avg F} = \frac{2 \times \text{Micro-P} \times \text{Micro-R}}{\text{Micro-P} + \text{Micro-R}} \tag{10}
\]

\[
\text{Precision (P_e)} = \frac{\text{number of tweets correctly assigned to emotion class } e}{\text{number of tweets assigned to emotion class } e} \tag{11}
\]

\[
\text{Recall (R_e)} = \frac{\text{number of tweets correctly assigned to emotion class } e}{\text{number of tweets in emotion class } e} \tag{12}
\]

\[
F_e = \frac{2 \times P_e \times R_e}{P_e + R_e} \tag{13}
\]

\[
\text{Macro-avg F} = \frac{1}{|E|} \sum_{e \in E} F_e \tag{14}
\]

The values of True Positives (TP) and True Negatives (TN) are the correct predictions of the classifier while False (FP) and False Negatives (FN) are the mis-predicted values. And the target is to minimize FP and FN.

D. Choosing Best Word Embedding Model

Results of Bi-GRU and Bi-LSTM have been tracked when using two different word embedding models Fasttext and Aravec. It was found that when applying Aravec, better results are achieved than Fasttext. A comparison between Aravec and Fasttext results is shown in Table IV.

E. Models

1) Bi-LSTM deep learning model: The experiments applied using the BiLSTM model were made after defining the parameters shown in Table V.
During the training and validation phases, the model monitors and saves the best checkpoints for different validation metrics like accuracy, precision, recall, and loss. The weights of each best checkpoint have been loaded and made our predictions using the test dataset.

As shown in Table VI, the best recall checkpoint achieved better results than other checkpoints with 0.485, 0.522, 0.559, 0.509, and 0.653 for Jaccard score, precision, recall, and F1 macro & micro scores respectively. Fig. 3, 4, and 5 show the relationship between training and validation for loss, accuracy, and recall at each epoch.

2) Bi-GRU deep learning model: The same work was done using Bi-GRU model with the parameters shown Table VII and the results of best checkpoints were compared in Table VIII.

As shown in the comparison, the best recall checkpoint achieved the best prediction results compared to other checkpoints with 0.498, 0.599, 0.503, 0.664 for Jaccard accuracy, precision, macro & micro F1 score, respectively. Fig. 6, 7, and 8 show the relationship between training and validation for loss, accuracy, and recall at each epoch.

<table>
<thead>
<tr>
<th>TABLE V. BI-LSTM MODEL PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Cell type</td>
</tr>
<tr>
<td>Number of cells</td>
</tr>
<tr>
<td>bidirectional</td>
</tr>
<tr>
<td>Cell units</td>
</tr>
<tr>
<td>Max timesteps</td>
</tr>
<tr>
<td>Batch size</td>
</tr>
<tr>
<td>Embedding dimensions</td>
</tr>
<tr>
<td>Learning Rate (LR)</td>
</tr>
<tr>
<td>No. of epochs</td>
</tr>
<tr>
<td>Number of classes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VI. BEST RESULTS OF BI-LSTM MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Metrics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>BiLSTM_best_precision</td>
</tr>
<tr>
<td>BiLSTM_best_loss</td>
</tr>
<tr>
<td>BiLSTM_best_accuracy</td>
</tr>
<tr>
<td>BiLSTM_best_recall</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VII. BI-GRU MODEL PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Cell type</td>
</tr>
<tr>
<td>Number of cells</td>
</tr>
<tr>
<td>bidirectional</td>
</tr>
<tr>
<td>Cell units</td>
</tr>
<tr>
<td>Max timesteps</td>
</tr>
<tr>
<td>Batch size</td>
</tr>
<tr>
<td>Embedding dimensions</td>
</tr>
<tr>
<td>Learning Rate (LR)</td>
</tr>
<tr>
<td>No. of epochs</td>
</tr>
<tr>
<td>Number of classes</td>
</tr>
</tbody>
</table>
3) MARBERT deep learning model: A pretrained language model “MARBERT” based on BERT was utilized. In [13] authors mentioned that the MARBERT transformer outperforms the recently used ARABERT transformer presented by [4] through their experiments using different datasets. They did not use SemEval-2018 E-c dataset for the emotion classification task. A comparison between the results of both ARABERT and MARBERT against the SemEval-2018-Ar-Ec dataset has been made and the results showed that MARBERT outperforms ARABERT by 4%, 2.7%, 4.2%, and 3.5% regarding Jaccard accuracy, recall, F1 macro, and F1 micro score respectively as shown in Table IX.

In fact, the outperformance is because MARBERT was pretrained on different tasks one of them is related to emotion recognition and it was pretrained on both MSA and Arabic dialects unlike ARABERT as mentioned in Section III.

4) Ensemble model: Because each model in the proposed ensemble model has its contextual understanding mechanism, there is a margin difference between the results of MARBERT transformer and the other two models. As a result, a weighted sum equation has been used to ensemble the results of all models i.e., predictions of each model are multiplied by weights according to the percentage of their understanding of the context as shown in (15). If the prediction of a single label is greater than or equal to a certain threshold, the predicted label will equal to “one” or the emotion is found otherwise the emotion is not found, and the predicted label will equal to “zero”. To determine the best threshold and weights a manual grid search was made and gave the best threshold equals 0.34 and the best weights are \( w_1 = 0.72 \), \( w_2 = 0.1 \), and \( w_3 = 0.18 \) for MARBERT, BiLSTM, and BiGRU respectively. The idea of manual grid search is that different weight values ranging from 0.01 to 1 are tested with different thresholds ranging from 0.01 to 1 to find the best result for the proposed ensemble model.

\[
P_{\text{total}} = (p_1 \times w_1 + p_2 \times w_2 + p_3 \times w_3)
\]  
(15)

where \( p_1 \), \( p_2 \), and \( p_3 \) are the predictions of MARBERT transformer, BiLSTM, and BiGRU respectively. \( P_{\text{total}} \) is the total result of the ensemble model after combining the results of the three models.

A comparison between the results of the closely related studies and the proposed ensemble model is shown in table X where it was found that the ensemble model has achieved the best results regarding Jaccard accuracy, and F1 macro score.
with an improvement ranging from 0.2% to 4.2% in accuracy, and from 5.3% to 23.3% in macro F1 score.

Table XI presents a comparison between the proposed ensemble model and each of the separate models that constitute the ensemble model. The table indicates that the best performance is for the MARBERT transformer model, while the ensemble approach combining all models still has a better effect on the overall performance compared to other models individually with an accuracy of 0.540 and a macro F1 score of 0.701.

### Table XII. Comparison between MARBERT, Bi-LSTM, Bi-GRU and Our Proposed Ensemble Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Evaluation Metrics</th>
<th>Jaccard Score</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Micro</td>
<td>Macro</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARBERT</td>
<td></td>
<td>0.529</td>
<td>0.542</td>
<td>0.559</td>
<td>0.529</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td></td>
<td>0.485</td>
<td>0.522</td>
<td>0.559</td>
<td>0.509</td>
</tr>
<tr>
<td>Bi-GRU</td>
<td></td>
<td>0.498</td>
<td>0.599</td>
<td>0.543</td>
<td>0.503</td>
</tr>
<tr>
<td>Proposed Ensemble Model</td>
<td></td>
<td>0.540</td>
<td>0.634</td>
<td>0.550</td>
<td>0.527</td>
</tr>
</tbody>
</table>

Table X. Closely Related Works and Their Results

<table>
<thead>
<tr>
<th>Reference</th>
<th>Publication</th>
<th>Year</th>
<th>Problem</th>
<th>Dataset</th>
<th>Methods</th>
<th>Performance Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>A context integrated model for multi-label emotion detection [16]</td>
<td>Elsevier</td>
<td>2018</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>C-GRU</td>
<td>Mic F1: 0.495, Macro F1: 0.648, Jaccard Acc: 0.532</td>
</tr>
<tr>
<td>Hybrid Feature Model for Emotion Recognition in Arabic Text [17]</td>
<td>IEEE Access</td>
<td>2020</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>HEF + DF Hybrid of human-engineered feature-based model + deep feature-based (DF) model</td>
<td>Micro F1: 0.631, Macro F1: 0.502, Jaccard Acc: 0.512</td>
</tr>
<tr>
<td>Pre-Training BERT on Arabic Tweets: Practical Considerations [14]</td>
<td>arXiv</td>
<td>2021</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>QARiB Model</td>
<td>Macro F1: 0.468</td>
</tr>
<tr>
<td>Combining Context-aware Embeddings and an Attentional Deep Learning Model for Arabic Affect Analysis on Twitter [2]</td>
<td>IEEE Access</td>
<td>2021</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>AraBERT word embeddings, attention-based LSTM and BiLSTM</td>
<td>Accuracy: 0.538</td>
</tr>
<tr>
<td>Deep Learning for emotion analysis in Arabic tweets [12]</td>
<td>Journal of big data</td>
<td>2021</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>Bi-LSTM AraVec / CBOW</td>
<td>Micro F1: 0.61, Precision: 0.695, Recall: 0.551, Jaccard Acc: 0.498</td>
</tr>
<tr>
<td>Proposed Ensemble Model</td>
<td>-</td>
<td>2022</td>
<td>Arabic Multilabel Emotions Classification</td>
<td>SemEval-2018 task 1-Ec-Ar</td>
<td>MARBERT, Bi-LSTM, Bi-GRU</td>
<td>Accuracy: 0.540, Macro F1 Score: 0.701, Precision: 0.634, Recall: 0.550, Micro F1 Score: 0.527</td>
</tr>
</tbody>
</table>
V. CONCLUSION AND FUTURE WORK

ED can help communities in different domains, especially for social networks which have many signed users sharing their feelings and thoughts. Understanding the context of user-generated Arabic text still has a lot of challenges because of the language complexity, the limited Arabic resources, and different available Arabic dialects. Recent research studies have used pre-trained language models to overcome the issue of limited resources. In this paper, a pretrained language model (MARBERT) is fine-tuned using the SemEval-2018-task1-ArEe dataset that was published in SemEval-2018-task1: Affect in Tweets to perform a multilabel classification task. Three state-of-the-art models (BiLSTM, BiGRU, and MARBERT) were ensembled and compared to recently published studies. The experimental results showed that the proposed ensemble model outperforms the best existing related work with an improvement ranging from 0.2% to 4.2% in accuracy, and from 5.3% to 23.3% in macro F1 score.

Also, it was noticed that the SemEval-2018 dataset we are using in this paper is not balanced. Three classes (anticipation, surprise, and trust) have low instances in the dataset making the dataset imbalanced. So, different data augmentation and oversampling techniques can be applied to solve this issue in future studies.
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Abstract—At present, the development of chatbots is one of the key activities for the diagnosis of Covid-19. The aim is to understand how these chatbots operate in the health area to make a respective diagnosis. The purpose of the research is to determine the state of the art on the use of chatbots and its impact on Covid-19 diagnosis during the last 2 years. The data sources that have been consulted are IEEE Xplore, Taylor & Francis Online, ProQuest, World Wide Science, Science Direct, Microsoft Academic, Google Scholar, ACM Digital Library, Wiley Online Library, and ETHZurich. The search strategy identified 5701 papers, of which 101 papers were selected through 8 selection criteria and 7 quality assessments. This review presents discussions regarding the methodologies used for chatbot development, i.e., what are the purposes and impact of using chatbots for Covid-19 diagnosis. In addition, this is the result of how important the development and implementation of chatbots are in the area of health in the face of this pandemic.
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I. INTRODUCTION

The world is facing an unprecedented health crisis caused by the new coronavirus disease (Covid-19). Therefore, people are forced to go to health centers to rule out the disease, causing long queues. As a global pandemic, COVID-19 represents a problem in the care of patients in hospitals [107]. For this reason, many people initially turn to various sources on the Internet for self-diagnosis of their health before doing so with trained medical staff. The risk units of the Emergency Operations Center (EOC) attend online requests related to Covid-19 [108]. Direct telephone lines established by governments have collapsed due to the large volume of calls, generating long waiting times [109]. These health-related problematic situations are being solved with the help of Chatbots [110]. Thus, virtual agent applications are the latest inventions of the digital age. These applications are well known as conversational agents that run through programming or a type of artificial intelligence (AI) interaction between users and machines, with the intervention of natural language processing (NLP). Chatbots have been referred to as potentially the most promising and advanced form of human-machine interactions. It is therefore clear that chatbots play an important role in the process of Covid-19 diagnosis. These virtual agents (chatbots) are becoming involved in major global sectors such as health, banking, education, and agriculture. This paper focuses on the diagnosis of Covid-19 using chatbots. Likewise, the research is unique because a detailed review of the methodologies used for the development of chatbots has been carried out, what are the purposes and the impact of using these virtual agents, and 101 high-impact articles have also been rigorously reviewed. Also, because the research questions are original and have not been raised by any other researcher. The document is organized as follows. The present research is to close the gap concerning the lack of knowledge of the progress of research related to Covid-19 detection using chatbots. Section II describes the background this study and previous related research. Section III reviews the methodology applied. Section IV presents a systematic review of the results. Finally, Section V presents some concluding remarks and areas of future research.

II. BACKGROUND AND RELATED STUDIES

This section presents the background regarding the use of chatbots and discusses previous studies conducting systematic reviews of similar research.

A. Chatbots

A chatbot is a computer program through which it is possible to have a conversation, ask the user for information, or perform an action. This technology has helped to streamline processes in different areas, giving a faster response to users.

Several studies [1], [50] have emphasized the results provided by chatbots and have agreed on the rapid response they provide to users.

Based on previous studies, we identified the characteristics that chatbots provide, as well as their different areas of application, including their use in Covid-19 diagnosis and its impact. In this review, we thoroughly search and explore their application in the health field and more specifically, their role in the Covid-19 pandemic.

B. Previous Systematic Reviews

In recent months, reviews have been found on the use of AI for the diagnosis of Covid-19. A study was conducted on the use of AI for innovation in pandemic solutions [104]. Another study mapped the use of new technologies such as chatbots by health care organizations to improve mental health [103].

The authors investigated the use of various AI technologies for use in different solutions and the impacts they generate in times of pandemic. This shows the importance of AI in tackling the pandemic but does not mention much about the role of chatbots in diagnosing Covid-19. This review is then extended to the use of chatbots for the diagnosis of Covid-19 during this pandemic.
III. METHODOLOGY OF REVIEW

The review method used in this study was developed by considering the guidelines of B. Kitchenham [102] for conducting a systematic literature review (SLR). The review method elaborates the research questions, data sources, search procedure, exclusion criteria, quality assessment, data extraction, and data synthesis.

A. Research Problems

Table I shows the research objectives of this study through the correspondence between each research question and each motivation.

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1: What methodologies are used for the development of chatbots diagnosing Covid-19?</td>
<td>Identify the methodologies to be used for the development of a chatbot.</td>
</tr>
<tr>
<td>RQ2: In what areas are chatbots mostly being applied?</td>
<td>Identify the areas where chatbots are being used.</td>
</tr>
<tr>
<td>Q4: What are the most important tools for developing a chatbot?</td>
<td>Identify the most important tools for developing a chatbot.</td>
</tr>
<tr>
<td>Q5: What are the most widely used programming languages in chatbot development?</td>
<td>Identify the most widely used programming languages in chatbot development.</td>
</tr>
</tbody>
</table>

B. Search Sources and Search Strategy

The source of the referenced data includes prominent digital libraries such as Taylor & Francis Online, ProQuest, World Wide Science, Science Direct, IEEE Xplore, Microsoft Academic, Google Scholar, ACM Digital Library, Wiley Online Library, and ETHzurich. The search strategy includes searches by keywords relevant to our study. The search has been focused on research questions and commonly used terms corresponding to machine learning and estimations of the software effort.

The search procedure has been carried out using search threads written as (chatbot) AND (covid or covid-19 or covid-19 diagnosis) where the set of Ai represents the keywords related to the automatic learning methods, i.e., Ai chatbot} and Bi represents the keywords related to the dependent variables, i.e., Bi {covid, covid-19, covid-19 diagnosis}. The results of the search procedure have been reduced to 5701 items that are discussed in more details below (see Table II).

C. Selection Criteria

Exclusion criteria have been defined to accurately assess the quality of the available literature. Papers have been reviewed and discussed by the authors for the exclusion decision with the industry advisor. The papers were checked against the given criteria:

EC1: The papers do not mention a methodology, model, or method.
EC2: The papers are not less than 2 years old.
EC3: The papers are not written in English.
EC4: They are scientific papers.
EC5: Titles and keywords are inappropriate.
EC6: The papers are not related to the topic.
EC7: It contains few citations.
EC8: The summary of papers is irrelevant.

The result of this stage shows 101 items.

D. Studio Selection

At the outset, 5701 results were obtained. When applying criteria 1 and 2, 2914 items were excluded. Likewise, when applying criteria 3 and 4, 1369 papers were excluded. Furthermore, when applying criteria 5 and 6, 565 papers were excluded. Finally, when applying criteria 7 and 8, 752 papers were excluded. This results in a total of 101 items (see Fig. 1).

<table>
<thead>
<tr>
<th>Source</th>
<th>Search equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>(((“Full Text &amp; Metadata”: chatbot) AND “Full Text &amp; Metadata”: covid-19 or covid-19 diagnosis) AND “Full Text &amp; Metadata”: method or methodology or model)</td>
</tr>
<tr>
<td>ProQuest</td>
<td>(chatbot) AND (covid-19 diagnosis OR covid-19 diagnosis) AND (model OR method OR methodology)</td>
</tr>
<tr>
<td>World Wide Science</td>
<td>chatbot and (covid-19 OR covid-19 diagnosis) and (model or Methodology or method)</td>
</tr>
<tr>
<td>Science Direct</td>
<td>chatbot and (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
<tr>
<td>Microsoft Academic</td>
<td>(chatbot) AND (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>chatbot AND (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>(chatbot) AND (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
<tr>
<td>Wiley Online Library</td>
<td>(chatbot) AND (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
<tr>
<td>ETHzurich</td>
<td>(chatbot) AND (covid-19 OR covid-19 diagnosis) AND (model or Method or Methodology)</td>
</tr>
</tbody>
</table>
The figure shows how the exclusion criteria were applied and the result of this.

E. Quality Evaluation

Each of the 101 papers that remained after the selection criteria were evaluated independently using the following criteria.

QA1: Is the document well organized?
QA2: Does the topic belong to the fields of computer science, information systems, or management?
QA3: Are the objectives of the research clearly specified in the document?
QA4: Does the paper belong to a book, publication, or conference?
QA5: Are the results of the experiments performed clearly identified and reported?
QA6: Is the full text of the document available?
QA7: In general, is the document considered useful?

The result of this stage showed 101 papers, of which no papers were discarded because all met the quality criteria.

F. Data Extraction Strategy

During this stage, we extracted data from each of the 101 papers included in this systematic review according to 10 important data properties. The 10 properties considered in the extraction are Source, Year, Language, Research Areas, Type of Publication, Research Methodology, Authors, Number of Citations, Abstract, and Keywords.

Fig. 2 below shows the report of the studies collected in Mendeley to achieve a better control of the papers and facilitate the extraction of information.

G. Data Synthesis

The process of data synthesis includes gathering the data and finalizing the answers according to the research questions. The data synthesis has been achieved by analyzing the selected studies through multivariate regression techniques for a meta-analysis, as well as the following descriptive statistical measures: mean, mode, median, sum, count, and percentage. Tables, bar charts, frequency polygons, histograms, pie charts, sector diagrams, donut charts, scatter plots, georeferenced maps, and keyword clouds were also used.

IV. RESULT AND DISCUSSION

A. Overview of Studies

The study selection process conducted through the SLR resulted in 101 papers for data extraction and analysis from the most recognized sources, i.e., Google Scholar, ProQuest, Science Direct, Taylor & Francis Online, IEEE Xplore, and Microsoft Academic (Fig. 3). Fig. 4 shows the most frequent words in the abstracts of the papers, through a word cloud and the number of repetitions of the most frequent terms.

It can be seen that the most frequently mentioned terms are Covid, health, pandemic, and digital. This means that, during the pandemic, the digital era has been of significant help in the area of health to combat Covid-19. With the use of machine learning, an analysis of publication results was executed, by country, institutions, keywords and citation counts [112].

In addition, Fig. 5 shows the number of papers per country of publication of this study.

It should be noted that the US is the country that has done the most research on Covid-19. The authors have reported that China has published 97 papers (42%) [111].
B. Answers to Research Questions

RQ1: What methodologies are being used for development?

The systematic review of the literature has resulted in 101 relevant papers. Each paper contains its own methodology for the development of chatbots used to diagnose Covid-19. We detected four different types of methodologies in the development of such chatbots. To provide a clearer view of our response, Table III was developed to answer the question more clearly.

The most widely used methodology for the development of chatbots is “sentence order prediction,” which is used to predict the sentences a user may write and use the information to prepare a more effective response. The second methodology is “mask language modelling,” which is used to predict the blank spaces in texts, which is necessary for the treatment of users. “Next sentence prediction” is being used because of the need to have a good user experience by speeding up the responses of the chatbots. The last methodology found is “learning based,” which is a method based on continuous learning, where a chatbot learns based on constant conversations with the user.

Table III. Methodologies Applied for the Development of Chatbots

<table>
<thead>
<tr>
<th>Application Areas</th>
<th>Papers</th>
<th>Qty. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] [100] [101]</td>
<td>93 (57.7)</td>
</tr>
<tr>
<td>Education</td>
<td>[1] [5] [7] [9] [12] [16] [19] [22] [26] [27] [30] [32] [34] [36] [37] [40] [42] [46] [51] [53] [54] [55] [57] [58] [77] [79] [81] [82] [84] [85] [89] [90] [98] [99]</td>
<td>34 (21.5)</td>
</tr>
<tr>
<td>Retail</td>
<td>[10] [12] [16] [33] [39] [43] [55] [60] [65] [59] [86] [89] [90] [97]</td>
<td>14 (8.8)</td>
</tr>
<tr>
<td>Banks</td>
<td>[12] [16] [27] [39] [55] [59] [72] [73] [80] [86] [90]</td>
<td>11 (8)</td>
</tr>
<tr>
<td>Tourism</td>
<td>[4] [22] [43] [59] [60] [65] [69] [77] [94]</td>
<td>9 (4)</td>
</tr>
</tbody>
</table>

One of the areas where chatbots are mostly applied is the health sector owing to its importance in human health and the impact it generates during the present pandemic. Another area where chatbots are applied is in the education sector where, through an agent that is able to respond to user needs 24 h a day, it is beneficial for different studies. In the banking and retail sectors, its application is increasing owing to the flexibility of chatbots to meet different business needs. Finally, in the tourism sector, the need to count on an agent that solves the frequent questions of the users and that is available at all times has led to the development of chatbots.

According to Alaa Ali Abd-Alrazaq [103], health is one of the areas where chatbots are most frequently applied, and the effectiveness and safety of chatbots in improving mental health has been measured.

RQ3 - What are the purposes of using chatbots for the diagnosis of Covid-19?

As a result of a systematic review of the literature, we found three main purposes for using chatbots for the diagnosis of Covid-19. Table V shows the purposes of using chatbots for a Covid-19 diagnosis.

The most important purpose of using chatbots for Covid-19 is a high availability, in other words, to have a service that is always available to all users. User experience is one of the main reasons why we use chatbot for a Covid-19 diagnosis, which allows for a much faster, smoother, and better results. Agility is another extremely relevant reason because having a...
space where one can obtain much more agile and personalized answers generates a positive impact for users.

According to Adam S. Miner [104], in line with our results in which we determined that a high availability is the main purpose for using a chatbot, the possibility to offer recommendations and diagnosis at any time has been observed.

Q4 - What are the most important tools for developing a chatbot?

When reviewing the relevant literature, it was observed that there are five important tools for the development of chatbots, which are the most widely used in the scientific field of AI. Table VI shows the most important tools for chatbot development.

The first and most widely used tool for developing a chatbot is DialogFlow, which is capable of understanding natural language and provides the infrastructure for creating conversations and building dialogue to interact with the user in a fluid manner. The second tool is Watson, which allows you to create, train, and implement conversational interactions in any application, device, or channel. Another tool used is Language Understanding, which is used for automatic learning that allows users to understand natural language and extract its meaning and understand what aspects are required. The latest tool found is AWS, in which previously trained AWS AI services provide ready-to-use intelligence in applications and workflows. AI services are easily integrated with applications to address common use cases, such as creating custom recommendations, upgrading a call center, improving security, and increasing customer involvement.

TABLE V. PURPOSES FOR USING A CHATBOT FOR COVID-19 DIAGNOSIS

<table>
<thead>
<tr>
<th>Purpose of using chatbot</th>
<th>Papers</th>
<th>Qty. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>[1] [2] [8] [9] [10] [12] [16] [22] [25] [26] [27] [37] [39] [42] [44] [46] [49] [51] [52] [53] [55] [57] [65] [69] [70] [72] [73] [74] [77] [81] [91] [92] [97] [98]</td>
<td>34 (68)</td>
</tr>
<tr>
<td>User experience</td>
<td>[2] [4] [28] [39] [43] [45] [55] [71] [97]</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Agility</td>
<td>[40] [54] [65] [79] [84] [85] [89]</td>
<td>7 (14)</td>
</tr>
</tbody>
</table>

TABLE VI. MOST IMPORTANT TOOLS FOR CHATBOT DEVELOPMENT

<table>
<thead>
<tr>
<th>Tools for chatbot development</th>
<th>Papers</th>
<th>Qty. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Web Services (AWS)</td>
<td>[9] [24] [35] [36] [37] [43] [46] [67] [69] [73] [75]</td>
<td>11 (52.38)</td>
</tr>
<tr>
<td>Language Understanding</td>
<td>[8] [20] [21] [25] [51] [74]</td>
<td>6 (28.57)</td>
</tr>
<tr>
<td>Watson</td>
<td>[34] [98]</td>
<td>2 (9.52)</td>
</tr>
<tr>
<td>Dialog Flow</td>
<td>[51] [100]</td>
<td>2 (9.52)</td>
</tr>
</tbody>
</table>

According to Pavel Smutny [105], the most important tools for the development of chatbots are DialogFlow together with Watson and Language Understanding, which are capable of understanding natural language for establishing fluid dialogues with users.

Q5 - What are the most widely used languages in the development of a chatbot?

Through the results of the SLR, we found the four most widely used programming languages in the development of chatbots, as listed in Table VII.

TABLE VII. MOST WIDELY USED PROGRAMMING LANGUAGES IN CHATBOT DEVELOPMENT

<table>
<thead>
<tr>
<th>Most widely used programming languages</th>
<th>Papers</th>
<th>Qty. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>[5] [6] [7] [8] [15] [20] [23] [28] [29] [48] [52] [58] [71] [76]</td>
<td>15 (68.18)</td>
</tr>
<tr>
<td>Java</td>
<td>[22] [28] [71] [77] [99]</td>
<td>5 (22.73)</td>
</tr>
<tr>
<td>JavaScript</td>
<td>[28] [71]</td>
<td>2 (9.09)</td>
</tr>
<tr>
<td>PHP</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

The most widely used programming language in the development of chatbots is Python because it is one of the preferred languages used on the server side to create a backend; it also has many interesting features, among them, an interpreter and a high-level object-oriented programming language. The second most widely used programming language found in our research is JavaScript, which is ideal for handling high user traffic applications and events where hundreds of thousands of interactions are to be sent every second. Java is another programming language that is widely used to create applications and processes in a great number of devices and allows executing the same program in different operating systems. The last programming language is PHP, which is used to develop web applications, favoring the connection between the servers and the user interface. This programming language is widely used because it is open source, which means that anyone can make changes to its structure.

According to Eleni Adamopoulou [106], these programming languages are the most recognized in the development of chatbots because they are open source and effective for high user traffic applications. In addition, these languages support all functionalities and guarantee quick and easy access to information and application services for users.

V. CONCLUSION AND FUTURE RESEARCH

This study has managed to identify the impacts and purposes of Covid-19 diagnosis through chatbots, the areas where chatbots are most frequently applied, the methods used for their development, and the tools and languages needed for their implementation. The 101 papers reviewed for this analysis were chosen based on exclusion criteria and a quality evaluation. The results obtained indicate that the most widely used methodology for the development of chatbots is next
sentence prediction. The area where chatbots are mostly used is in retail owing to the high availability they offer to users. The most important purpose for using chatbots in the diagnosis of covid-19 is the agility of the response it provides to patients. The biggest impact generated is the satisfaction of the patients is by obtaining a fast response in their diagnoses. The most important tool for the development of a chatbot was found to be Watson Assistant owing to its easy integration with different communication channels. In addition, the most widely used language for the development of chatbots is Python owing to its easy integration and implementation. This review has certain limitations owing to the novelty of the topic; however, thanks to the motivation of the researchers regarding the topic because it is at a global level, a large number of papers were found to achieve a quality SLR.

The systematic review of the literature identified a new trend in the diagnosis of Covid-19, not only in the use of chatbot, but also on other technologies related to artificial intelligence, such as automatic and deep learning, which can contribute more efficiently to the diagnosis of Covid-19.
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Abstract—Wireless Sensor Networks (WSNs) encounter a number of issues in terms of performance. In WSN, the majority of the energy is utilized to transfer data from sensor nodes to a central station or hub (BS). There have therefore been many different types of routing protocols devised to help with the distribution of data in WSNs. Large-scale networks have been developed with minimal power consumption and multipurpose processing due to recent improvements in wireless communication and networking technology. For the time being, sensor energy remains a restricted resource for constructing routing protocols between sensor nodes and the base station, despite advances in energy collection technologies. For wireless sensor networks with far-flung cluster heads and base stations, direct transmission is a critical component since it impacts the network’s efficiency in terms of power consumption and lifespan. A new approach for identifying an effective multi-hop routing between a source (CH) and a destination (BS) is investigated in this study in order to decrease power consumption and hence increase the life of a network (OMPFM). The suggested technique utilizes a genetic algorithm and a novel fitness metric to discover the best route. For selecting CHs and enhancing the speed and quality of created chromosomes, they suggest two pre-processes, which they call CH-selection and Chromosome Quality Improvement (CHI). The proposed method is evaluated and compared to others of its kind using MATLAB simulator. It has been found that using the proposed method outperforms other methods such as LEACH, GCA, EAERP, GAEC, and HITSeC in terms of the first node die metric by 35%, 34%, 26%, 19% and 50%, respectively. It also outperforms other methods by 100% in terms of the last node die metric.

Keywords—Cluster head; energy efficient; multi-hop path; enhanced genetic algorithm; wireless sensor network (WSN)

I. INTRODUCTION

The development of micro electromechanical system technology has made compact, low-cost nodes practical in networks. The nodes are responsible for sensing, processing, and communicating wirelessly. A lot of the nodes in wireless sensor networks (WSNs) run on batteries and are connected to a base station (BS). It acts as a middleman between the end user and the other nodes[1] like figure1 represents the WSN’s basic architecture. In any of the supervised areas, WSNs ensure continuous monitoring (CM) or engage in event detection. WSNs need non-rechargeable batteries to power the sensor nodes, therefore modelling an energy-efficient routing algorithm is required. We need an energy-efficient routing strategy in places where battery recharging and replacement aren’t an option. Energy is a big worry and as a result, there are several heuristics, however they all take longer to come into play. When it comes to WSN energy efficiency, clustering stands out as a viable option[2].

This probability-based clustering produces CHs, which can only communicate with other nodes in their immediate vicinity. So, multichip (MH) routing helps the network to route traffic beyond the communication range, which is limited by the energy factor. Multichip routing as an alternative, delay is reduced while energy consumption is increased, therefore the routing is more efficient. As a result, the researchers are working to create a better routing protocol that uses less energy[3]. MH transmission and direct transmission are the two most common conventional routing options (DT). Nodes in DT connect with the BS directly, but intermediate nodes in MH communicate with each other via subdivided communication distances, resulting in little energy and delay. Short-hop and long-hop routing are terms used to describe MH transmissions based on the number of hops. There are flat and hierarchical algorithm routing protocols in the literature that work to reduce the energy used by sensor nodes. This can be explained by comparing flat and hierarchical routing: in flat routing the communication takes place between nodes within the same communication range, while in hierarchical routing the communication takes place between a node and its nearest clustering hierarchy. Although hierarchical routing conserves energy, it places a heavy burden on the cluster's central hubs. To communicate outside of the regular radio range, all sensor nodes clamp themselves to a CH. This has an impact on QoS and performance[4],[33].

![Fig. 1. The WSN's Basic Architecture.](image-url)
A WSN is a network of micro-sensor-equipped nodes with a large number of spatially scattered communication infrastructures. These tiny sensors collect and interpret data from a specified area by sensing it and working together. A central station receives the data, which is subsequently processed. The relevance of WSNs in IoT-based goods and services is rising, but they have been around for a long time. Things like health care, environmental monitoring, and smart cities will all need them in the future, due to the Internet of Things. [2, 3, 5] It's easy to see that sensor networks have several orders of magnitude more nodes than ad hoc networks. Despite their extensive dispersion, sensor nodes have limited computing, memory, and power capabilities. The development of energy-efficient routing algorithms is a major problem in WSNs. It's impossible to delete or change sensor nodes after they've been set up in the network. Nodes' power usage and management have a strong impact on network performance. As the most energy-efficient systems in WSNs in recent years, hierarchical routing protocols have been frequently used [6]. Cluster heads operate as a go-between for the member nodes and the base station itself rather than having individual base stations for each member node [7]. Among the cluster's nodes, the CH utilises the least amount of network resources overall when gathering data, aggregating it, and transmitting it to the (BS).

It is the first hierarchically built protocol to use clustering for information routing (LEACH) [8]. When data are transported straight from the CHs to the BS, it is known as a single-hop routing protocol (SHR). It does, however, have significant drawbacks. In the first place, CHs positioned far from the BS lose more energy than those located nearby. As a result, populations in the furthest reaches of the galaxy are at greater risk of dying young. Large-scale networks can't employ LEACH's direct transmission method since it disrupts the distribution's load balancing and reduces the network's overall operating lifespan. It also depends on the relevance of the detected information at each point in time how often data is transferred between nodes. Due to the difference in activity, more active nodes die sooner than less active ones, causing an energy imbalance in the network [9].

Transmitting sensing data to the BS for analysis is critical in WSNs since this data helps the network meet its objectives. Making judgments that are in keeping with the network's aims is made easier with this strategy. With direct transmission, the LEACH protocol drains CHs quickly, especially if the distance between two CHs delivering data to BS is large. The additional energy used to transport data in a CH will have a negative influence on the network's overall lifetime factor performance. By determining the optimum route from a root CH to the BS, this research presents an improved way for increasing network lifetimes while using less power than the direct transmission process. The best transmission path is found using a genetic algorithm (GA). The proposed approach maximises the network's stability period during which all nodes are still operational. It also extends the network's lifespan in the event that all nodes fail. Maximizing the fitness function and improving the selection of cluster heads are two ways to accomplish this. The following is the paper's structure: It begins with a brief history of GA, followed by a discussion of similar works in Section 2, a detailed presentation of the proposed approach in Section 3, a quantitative assessment of the proposed method in addition to previous protocols in section 4, and a conclusion in Section 5.

II. RELATED WORK

This section describes the LEACH and GA methods. Before discussing into GA optimization, let's take a look at the LEACH approach.

Wireless sensor networks have lately seen a slew of hierarchical routing methods [8,10,11–19]. To make the network last longer, several of them used multi-hop inter-cluster connection. WSN protocol LEACH [8,11] includes two phases: configuration and steady state operation. As a node is being set up, the distributed process employs a probabilistic method to assess whether or not it should be designated as a CH. Non-CH node will join the cluster based on the strength of the CH signal. The CH delivers the TDMA schedule to all cluster nodes at once to guarantee that it is received by all of them. Continuously sending one hop of data to the BS during the steady state phase is required. LEACH uses a CDMA coding to minimise inter-cluster interference. To maintain a fair distribution of burdens, the round concludes with a random rotation of CH. However, there are a number of disadvantages to using LEACH. During the CH election process, residual authority or position is not taken into consideration. Due to greater energy consumption and the death of remote CHs induced by direct data transfer from the sink node to the CH, this single-hop routing approach is unsuitable for large networks. With multi-hop communication between CHs and the BS, energy conservation and scaling were demonstrated to be higher [12, 20]. So, Zhang et al. [13] created the LEACH-WM WSN protocol, an intra-cluster multiple hop routing mechanism. In addition to the setup phase, LEACH contains an optimization phase. The BS receives data from the CH through a weight relay node during the final stage (WR). Because of its remaining energy and proximity to the backend server, this relay node is selected as a cluster member. Clusters located far away from the BS use their energy more quickly than clusters near to it, resulting in an uneven distribution of energy across the network.

![Fig. 2. The Wireless Sensor Network Architecture uses the Low Energy Adaptive Clustering Hierarchy (LEACH) Protocol.](image-url)
Alnawaf et al. [14] employed a multi-hop approach to improve LEACH (MHT). CHs may be divided into two categories according on how far apart they are: internal and exterior. The CHs in the first group send data straight to the BS, whereas the CHs in the second group create a custom routing table to control data flow. CHs were distributed over two tiers while utilising the Improved MHT-LEACH protocol (IMHT). You can tell if you look at the distance between one CH level and the next by looking at how far one CH level is from BS. Despite the fact that these methods were developed to be as energy-efficient as possible, the majority of them solely consider the distance element when determining routes. Because data is always routed through the nodes nearest to the BS, those nodes use up their energy faster than the others. Defended routes cannot be changed for the network's whole operational life, affecting the network's ability to maintain a balanced load. Routing methods for WSNs will enhance load balancing by taking energy and distance into account when selecting the next hop. One way to increase the network's lifespan is to provide efficient data to the base station, as described by Biradar[15] et al. Each cluster has two means to connect with the others on the network, split into several clusters. Instead of using a backend server (BS), you may use a central hub (CH) to collect data from all cluster nodes and deliver it directly to the backend server instead (CHs). Second, the CH must use an inter-cluster channel to interact with both the BS and the CS, because it is located[16,17] in a remote location. When this occurs, it uses other CHs with a low hop count to deliver data to the BS. The optimal paths to the BS may be found using a multi-hop LEACH (MH-LEACH) protocol, according to Neto et al. [17]. Depending on the intensity of the received signal, each CH begins by sending an advertising message to create its routing table. However, the CH inspects the routes beforehand to make sure they won't cause a loop or send the incorrect way for individuals to go.

Wireless Sensor Networks (WSNs) may make use of EAAACA, an ant colony algorithm that is energy-conscious and utilises the ACO to determine the most efficient route to the storage system's back end (sink node). When deciding on the next node, three factors are taken into account: the distance to BS, the remaining energy of the previous node, and the path's average power. Backward ants are used in the method to produce response packets in response to the legal routes built by forward ants. Using a lifespan aware routing method for wireless sensor networks, Mohajerani et al. developed a network topology where energy dissipation is uniformly spread among nodes (LTAWSN). When installing an energy-saving pheromone operator, it makes use of a phoney ant colony. When calculating the next step in the journey, a location function takes the distance to the destination into account, as well as nodes that are closer to the goal. Because they consume all of the network's energy, ACO's fat routing protocols require more energy than previous ACO versions and can quickly deplete the network's energy supply. In addition, they use two-step transmission systems, moving forward to investigate the route and returning to leave pheromones behind. As a result of increased transmission costs, nodes consume more energy.

Using the LEACH-C (LEACH-C) methodology was suggested in [14,20]. Centralized protocols have all choices made by a single node and then relayed to all sensor nodes. Some of their duties include electing the network's chief executives (CH) and supervising clusters. A well-balanced distribution of nodes inside clusters is one of the goals of the LEACH-C protocol. Lifespan is the goal of the LEACH-Deterministic Cluster Head Selection (LEACH-DCHS) technique [15,34]. As a result, two changes have been recommended. To begin, the threshold equation must be adjusted to account for the residual energy in the sensor nodes when selecting the network's CHs. As part of the second update, new network lifetime standards will be established. To better understand the Threshold-LEACH (T-LEACH) approach, [16,21] provided an overview of the basic theory. According to this protocol, the network's CHs are selected based on their energy thresholds. The CHs can only be utilised in a certain number of rounds at a time. As long as the CH's residual energy is less than the threshold energy, this situation will persist. That would necessitate the appointment of a new House Speaker. For a one-hop connection, a technique known as Unequal Clustering LEACH has been suggested by [17,22]. (U-LEACH). One hop delivers all of the CH's data directly to the BS. The old method utilises more energy in CHs placed distant from the BS because of their location. As we travel away from the BS, the U-LEACH predicts that cluster sizes will become more unequal and then drop. There were imbalanced clusters in the original LEACH protocol, thus the LEACH-B protocol was developed to address that issue. For the purpose of choosing CHs and creating balanced clusters, this protocol takes into account not just a desired percentage of cluster members, but also the residual energy those members have left over once the election process is complete. The MHT-LEACH protocol was proposed in [11, 23] as a way of reducing network transmission distances. It divides all of the CHs into two groups of equal size. For starters, there's the internal level, which includes all the CHs that aren't too far from the BS. Also included in this level are any CHs that are located outside of a certain threshold distance from the base station (BS). A suitable CH from the internal level receives data from any external CH and routes it to the BS[24,35].

A. The Leach Protocol

The LEACH protocol's goal is to reduce the amount of power used by WSNs while increasing their efficiency [14,21,25,26]. To that end, a random factor has been used in a rotation strategy for CH selection. Each round of the LEACH procedure [14,20,27] has two stages, the first of which is the steady-state set-up. Along with the CHs selection, clusters are also established in the first stage. Random numbers between 0 and 1 are generated by nodes in each cluster to choose a CH [14,28]. In order to compare the generated numbers to, we use T(n). As soon as the reference number is greater than the randomly generated number, the CH node becomes the active node for further calculations. Using Eq. (1), we can determine the value of the constant T(n).

\[
T(n) = \begin{cases} 
\frac{p}{1 - p + (r \bmod d_p)} & : \text{if } n \in G \\
0 & : \text{if } n \notin G 
\end{cases}
\]  

(1)

To illustrate, consider the graph below, where G represents a group of nodes that have not yet become CHs in the
preceding 1/P rounds, and P represents the proportion of those nodes that have become CHs. All nodes in the cluster receive equal amounts of energy because of this. LEACH’s power consumption is balanced across all nodes because the CH role is rotated, yet the protocol has significant drawbacks regardless of this benefit. The residual energy of a node, for example, is not taken into account by LEACH when choosing a CH. Equation (1) says that a node can become a CH at any time. All nodes have the same chance of becoming CHs after a certain number of rounds. Consequently, both high- and low-energy nodes are equally likely to become the CH. Another issue is the use of single-hop communications to transmit directly from a CH to a BS. This causes energy holes to form between CH and BS, making it impossible for isolated nodes to exchange data. When this is the case, network performance suffers as a result. As a result, an improvement to LEACH is proposed in this study to improve efficiency in the CH selection process and data transmission, as provided in the proposed mechanism, to address the issues raised above.

B. Genetic Algorithm Optimization Technique

GA is a solution-finding algorithm that mimics natural evolution by employing the same mechanisms as natural selection. GA is used to identify the best global solution to optimization and search problems. In GA, the most crucial techniques are selection [17,30], crossover and mutation. Starting with an initial sample of individuals, a random population is produced and each of those individuals is assessed according to their fitness level. Individuals with the best fitness values will be chosen from the initial population, and they will take part in the following generation [29,31]. An important part of GA is the objective function (fitness), which is used to assess the quality of individuals and pick the best contributors for future generations. By mixing the children of the parents, the crossover operator creates new ones, and these new ones will have a mix of qualities from both parents [18]. The new children are subjected to random swaps in the mutation operator, resulting in new solutions. When a certain condition is met, the algorithm comes to an end [8,19,25,26].

The crossover operation is demonstrated in Table 1. Pre-crossover chromosome presentation, followed by post-crossover chromosome presentation: that's how it works. The third position is designated as the crossing point. After that, a mutation operation depending on the mutation rate will be performed on one of the children, as detailed in the next section.

Given Table 2, when the mutation occurs at position 6, gene F in first part of table is not included in the old path (A D E F) and the new path is shown in the second part. The second offspring will be subjected to the same technique, and the fitness of the two new chromosomes will be determined. When the new offspring and their parents are compared to each other, a greedy selection is carried out to determine which has the highest fitness value. Chromosome fitness values are used in the selection process for future generations. Some are chosen for future generations based on the outcomes. In order to maintain a steady population size, chromosomes with lower fitness values will be picked for future generations rather than those with higher values. When the number of generations reaches a certain value, the process comes to a conclusion.

Using a suggested OMPFM, crossover and mutation algorithms have been tweaked to prevent the formation of erroneous routes by efficiently choosing the CHs that are participating in the GA while also ensuring that they are easily available in the network. By adopting binary representation to address the OMPFM’s multi-hop route problem, the CH will never be duplicated along the way. Using GA and other evolutionary algorithms to maximise network longevity, we’ll look at routing protocols that have been utilised to improve the LEACH protocol going forward.
The proposed technique reduces energy consumption while increasing network lifespan by sending data from a source CH to a destination BS. A fitness function determines the optimum course of action. With the OMPFM protocol, you may send only the data you want from one CH to another. For example, it may identify which CHs have the most energy to follow a particular path and then utilize important attributes to narrow the pool of choices. It was shown that using two pre-processing techniques, the GA optimization strategy performed better than the fitness function's proposed parameters for determining the optimum direct path from a source CH to BS. Both examine the GA's chromosomal quality and the suggested fitness function, as stated in the next subsections.

A. Filter Pre-processing

In the GA's first generation, the quality of the chromosomes used will be taken into consideration in the second revision of the formula. Before GA operations begin, the best CHs will be picked based on their energy levels via a filtering pre-process. We'll start by calculating the global average CH energy. CHs with higher energy levels will be needed to help create the second generation when the first is finished. By starting with the best chromosomes, the GA will be more efficient since it will have better chromosomes to work with. Additionally, by reducing the chromosomal length, this change enhances the GA's speed. When four CHs have more energy than normal, they will take part in the GA, and the chromosome will only be three instead of six in length (save for the source CH). The following paragraphs go into detail on how energy affects chromosomal quality. Due to optimal route discovery being an important component, it is necessary in the proposed transmission technique to take into account how many CHs there are in transmission path. There will be less average energy spent to transport data from one CH to another as the number of CHs in the transmission channel increases Eq. (2) gives the average amount of transmission-related CHs energy utilized.

\[ \text{Avg}_{\text{GET}} = \frac{\sum_{i=1}^{N} E_{\text{TX}}(i)}{N} \]  

To convey data from one CH to another through the transmission channel, you need a certain amount of energy called \( E_{\text{TX}} \), whereas \( \text{Avg}_{\text{GET}} \) measures the average amount and \( N \) stands for the number CH involved. \( E_{\text{TX}} \) can be calculated using the following formula [26].

\[ E_{\text{TX}} = E_{\text{elec}} * k + E_{\text{amp}} * k * d^m \]  

Where \( n \) having a value of 2 in open space and a value of 4 in enclosed places where \( E_{\text{elec}} \) is the electronic energy and \( E_{\text{amp}} \) is the amplifier energy.

The same approach is used to determine the average amount of CHs consumed during the receiving process, which may be summarised as follows:

\[ \text{Avg}_{\text{GER}} = \frac{\sum_{i=1}^{N} E_{\text{RX}}(i)}{N} \]  

\( \text{Avg}_{\text{GER}} \) is equal to the average energy necessary to receive data when \( N \) CHs are present in the transmission channel, where \( E_{\text{RX}} \) is the average energy required to receive data from each CH. The energy model is used to determine \( E_{\text{RX}} \) [26]:

\[ E_{\text{RX}} = E_{\text{elec}} * k \]  

As a result of the calculations, the average CHs energy is as follows:

\[ \text{Avg}_{\text{GFE}} = \frac{\sum_{i=1}^{N} E_{\text{F}}(i)}{N} \]  

\( \text{Avg}_{\text{GFE}} \) is the average amount of remaining energy after all CHs have been spent in the current round? At the moment, the CH has an energy level of Er. The effects of energy on data transmission to the BS are shown in Equations (2), (4), and (6), which are all found in the source code. This means that reducing participation in the GA by CHs will make the transmission process more efficient. The following section delves deeper into the fitness function that has been proposed.

With the suggested method, the major objective is to reduce the amount of energy used in the data transfer procedure from a CH to BS. Several fitness function factors are taken into consideration in order to reach this objective. One of the parameters of the fitness function is the distance from the BS to each participant CH. As the number of CHs increases, so does the fitness function. As a result, another fitness function parameter is the ratio of proposed CHs to total CHs on the path. Number of members in a cluster is a critical fitness function parameter since it impacts how much energy cluster members consume. The number of participants in each suggested CH is the final fitness function parameter. It's true that the efficiency of transmission is maximised when the distance between the source and destination is as short as possible, but this comes at the cost of increased energy consumption.

Using the fitness function below, we can minimise the fitness function's values to discover the best route:

\[ F(i) = D(CH_{i}, BS) + \frac{N_{\text{part}}}{N} + NO_{\text{of part}} + \text{members} \]  

With respect to which, \( F(i) \) signifies the number of homologous regions on the \( i^{th} \), average distance between the origin CH and the BS is represented by chromosomal D (CHs, BS), as indicated in Chromosome homologs are represented by the letters N, P, and O, and the number of parts they play in the transmission process is represented by the letters No, P, and O, as described in the section on how they participate in the process [24,32].

In the first phase of the fitness function, the energy consumption is distributed across all CHs based on the distance between the source CH and the BS. It's important to note that this second section shows what percentage (really) of participants' CHs are actually employed in the transmission process. Because the suggested fitness function is a minimization function, when the percentage is low, the path's optimality improves. The optimality diminishes in direct proportion to the value. A CH that has engaged in the transmission process more than once would soon lose its energy, thus the third section shows the total number of CHs that have taken part in the transmission process along the way. In other words, when its value increases, the fitness function will become more valuable, and an inefficient path will result. The number of nodes in each cluster is the final consideration.
This is especially crucial because of its impact on energy usage.

### IV. RESULT AND DISCUSSION

The decision was made to use a MATLAB simulation tool and the simulation parameters in Table 4 to test the fitness function. The effectiveness of the approach was evaluated by comparing the findings of the proposed technique with those of the LEACH process [26] and other comparable methods. Several tuning processes are used to specify the crossover and mutation rates after which the GA parameters provided in this paper are listed in Table 4.

The LEACH protocol is the most frequently used clustering method in the WSN community. As a consequence, referring to it as a guide is critical. On the other hand, the proposed OMPFM is pitted against several other protocols that are developed on top of LEACH. Before comparing the proposed OMPFM with the current methods, an assessment of the efficiency of the improved GA should be conducted in terms of chromosomal sizes and running time. This will indicate that the better GA is more efficient. A single round of comparison is shown in Figures 3 and 4 to demonstrate how conventional GA (NGA) compares to improved GA (EGA). For every additional round, the chart becomes increasingly jumbled; on the other hand, for every additional round less than ten, the comparison values get increasingly muddled. There will be a total of 10 rounds. Because all nodes in the selected rounds are still alive, the running time is precise and predictable, and the ideal chromosomal sizes have been attained. The chosen rounds are also the first ones. This is followed by ten tests in which the standard GA is compared to its upgraded counterpart (see Figures 3 and 4). Time required for 10 conventional GA rounds is shown in Figure 3, whereas time required for enhanced GA is shown in Figure 2. Figure 2 depicts the average chromosomal size throughout the first ten cycles. There is only one way to get the average chromosome size from the BS to each CH, thus the total number of CHs divided by the number of CHs each round gives the average chromosome size. Figure 3 demonstrates that the enhanced GA requires less time each round than the regular GA does. To improve efficiency, we used the suggested pre-processing steps. Furthermore, as seen in Figure 4, enhanced GA shrinks the size of the chromosomes when compared to regular GA. The graph below illustrates the average chromosomal size during the experiment. The improved version of GA's smaller chromosome sizes increases the effectiveness of the GA by finding the optimal solution by utilising short chromosomes, thanks to the suggested pre-process that picks the appropriate CHs to be included in the GA.

Figure 3 depicts how much faster the improved GA runs, on average, than the standard GA. (Number of intermediate CHs) is less for each run in the improved GA than it is for each run in the standard GA (Fig. 4). In terms of running time and chromosomal size, the results show that the proposed GA's pre-processes are more efficient than the standard GA. Various scenarios were developed in order to assess the OMPFM's feasibility. The simulations were run a total of 20 times to provide a fair comparison. Each sensor node in the network has its own array data structure that is used to calculate the fitness value of the suggested strategy. To illustrate the array data structure, see Table 5.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Declaration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Size of the network</td>
<td>100x100</td>
</tr>
<tr>
<td>BS(i,j)</td>
<td>Base station location</td>
<td>area center (50x50)</td>
</tr>
<tr>
<td>N</td>
<td>The total no. of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Etx</td>
<td>Transmission energy</td>
<td>51 nJ/bit</td>
</tr>
<tr>
<td>Eo</td>
<td>Initial energy</td>
<td>0.5 Joule, 1 Joule</td>
</tr>
<tr>
<td>Eelec</td>
<td>Consumption of electronic resources</td>
<td>51 nJ/bit</td>
</tr>
<tr>
<td>Erx</td>
<td>Energy for reception</td>
<td>51 nJ/bit</td>
</tr>
<tr>
<td>Eamp</td>
<td>amplified signal transmission</td>
<td>12 pJ/bit/m2</td>
</tr>
<tr>
<td>Edta</td>
<td>energy used for data collection and analysis</td>
<td>6 nJ/bit</td>
</tr>
<tr>
<td>Rmax</td>
<td>Number of rounds allowed as a maximum</td>
<td>5000</td>
</tr>
<tr>
<td>Pack/CtrPack</td>
<td>Packet size for data and control</td>
<td>528 bytes/50 bytes</td>
</tr>
<tr>
<td>Indiv</td>
<td>No. of Individuals</td>
<td>50</td>
</tr>
<tr>
<td>Iter</td>
<td>No. of iterations</td>
<td>120</td>
</tr>
<tr>
<td>Cr</td>
<td>Ratio of changeover</td>
<td>0.9</td>
</tr>
<tr>
<td>Mr</td>
<td>Change rate</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Fig. 3. Time Spent Running in the First Ten Rounds.

Fig. 4. The Average Chromosomal Size in the First Ten Rounds.
Table 6 and Fig. 5 show the outcomes of using the proposed technique in comparison to the comparable methods [5,14,16,22,36]. When compared to techniques based on the number of dead nodes, the recommended strategy leads in longer network lifetimes, as shown by the findings above. The recommended approach outperforms the LEACH protocol by 28%, the GCA by 25%, the EAERP by 18%, and the GAECH by 11% in dead node percentages of 10% compared to the LEACH protocol. As compared to the standard LEACH protocol, this one outperforms it by 35%, as well as the GCA (34%), EAERP (26%), and GAECH (19% when including HND, or 50% of dead nodes). The new approach beat the previous ones by a factor of 101 percent when compared to LEACH and a factor of 99 percent when compared to GCA and EAERP. Longevity gains are seen when employing the recommended technique, and these gains can be ascribed to using energy-efficient intermediate CHs in the selection process for the fitness function.

To simulate the second case, the starting energy of each node was reduced to 0.5 Joule from 1 Joule as per [11]. Table 7 shows the FND and LND of the proposed OMPFM. Table 7 shows the average values of the FND and LND parameters over tens of thousands of runs, which are 1695 and 3946, respectively. Figure 5 depicts the [11]'s FND and LND. Table 6 and Table. 7 [11] reveal that our OMPFM has superior FND and LND values than previous techniques. A FND of 1695 characterises the suggested OMPFM, while a FND of 800 characterises the techniques outlined in [11]. The LND in the OMPFM is 3946, but in the approaches in [11], it's roughly 2000. In terms of running time, the recommended OMPFM performs better thanks to better parameter selection in the fitness function and better utilisation of the pre-processing.

Table V.

<table>
<thead>
<tr>
<th>Fields</th>
<th>xd</th>
<th>yd</th>
<th>G</th>
<th>Status</th>
<th>No. of Parameters</th>
<th>Members</th>
<th>ToBs</th>
<th>Types</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.83</td>
<td>63.79</td>
<td>0</td>
<td>1</td>
<td>26</td>
<td>0</td>
<td>140.35</td>
<td>'C'</td>
<td>-0.0059</td>
</tr>
<tr>
<td>2</td>
<td>59.61</td>
<td>51.53</td>
<td>0</td>
<td>1</td>
<td>16</td>
<td>0</td>
<td>143.78</td>
<td>'C'</td>
<td>-0.0037</td>
</tr>
<tr>
<td>3</td>
<td>66.36</td>
<td>39.48</td>
<td>0</td>
<td>1</td>
<td>36</td>
<td>0</td>
<td>156.37</td>
<td>'C'</td>
<td>-0.0031</td>
</tr>
<tr>
<td>4</td>
<td>56.56</td>
<td>69.30</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td>125.86</td>
<td>'N'</td>
<td>-9.81e-05</td>
</tr>
<tr>
<td>5</td>
<td>9.62</td>
<td>90.97</td>
<td>0</td>
<td>1</td>
<td>31</td>
<td>0</td>
<td>111.58</td>
<td>'N'</td>
<td>-5.33e-04</td>
</tr>
<tr>
<td>6</td>
<td>51.71</td>
<td>19.61</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td>175.38</td>
<td>'N'</td>
<td>-1.80e-04</td>
</tr>
<tr>
<td>7</td>
<td>61.13</td>
<td>15.54</td>
<td>0</td>
<td>1</td>
<td>32</td>
<td>0</td>
<td>179.79</td>
<td>'N'</td>
<td>-1.62e-04</td>
</tr>
<tr>
<td>8</td>
<td>73.02</td>
<td>72.88</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>124.26</td>
<td>'A'</td>
<td>-0.007</td>
</tr>
<tr>
<td>9</td>
<td>75.32</td>
<td>33.67</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td>163.30</td>
<td>'N'</td>
<td>-4.177e-04</td>
</tr>
<tr>
<td>10</td>
<td>85.66</td>
<td>75.07</td>
<td>0</td>
<td>1</td>
<td>46</td>
<td>0</td>
<td>125.11</td>
<td>'N'</td>
<td>-5.14e-05</td>
</tr>
<tr>
<td>11</td>
<td>80.81</td>
<td>5.71</td>
<td>0</td>
<td>1</td>
<td>31</td>
<td>0</td>
<td>191.78</td>
<td>'N'</td>
<td>-2.87e-04</td>
</tr>
<tr>
<td>12</td>
<td>44.25</td>
<td>6.17</td>
<td>0</td>
<td>1</td>
<td>28</td>
<td>0</td>
<td>188.91</td>
<td>'N'</td>
<td>-2.26e-05</td>
</tr>
<tr>
<td>13</td>
<td>32.27</td>
<td>3.22</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>192.60</td>
<td>'A'</td>
<td>-0.0030</td>
</tr>
</tbody>
</table>

Table VI.

<table>
<thead>
<tr>
<th>Dead nodes%</th>
<th>No. of Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LEACH</td>
</tr>
<tr>
<td>10%</td>
<td>1898</td>
</tr>
<tr>
<td>20%</td>
<td>2013</td>
</tr>
<tr>
<td>40%</td>
<td>2057</td>
</tr>
<tr>
<td>60%</td>
<td>2201</td>
</tr>
<tr>
<td>80%</td>
<td>2225</td>
</tr>
<tr>
<td>100%</td>
<td>2255</td>
</tr>
</tbody>
</table>

Fig. 5. Results of the Suggested Method's Simulation Compared to Similar Techniques.
TABLE VII. PROPOSED MODEL OMPFM FOR LND AND FND

<table>
<thead>
<tr>
<th>FND</th>
<th>LND</th>
</tr>
</thead>
<tbody>
<tr>
<td>1633</td>
<td>4155</td>
</tr>
<tr>
<td>1778</td>
<td>4422</td>
</tr>
<tr>
<td>1781</td>
<td>3754</td>
</tr>
<tr>
<td>1752</td>
<td>3889</td>
</tr>
<tr>
<td>1614</td>
<td>4167</td>
</tr>
<tr>
<td>1622</td>
<td>3923</td>
</tr>
<tr>
<td>1689</td>
<td>3855</td>
</tr>
<tr>
<td>1798</td>
<td>4109</td>
</tr>
<tr>
<td>1789</td>
<td>3755</td>
</tr>
<tr>
<td>1699</td>
<td>3666</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE SCOPE

Data transmission in WSNs has a significant impact on a network's lifetime performance. It's difficult to use direct transmission in WSNs because of the increased energy usage. This is especially true when the source CH is far from the BS. Furthermore, choosing the right CHs is a problem that has a big impact on the network's lifespan. These issues have been the subject of a slew of investigations. A novel approach to the direct transmission problem, based on a modified GA, is given in this work. The settings of the boundary variables for the cluster head selection function can be altered to improve results based on the specific application. A change is recommended to the CHs selection threshold. Since the suggested technique is half as good as the LEACH protocol and other comparable methods presently in use in terms of network lifetimes and power consumption, this would lead to longer run times. Eventually, a new evolutionary algorithm will be implemented to speed up the processing time. Additionally, future mobile WSNs will consider a multi-hop routing method.
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