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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—Entity resolution describes techniques used to
identify documents or records that might not be duplicated;
nevertheless, they might refer to the same entity. Here we study the
problem of unsupervised entity resolution. Current methods rely
on human input by setting multiple thresholds prior to execution.
Some methods also rely on computationally expensive similarity
metrics and might not be practical for big data. Hence, we focus
on providing a solution, namely ModER, capable of quickly
identifying entity profiles in ambiguous datasets using a graph-
based approach that does not require setting a matching threshold.
Our framework exploits the transitivity property of approximate
string matching across multiple documents or records. We build on
our previous work in graph-based unsupervised entity resolution,
namely the Data Washing Machine (DWM) and the Graph-
based Data Washing Machine (GDWM). We provide an extensive
evaluation of a synthetic data set. We also benchmark our proposed
framework using state-of-the-art methods in unsupervised entity
resolution. Furthermore, we discuss the implications of the results
and how it contributes to the literature.

Keywords—Entity resolution; data curation; database; graph
theory; natural language processing

I. INTRODUCTION

Entity resolution is critical in data cleaning, curation, and
integration [1]. It also refers to finding duplicate records within
the same table, across various tables, or multiple databases
that might refer to the same entity. Traditional and rule-based
entity resolution relies heavily on human input to guide the
entity matching process using predefined rules. Defining those
rules depends on handcrafting simple lexical, semantic, and
syntactic conditions for matching records based on attribute
similarity, such as in [2] and in [3]. However, moving toward
automating entity resolution for data cleaning, curation, and
integration has become a sought-after goal in many domains.
Thus, unsupervised entity resolution methods have increased.

Nevertheless, unsupervised approaches suffer from higher
inaccuracies than other methods due to relying solely on
approximate string matching. Approximate string matching
algorithms can quantify the similarity between strings based
on character or token frequency and location [4]. String
similarity metrics can vary in granularity from character-based
to context-based. For example, character-based approaches such
as Levenshtein’s Edit Distance [5], Affine Gap Distance [6],
Smith-Waterman Distance [7], Jaro Distance [8], or n-gram
based algorithms [9] are better suited for data where the order

of the tokens matter in identifying unique entities [4]. On the
other hand, token-based approaches such as Overlap, Cosine,
Dice, Monge-Elkan [10], and Jaccard [11] rely on tokenizing
the text into a finite set and then comparing the intersection
and union between the sets, which makes them better suited
for data characterized by typographical errors. The TF-IDF
algorithm [12] is another type of string similarity metric, which
is more context-based and depends on token frequencies in a
corpus.

Unsupervised entity resolution methods typically follow an
automated processing pipeline that consists of preprocessing,
blocking, matching, clustering, profiling, and canonicalization.
Preprocessing refers to multiple steps that involve merging
and parsing data files, tokenizing, and normalizing the un-
standardized documents. Blocking is the strategy used to
mitigate the quadratic complexity of pairwise comparisons in
unsupervised entity resolution. That strategy relies on quick and
dirty techniques that divide the preprocessed unstandardized
references into chunks or blocks, avoiding string matching
across the whole dataset. As a result, each block can be
processed separately, where pairwise string similarity can be
applied with less computational cost.

Generally, unsupervised entity resolution systems resort to
matching threshold setting and end the entity matching process
at that stage, such as in [13]. Other systems further expand
the pipeline to identify entity profiles generalizing the entity
matching output to more than two entity clusters. The clustering
process aims to resolve conflicts in pairwise matching and find
records that indirectly match. Those conflicts typically occur
due to the reliance on frequency-based blocking [1]. Thus,
to increase automation, reduce the amount of human input,
and increase efficiency in the unsupervised entity resolution
process, we aim to reduce the number of input parameters
needed and to step away from direct approaches in approximate
string matching. We introduce a graph-based approach to entity
profiling in unsupervised entity resolution systems that leverage
graph clustering algorithms’ maturity and autonomy.

More specifically, we address the following challenges in
graph-based unsupervised entity resolution systems represented
by [13] and iterative self-assessing systems represented by [1]:

• The processing pipeline in iterative self-assessing
systems might need to be applied multiple times due
to the low accuracy of relying on approximate string
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matching alone without rules as in traditional methods.
That is clear in approaches such as the Data Washing
Machine (DWM) [1].

• Using approximate string-matching similarity measures
that rely on heuristics, though providing robust results,
sometimes undermines processing speed. Moreover,
those algorithms are exhaustive with quadratic time
complexity running time, such as in [14]. In addition,
though [13] introduced a learned similarity function,
the algorithm is relatively expensive and does not
provide an entity profiling capability.

• Setting matching thresholds as in [13], and cluster
quality thresholds as in [1] might be problematic for
the user’s perspective. Interpreting those thresholds
depends on the fed data, and the user might not have
a baseline reference to compare.

A. Contribution

Here we developed a solution that relies on exploiting the
transitivity property characterized by the output of the matching
process, allowing us to recast the matched documents as a graph
of weighted edges. We expand on the work that our group has
done, mainly the Graph-based Data Washing Machine (GDWM)
[15] and the original Data Washing Machine (DWM) [1]. We
address the previously mentioned problems as follows:

• ModER avoids the extra computational cost of iter-
ating multiple times over the processing pipeline to
maximize a similarity threshold and optimize a cluster
quality threshold [1]. First, the recast graph is divided
into smaller subgraphs using a connected component
detection algorithm exploiting the transitivity property
of pairwise matching. Second, a document-word bi-
partite graph is formed where an initial modularity
optimization runs to initialize cluster memberships of
document nodes on the block level subgraph. Finally, a
conditional greedy modularity maximization algorithm
further breaks down the detected clusters.

• Instead of costly computing token-based similarity
measures, the weighted edges representing the ap-
proximated similarity between every two documents
on the block level are estimated using a Locality
Sensitive Hashing scheme [16]. The similarity weight
is approximated using a MinHash Jaccard estimator
[17]. In addition, we exploit the fact that documents
or records almost always include highly discriminative
terms representing a fingerprint for each document.

• Instead of relying on the user to set similarity matching
and cluster quality thresholds, we overcome the need
to set algorithm-related thresholds by using Modularity
as an optimized cluster quality metric guiding the
matching and linking processes. The only parameters
that the user needs to input are data-related: the
percentile of blocking words, the percentile of stop
words, and the percentile of discriminative words. That
allows the user to study the data before running our
framework statistically. The user can then provide those
parameters as a function of the statistical analysis of
the dataset.

• To our knowledge, Modularity based graph clustering
has not been adapted before to the problem of unsuper-
vised entity resolution. Therefore, we make our code
publicly available as a git repository through the link
under the directory ModER1.

II. RELATED WORK

There is a large number of entity resolution systems in the
literature in general targeting many problems such as ZeroER
[18], DITTO [19] and Swoosh [20]. In this literature review we
focus specifically on papers that are within the scope of graph-
based unsupervised entity resolution. Despite their sparsity in
the literature, graph-based methods and algorithms have been
adapted before to entity resolution.

A. Token-based Graph Entity Resolution

In token-based graph entity resolution, the goal is to
construct a bipartite undirected graph of token nodes and record
nodes and cluster the record nodes into unique entities using
methods such as SimRank [21]. In [22], the authors introduced a
graph-based entity resolution model. The model transformed the
input data set into a graph of unique tokens where connectivity
reflects the co-appearance of tokens in references. The graph
was clustered using a weight-based algorithm that considered
three types of vertices: exemplar, core, and support vertices. The
algorithm then constructed r radius maximal subgraphs from
the original token graph to discover clusters related to unique
entities. Token-based methods, however, are computationally
expensive and memory intensive due to the lack of an integrated
blocking strategy.

B. Record-Record Simiarlity-Based Graph Entity Resolution

Record-record similarity graphs link structured unstandard-
ized references in a weighted undirected graph where the nodes
represent unique records. The connectivity represents the degree
of similarity between individual references. That approach of
constructing a record graph allows to directly utilize a whole set
of graph clustering algorithms that graph theory and network
science researchers have already developed. While [23] applied
a graph clustering algorithm to optimize minimal cliques in
the graph. The algorithms approximated the NP-hard graph
clique problem through pruning. Moreover, [24] developed
the FAMER framework to combine multi-source data using
blocking, matching, and clustering schemes. The framework
modeled the merged data as a similarity-record graph and then
leveraged graph clustering techniques to resolve the entities.

Other work has leveraged the graph’s structure instead of
just the weights between records. In [25], the authors proposed
three algorithms to cluster the similarity graph based on
structure rather than edge weights. They argue that graph-based
transitive closure, such as in [26], produces high recall but low
precision because the graph’s structure is not considered during
clustering. They justified using maximal clique algorithms to
leverage the graph’s structure, which increases precision. There
are also centrality and node importance-based methods where
the edge weights are not considered, and node scores are
propagated, such as in [27]. In addition, the authors introduced

1https://bitbucket.org/oysterer/dwm-graph/src/master/ModER/
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the notion of a node resistance score in a co-authorship graph
to model entity similarity. Node resistance can be considered
a PageRank score [28], where a random walker computes
the probability of getting from the source node to the target
node iteratively until convergence. Also, in [29], the authors
introduced a graph-based model that linked two graph datasets
by aggregating similarity scores from neighboring record nodes.
However, record-record similarity methods are complicated and
require extensive graph theory knowledge to tune the adapted
methods.

C. Hybrid Graph-based Entity Resolution

Hybrid methods that combine token-based bipartite graphs
and similarity-based record-record graphs have been investi-
gated in [13] and [30]. The authors proposed an algorithm that
combines text similarity with a graph-based algorithm. They
first partition the data into a bipartite graph of record pair nodes
and frequent term nodes to learn a similarity score of the record
pair nodes. Then, the result was used to construct a record-
record graph and used to power the CliqueRank algorithm,
which runs on the blocks of records identified by the first part,
known as the ITER algorithm. The probability of a matching
pair of records is then updated iteratively. The authors combined
two distinct methods: the random walk-based approach and the
graph clustering-based approach. However, the authors used the
graph approach to match pairs of records without introducing
any clustering approach that would resolve the entity profiles.

The following section describes the framework, method,
and algorithm used in ModER.

III. PRELIMINARIES

A. Problem Definition

Let us assume that we have a collection of merged
documents in one file where every single document has a
unique identifier and a reference body. More formally, the set of
merged documents are D consisting of tuples di = (ui, ri)
where ui ∈ U is a unique identifier that is either provided
in the input file or is automatically generated by ModER
and ri ∈ R is the reference body. Let us also assume that
there exists a latent variable τ representing the underlying
hidden unique entity profiles in the data file pointing to the
probability P (τ) =

∑N
i=0 P (di ∈ τ) where N is the number

of documents In the file. Hence |τ | <= N . That reformulates
the problem as an estimation of P (di ∈ τ) for each document
di.

B. Graph Formulation and Modularity

Consider a set of document unique identifiers ui and their
tokenized unique reference bodies ri. Consider two ways of
remodeling the input corpus as a graph. First a document-
document graph G = (V,E) where each vertex/node v ∈ V
represents a unique document ui ∈ U where u ≡ v. While
an edge e ∈ E where E ⊆ V × V represents whether two
records ei = (ri, rj) are matched, and an edge weight we ∈
W (E) : E → R represents the normalized similarity between
the two nodes. A graph G could be represented as an adjacency
matrix A of size |V | × |V |, where each cell in the matrix
contains either a 1 if an edge exists between two nodes or 0
if an edge does not exist. Each cell value containing 1 could

be multiplied by the edge weight to represent a weighted
adjacency matrix. We also define a set of clusters Q ⊆ P (V )
where Q elements are a subset of V and P is a partition of V .
The clustered graph conventionally can be seen as a graph of
subgraphs where each meta-vertex represents each subgraph of
vertices or records as follows:

V ′ = Q (1)

E′ = (Qi, Qj) : ∃ (vi, vj) : vi ∈ Qi, vj ∈ Qj , (vi, vj) ∈ E
(2)

Second, the corpus of input data could be modeled as a
bipartite graph G = (V, Y,E) with two types of nodes V and
Y where an edge e ∈ E E ⊆ V × Y can only exist between
two nodes of different types. In our case, the first type of node
v ∈ V represents a unique document ui ∈ U where u ≡ v
and the second type of nodes y ∈ Y represents a unique token
ti ∈ T where t ≡ y. Edges can exist between a document node
and a token node if the token exists in the document reference
body. We also define the notion of node membership qi where
a node ni can only be a member of one cluster qi. Finding
the best suitable cluster membership for a node ni could be
achieved through optimizing cluster quality heuristics such as
Modularity [31] or Conductance [32]. Modularity quantifies
the cluster quality in a graph by comparing the edge density
in each cluster to a randomly rewired hypothetical network.
Recall the notions defined in equation 1 and 2. Modularity can
then be conceived as:

M =
1

2m

∑
i, j

[
Ai, j −

kikj
2m

]
∂ (Qi, Qj) (3)

Where m is the number of edges in the graph and k is
the degree of a node. In addition A is a weighted adjacency
matrix constructed from E′. And, i and j are indices for each
unique record in the file, represented as a vertex in the graph
as v′ ∈ V ′. And e′ ∈ E′ E′ ⊆ V ′ × V ′ and e′ ≡ Ai, j .

C. Similarity and Transitivity

Consider that if record a matches record b and record b
matches record c, then by transitivity, record a matches record c.
The former definition of transitivity is the notion that binds our
assumptions that lead us to create a graph from a set of matched
documents. This assumption can only hold if the probability
of record a matching record b and the probability of record b
matching record c care is high enough [33]. A high enough
probability in approximate string matching is considered above
50% [34]. we interpret normalized approximate string similarity
measures such as the Jaccard index and Levenstein ratio as
matching probabilities. Hence, a Jaccard similarity between
two documents below 50% is not accepted as a link between
two records, which is crucial for the transitivity assumption
to remain valid. Note also that the transitivity assumption is
what allows us to form a document-document graph; otherwise,
it does not make logical sense to apply a transitive closure
algorithm on a formed graph if transitivity does not hold or,
in other terms, if the edge weight between nodes representing
the matching probability is less than 50%. That assumption
could also be corroborated by interpreting similarity at 50%
as extreme uncertainty of whether the two documents are
similar instead of the intuition that a 10% similarity indicates
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uncertainty. On the contrary, a 10% similarity holds more
certainty that the two documents are dissimilar. Hence a 50%
similarity is an appropriate baseline for interpreting approximate
string similarity measures as matching probabilities.

IV. METHOD

In this section we extensively describe the proposed
framework as shown in Fig. 1.

A. Merged Input Corpus

The input corpus is defined in one file. The file is merged
from multiple data sources. The user manages this step where
the only requirement is a single merged file. In the future,
we intend to address having to merge multiple data sources
as part of the framework developed here. The assumption is
that each line in the file represents a document containing a
reference body where the number of latent entity profiles is
less than or equal to the number of documents. In addition,
as mentioned in the preliminaries section, it is assumed that
documents share at least one token so that the assumption of
transitivity is not broken III-C. Note that the unique identifier
ui ∈ U is either provided in the input file or is automatically
generated by ModER.

B. Preprocessing

The parsing process includes normalization, cleaning, to-
kenization, and filtering and is central to the framework.
Tokenization is preceded by the normalization and cleaning step,
where the text from the reference bodies of the documents is
cleaned from particular characters and converted to lowercase. If
a unique character appears in the token’s middle, it is removed,
and the entire string is compressed. We use the standard
approach to tokenizing text in English, splitting the text based
on spaces between tokens. The parsed data are then loaded into
memory, and unique token frequencies and length dictionaries
are computed. Stop words are also removed if their frequencies
exceed a parameter sigma σ. More formally, as referred to
before in the preliminaries Section III-B, the corpus D consists
of tuples di = (ui, ri) where ui ∈ U and ri = wi ∈ W
contains a unique distinct set of tokens T with different counts
C given that ti is a distinct unique token where ti ∈ T ⊆ wi

and ci is the corresponding count of each unique token ti
where ci ∈ C and C = |ti ∈ T |. In addition, a token length
dictionary is computed where li ∈ L and L = len(ti ∈ T ).
First each document di ∈ D is processed using σ to filter
out tokens ti ∈ ri with frequency ci ∈ C and C = |ti ∈ T |
above σ to filter out stop words.

C. Blocking

The blocking process aims at reducing the potential number
of pairwise matching across a data file as much as possible.
We use a frequency-based blocking algorithm that assumes
that two records that refer to the same entity share at least
one token. We adapted the frequency-based blocking technique
presented in the DWM [1]. The blocking method relies on
the parameter beta β. For each reference token ti ∈ ri with
frequency ci ∈ C and C = |ti ∈ T | below β and above 2
is considered a blocking token tBi ∈ T . Blocking tokens are
identified for each reference in a list L where the filtered

records are repeated. The list is then grouped by blocking
tokens regardless of reference. Each block includes all the
references where the same blocking token appeared, and the
number of blocks was equivalent to the number of unique
blocking tokens in the dataset. This process is formalized in
Algorithm 1.

Algorithm 1: Blocking
Input :C(T ), R, β, σ: unique token frequencies,

record set
Result :B: list of blocks
B ← list
for r ∈ R do

if ci ∈ C for each tij ∈ r where ti ∈ T ≥ σ
then

r ← remove tij from r
end
if ci ∈ C for each tij ∈ r where ti ∈ T ≤ β

then
L← (tij , r)

end
end
Ls ← sort(L, ti ∈ T )
Tu ← unique(tij ∈ Ls)
for ti ∈ Tu do

for ls ∈ Ls do
if ti = ti ∈ ls then

bi ← r ∈ ls
B ← B + bi

end
end

end
return B

D. Fast Matching using Locality-Sensitive Hashing

The goal here is to provide a quick, fast, and multilevel
way of grouping documents that might belong to the same
latent unique entity. However, matching every document in the
corpus would result in an algorithm that runs as O(N2) in
time. So, our efforts are concentrated on reducing the number
of possible matching operations through 3 steps. First, after the
preprocessing phase, we apply a Locality Sensitive Hashing
(LSH) [16] algorithm to allow for a quick approximation of a
similarity function such as Levenshtein ratio, Cosine distance,
or Jaccard index. Even at the block level, computing the
former similarity metrics can be expensive for larger files. LSH
aims at using a hashing algorithm to approximate a similarity
function such as Jaccard index [11]. Jaccard similarity involves
computing the set intersection and union across tokenized
words between the two documents being compared. Computing
both a union and an intersection could be computationally
expensive, misaligning with our overarching goal of reducing
string-wise comparisons as much as possible. An LSH algorithm
operates on a metric, a threshold, an approximation factor, and
a set of probabilities. The goal is to design a hash function
that approximates a metric by optimizing a threshold. The
approximation is achieved by making sure that the set of
probabilities holds.
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Fig. 1. An Overview of the ModER Framework.

Here we adapt the MinHash algorithm [17] to estimate the
similarity between records in the same block. The MinHash
algorithm is designed to approximate the Jaccard index between
two sets. Sets are columns in a matrix where each row represents
an element from the union of the two sets. A cell value of
1 represents the existence of that element in one of the two
sets. The critical observation is that the Jaccard similarity
could be approximated by counting the number of collisions
between the two sets after hashing each element in each
set. So counting the number of collisions of hashes between
the two sets and normalizing them by the total number of
hashes approximates the Jaccard similarity [35] [16]. That
technique reduces the number of operations needed to compare
two documents from O(N2) to O(N) in time in best cases
and O(N log(N)) in worst cases. we adapt MinHash by
precomputing the approximating hash functions over the entire
corpus. We provide a simple implementation of the MinHash
algorithm in our code; however, while running experiments,
we used the highly optimized implementation introduced by
[36]. Each word is hashed for each document in the corpus
using a 32-bit SHA algorithm [37]. The hashed unique tokens
represented in each document are permutated and then drawn
randomly from each document. A signature is then computed
for each unique word in the documents, and the minimum
signature is chosen to represent that word in the documents.
The Jaccard index is then estimated linearly by counting the
number of similar signatures in the same position over the
total number of signatures appearing in the two documents
according to the proof presented initially in [17]. We did not
formalize MinHash here as formalizations of the algorithm are
widely available.

The second part of our matching scheme, also done on
the block level, is that we do not take the estimated Jaccard
similarity at face value. We first filter the documents and extract
what we call discriminate tokens. Those are tokens longer in
length than a parameter delta δ. Discriminate tokens represent
tokens that, by looking at them, you can quickly determine
whether two documents are similar. Those tokens might be
social security numbers, credit card numbers, long street names,
long last names, scientific names, product numbers, or models.
Those tokens are usually highly discriminative in determining
whether two documents are similar. Hence before estimating
the Jaccard index on the block level, we check whether the
two documents have tokens in common that are longer than

delta and their Levenshtein distance is less than 2. We consider
2 to be the threshold that defines a typo. The strength of our
framework lies in the fact that we do not use a similarity
threshold to match documents on the block level. Instead, we
allow the data to automatically match the documents based
on the characteristics represented in the parameters derived
from the token frequencies and length. Hence, on the block
level, we link documents with a similarity above 0 without any
threshold setting. That process is described semi-formally in
the pseudo-code presented in Algorithm 2.

Algorithm 2: Pairwise Matching using MinHash
Input :B, F : list of computed blocks, unique token

lengths
Result :E: linked weighted pairs
E ← list
for b ∈ B do

for r1 ∈ b do
for r2 ∈ b do

if r1 < r2 then
d1← f1 ∈ F
d2← f2 ∈ F
if d1 = d2 or levenshtien(d1, d2) ≤ 2
then

s← 1.0
end
else

s← minHash(r1, r2)
end
if s > 0.0 then

E.append((r1, r2, s))
end

end
end

end
end
return B

E. Graph Modeling

The unordered list of matched records can be considered
an edge list or an adjacency matrix representing a graph of
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Fig. 2. Graph Modeling. First, the Matched Records are Modeled as One Large Weighted Graph with Expected Disconnected Components Due to the Transitivity
Property. Second, Connected Component Detection Algorithms Output the Nodes in each Connected Component. Third, each set of Nodes is then Modeled as a

Subgraph.

Fig. 3. The Typical Unsupervised Entity Resolution Approach Starts with Frequency-Based Blocking, Pairwise Matching, and Entity Clustering.

records. The blocking algorithm considers two similar records having a high probability of representing the same entity if
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they have a minimum of one token in common. That increases
the number of records representing one entity, as shown in Fig.
3. As a result, a record may appear in more than one entity,
making clustering more expensive and the underlying graph
of matched records more complex. In addition, the matching
process also implies that one record might be similar in an
indirect way to another record by transitivity, provided that the
matching probability is above 50%. The output of algorithm
two is modeled as a graph, as mentioned in the preliminaries
in Section III-B and as seen in Fig. 2. A subgraph is then
extracted on the block level.

F. Graph-based Entity Profiling

1) Transitive Closure: In transitive closure, the aim is to
find the set C of sets V ′ where each set represents a strongly
connected component in the graph. A strongly connected
component is a set of nodes where each node has at least
one link to another node. Strongly connected components
are separated by unlinked nodes. We also refer to strongly
connected components as soft clusters. Here in ModER, one
of two approaches could be used. First, an algorithm named
CCMR was introduced by [26] and used and reimplemented in
the original DWM [1] as a single-step clustering method. The
algorithm starts by creating star subgraphs from the matched
pair list. That is done by simply grouping the pair list by the
smallest node. Then, the algorithm iteratively checks whether
its vertices are assigned to subgraph components where the
center of the subgraph component is the smallest vertex in its
first-order neighborhood, relying on the MapReduce framework
for scalability. The DWM provides an efficient implementation
of the algorithm without relying on MapReduce. The algorithm
is formalized and described thoroughly in [26] and [1]. The
second approach that could be used is a simple breadth-first
search algorithm [38] to extract the connected components or
soft clusters. We provide implementation and describe both
algorithms semi-formally in Algorithms 3 and 4.

2) Subgraph Extraction: The subgraph extraction process
aims to avoid recomputing edge weights that have been
computed before during the fast-matching process. A subgraph
is simply the set of soft clusters that have been computed using
the transitive closure process. Each soft cluster is represented
by a set of unique nodes or documents. Each document or
node can appear in only one soft cluster. To extract a subgraph
from the larger graph, we find the edges where all the nodes in
the current soft cluster are represented exclusively. Subgraph
extraction is formalized in Algorithm 5.

3) Composite Modularity Optimization: In the Composite
Modularity Optimization step, the goal is to initialize the cluster
membership of each node in the extracted subgraph based on
token memberships in each document. Next is to refine the
clusters discovered in the initial clustering to more precise
memberships. In the following two subsections, we outline
how we implement that process.

a) Bipartite Spectral Modularity Optimization: This step
exploits the relationship between documents and unique tokens
across all documents. First, we project the unique document
identifiers and unique tokens across all documents as a bipartite
graph similar to Fig. 4.

Algorithm 3: Transitive Closure using Adapted
CCMR

Input :S, µ: pairs of matched records and their
computed similarity scores, similarity threshold

Result :P : list of soft clusters as pairs
indexed by the least record in the cluster as
the first element of the pair

P ← list of soft clusters
RP ← initialize list of tuples
for s ∈ S do

if si ≥ µ then
RP ← append si

end
end
RP ← sort by first element in pair
while no convergence do

for (ri, rj) ∈ RP do
P ←
append pair belonging to connected component
when assuring that all record
nodes belong to the connected component
with the smallest record id
node at the center in their neighborhood;

end
end
return P

Algorithm 4: Connected Components Breadth First
Search

Input :G = (V,E): graph
Result : V ′: set of nodes as component
seen← set
components← list
for v ∈ V do

if v! ∈ seen then
visited← set
queue← list
visited.add(v)
queue.add(v)
while queue do

dequeued← queue.pop()
neighbors← G.getNeighbors(dequeued)

for n ∈ neighbors do
if n! ∈ visited then

visited.add(n)
queue.append(neighbors)

end
end

end
seen.add(visited)
components.append(visited)

end
end
return components
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Fig. 4. A Token-Record Bipartite Graph.

Algorithm 5: Subgraph Extraction
Input : V ′, A: component, adjacency
Result :G′ = (V ′, E′): graph
E′ ← list
for v ∈ V ′ do

neighbors← G.getNeighbors(v)
for nn ∈ neighbors do

if nn ∈ V ′ then
E′.append((n, nn,A[n][nn]))

end
end

end
return (V ′, E′)

Recall equation 3; we defined the Modularity heuristic M as
the sum of the difference between the edges of the current graph
versus a null model graph where edges are rewired randomly
within clusters. Here we approach Modularity optimization
on the bipartite network of documents and unique tokens or
words using a spectral approach or, in other words using matrix
form. The goal is to optimize Modularity across both types
of nodes in the bipartite graph and extract only the optimized
cluster memberships of document nodes. First, a clustered
index matrix S is defined where the rows are the nodes in the
graph, and the columns are the number of clusters in the graph.
Initializing this matrix at the beginning means that each node
has its cluster, so the number of rows equals the number of
columns. The values in S are either 0 or 1, indicating node
memberships. Recall from equation 3 defining Modularity, the
term kikj

2n defines the probability of an edge in the null model

and can be denoted by Pi,j . Hence the term
[
Ai, j − kikj

2n

]
can be rewritten as [Ai, j − Pi,j ] and can be referred to as
Bi,j = [Ai, j − Pi,j ]. According to [39], the previous matrix
form can be combined with equation 3 to redefine Modularity
in matrix form as:

M =
1

2n
Tr(STBS) (4)

Where n is the number of edges in the graph since a
bipartite graph is naturally partitioned into a minimum of two
initial clusters [39]. That naturally help us derive a definition
of Spectral Bipartite Modularity that penalizes any random
choices of edges if the nodes belong to the same cluster, thus
the bipartite Modularity in a non-matrix form could be defined
as:

M =
1

n

p∑
i=1

q∑
j=1

[
Ãi,j −

kidj
n

]
∂ (Qi, Qj+p) (5)

Where Ã is the bi-adjacency matrix. ki is the degree of
node i from the document nodes and dj is the degree of node
j from the word nodes. n is the total number of edges in the
graph and Qi is the partition of a document node i while Qj+p

is the partition of a word node j indexed as j = i+ p. Thus
equation 5 in matrix form becomes:

M =
1

2n
Tr(RT B̃T ) (6)

Where R is the cluster index matrix similar to S but for
document nodes, while T is the cluster index matrix similar
to S but for token or word nodes. B̃ is the difference between
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the biadjacency matrix Ã and the reformulated bipartite null
model P̃ where B̃ =

[
Ã − P̃

]
. The goal is to maximize

Modularity in matrix form as in equation 6. The term B̃T

in equation 6 could be rewritten as
[
ÃT − P̃ T

]
indicating

that the bipartite null model is calculated on the token nodes
only. We refer to this case as T̃ . Or it could be written as[
ÃRT − P̃RT

]
indicating that the bipartite null model is

calculated on the document nodes only. We refer to this case as
R̃. In terms of summation over the matrix in an optimization
scheme, these two cases can be rewritten as:

M =
1

n

p∑
i=1

(
c∑

k=1

[
Ri,kT̃i,k

])
(7)

M =
1

n

q∑
j=1

(
c∑

k=1

[
R̃i,kTi,k

])
(8)

Where c is the maximum number of clusters in the graph,
note that this is equivalent to hypothetically assigning document
nodes to clusters of word tokens and vice versa, similar to
traditional modularity optimization approaches such as Louvain
[40] hence the delta modularity, in this case, was the summation
of both delta modularities from both node types. Given the
previous formulation, we maximize Modularity using a greedy
approach described in Algorithm 6.

b) Conditional Greedy Modularity Maximization: This
second step aims first to recast the documents as a document-
document graph as as in Fig. 5. Second to break down the soft
clusters in a hierarchical manner by maximizing Modularity
M using a conditional modularity maximization algorithm
as seen in Fig. 2. That step is seen as further filtering. The
assumption here is that clusters in a graph are often defined
by the density of edges between a set of nodes. Hence, the
number of connections or edges between clusters characterized
by high Modularity is often meager. Modularity is defined in
equation 3 as M . It measures the difference between the actual
number of edges and an expected number of edges between
nodes. An expected number of edges between nodes can be
considered a random rewiring of the graph given the same
nodes. Optimizing Modularity through maximization in a graph
is a complex problem and is often tackled through various ways
to reduce the number of comparisons between all nodes in a
graph. During maximization, we use the shorthand equation
provided in [40] to reduce the computational cost of computing
delta Modularity of all nodes as shown in equation 9.

∆M =

[∑
in +ki,in
2n

−
(∑

tot +ki
2n

)2
]
− (9)[∑

in

2n
−
(∑

tot

2n

)2

−
(
ki
2n

)2
]

(10)

Where M is Modularity, in are incident nodes to cluster,
tot all nodes inside cluster, k is the degree of the node, n is
the total number of edges. We also apply a condition that a
node is only assigned to the maximum Modularity difference
cluster if the delta modularity is positive and the matching
probability between both document references is 100%. That

Algorithm 6: Spectral Bipartite Modularity Optimiza-
tion

Input : V ′, D′, W ′: set of nodes in current soft
cluster, document references, unique words

Result : updated node labels
edges← list
p = length(V ′)
q = length(W ′[V ′])
c = p+ q
rg = index(W ′[V ′])
gn = index(V ′)
A = zeroMatrix(p, q)
for v ∈ V ′ do

for w ∈ D′[v] do
edges.append((v, w))
A[gn[v], rg[w]] = 1.0

end
end
for i = 0 and V ′ and i++ do

assignMembership(V ′[i], i)
end
for i = i and W ′[V ′] and i++ do

assignMembership(W ′[V ′][i], i)
end
ki = sum(A, 1), dj = sum(A, 0), kd = kidj
m = sum(ki), B = A− (kd/m)
T0 = initializeModularityMatrix(gn, V ′)
R0 = initializeModularityMatrix(rg,W ′[V ′])
minimumDeltaModularity = min(1/m, 0)
deltaModularity = 1,modPrevious = 0
while
deltaModularity > minimumDeltaModularity
do

Tp = T0T .B
maximumModularityIndex = argMax(TpT )
R = zeroMatrix(q, c)
for i, length(maximumModularityIndex) do

R[i,maximumModularityIndex[i]] = 1
end
Rp = B.R
maximumModularityIndex = argMax(Rp)
T = zeroMatrix(p, c)
for i, length(maximumModularityIndex) do

R[i,maximumModularityIndex[i]] = 1
end
T0 = T
modCurrent = modPrevious
RtBT = TT .B.R
sumMod = (1/m) ∗RtBT
modCurrent = sum(modCurrent)
deltaModularity =
modCurrent−modPrevious

end
updateNodeMemberships(extractMemberships(T ))
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Fig. 5. Modeling a Data Set as a Record-Record Weight Graph based on the Similarity between the Records.

ensures that precision is not compromised by breaking precise
clusters discovered in the first step. In addition, that is also to
assure that discriminative terms are factored into the composite
Modularity optimization method. Our Conditional Modularity
Maximization algorithm is formalized in Algorithm 7.

Algorithm 7: Conditional Greedy Modularity Opti-
mization

Input :G′ = (V ′, E′): subgraph nodes
Result : updated node labels
Minitial ← computeModularity(V ′, E′)
for i ∈ V ′ do

iCom = G′.getMembership(i)
neighbors = G′.getNeighbors(i)
for j ∈ neighbors do

jCom = G′.getMembership(j)
weight ∈ G′.getEdgeWeight(i, j)
∆M ← compute difference in Modularity M

according to Louvain’s equation
LM ← (j,∆M)

end
ci ← argmax (LM )
find the largest cluster with the largest delta

Modularity
∆ M
and the corresponding weight
v2← v1 assign the current node to the maximum
cluster if edge weight is 1
updateMemberships(V ′)

end
Mfinal ← computeModularity(V ′, E′)

G. Canonicalization

The clusters representing unique entity profiles are defined
and persisted to the disk in this final step through a link index
file. The link index file describes the final entity clusters of the
unsupervised entity resolution framework as a list of ordered
pairs where the first element of each pair represents the entity
profile identifier to which the record is assigned. The entity
profile identifier is simply the least recorded identifier in the
cluster. The second element of each pair represents a member’s
unique record identifier.

V. EXPERIMENTS

A. Datasets

1) Synthetic Datasets: ModER is tested on a synthetic
benchmark dataset. The reason lies in the fact that there is a
lack of benchmark datasets for the task of entity resolution.
Most entity resolution systems are evaluated against benchmark
datasets [41] that are designed for an entity matching task and
not an entity resolution task. Hence we use the synthetic dataset
described in [42] as seen in Fig. 5 that is specifically designed
for the task of entity resolution. This simulator-based data
generator uses probabilistic approaches to generate coherent
individual data for persons that do not exist except for S3 and
S6, which both represents generated addresses and names of
restaurants that do not exist and were introduced in [43]. The
data fields are names, addresses, social security numbers, credit
card numbers, and phone numbers mixed in several layout
configurations. Some samples are labeled as mixed layout,
meaning that each row might come with a different order of
those attributes and might not be delimited. The standard label
means that all the rows in the data file have the same order and
attributes. The generator described in [44] used a probabilistic
error model to inject various errors in the previously developed
simulated dataset. For example, in this excerpt of a generated
data file shown in Fig. 5, the first four records are almost
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identical except for that record A956296 has a missing last
name and the format of the phone numbers or whether they
exist at all, all are errors injected and generated on purpose. In
addition, the last two records are almost identical except for the
first name, where an intentional error was introduced. A ground
truth set recording the actual clusters of the simulated records
is then sampled from the generated synthetic database. Next,
the corresponding references are pulled from the generated
synthetic database to create various sample files with different
sizes, levels of quality, and layouts. Sizes of files can vary from
50 to 20K rows. For a more detailed description of the dataset
please refer to [15].

2) Benchmark Dataset: Abt-Buy is an e-commerce bench-
mark dataset introduced and curated by [41]. Despite the lack
of benchmark datasets that are desgined specifically for the task
of entity resolution rather than entity matching we used this
dataset as a means to compare results with other systems. The
dataset represents an entity matching task between products
listed on 2 e-commerce websites2. The dataset appears as one
data file containing attributes, product names, descriptions of
products, manufacturer of the products, and price. The data set
also is provided with a ground truth file containing a perfect
matching between entities across both websites. The number
of rows in this dataset is 1081 from the first source file and
1092 from the second data file.

3) Benchmark Models: Data Washing Machine (DWM):
the Data Washing Machine (DWM) [1] implements a fully
probabilistic, iterative, and token frequency-based approach.
The DWM produces remarkable results on simulated datasets
of various sizes, layouts, and qualities. The DWM is computa-
tional, iterative, and probabilistic; it follows a traditional data
cleaning and merging pipeline, tokenization, blocking, matching,
clustering, profiling, and canonicalization. The DWM relies
on the idea of starting with a set of configuration parameters
and then iteratively incrementing the parameters according to
a self-administered evaluation of the quality of the clusters
using an entropy-based metric. The DWM has been shown to
provide robust results in large datasets. In addition, the current
implementation is very modularized, allowing for room for
improvement.

Magellan: Magellan, introduced in [45], is an end-to-
end solution to entity resolution developed as a user-centric
approach. It has been used and adopted widely. The model
relies on providing guides that tell users what to do in entity
matching scenarios. The framework also provides tools to cover
the entire entity matching pipeline using a simple, approachable
implementation.

B. Evaluation Metrics

For evaluation we measured the precision and recall against
the generated ground truth entity clusters. The ground truth is
a list of each record and its membership cluster identifier. After
canonicalization, the saved link index is grouped by the least
record identifier in each cluster. Thus, all records belonging
to the same cluster have the same record identifier as the first
element in the link index pair. We then loop on each pair in
the canonicalized link index and examine whether they belong
together in the ground truth. Finally, we measure the following

2www.buy.com and www.rakuten.com

statistics against the ground truth for each sample run as shown
in Table I. That is also shown in the increased balanced accuracy
[46], which is a valuable measure for problems such as entity
resolution. Entity resolution is characterized by having a class
imbalance as the number of matched pairs is usually way less
than the number of unmatched pairs causing a very high number
of true negatives.

C. Results

We ran our model on an Intel Core i7 − 4720HQ CPU
@ 2.60GHz and 32GB of RAM. We ran ModER and DWM
first on the samples S1 through S18, as described in Tables III
and II. To determine optimal parameters for ModER relative
to maximum F1-Scores, we ran each sample 10 times on
incrementing beta, sigma, and delta and chose the parameters
that gave the best F1-Scores. Please note that we do not set
them directly as numbers when setting parameters beta β, sigma
σ, and delta δ. Instead, we set them using a percentile formula
where the percentile of stop words is σ, the percentile of
blocking words is β, and the percentile of word length is δ. For
running the DWM, we set the parameters to the equivalent in
our model. For example, we assume that our baseline matching
threshold µ is 0.5 or 50% quantifying maximum uncertainty.
Also, in the DWM runs, the quality epsilon ϵ is tuned based
on our previous work’s data [15]. we also informed the setting
of β and σ similar to what we did in the GDWM and set them
to 6 and 7, respectively.

Table II shows the results from running the DWM on the
18 samples with equivalent set parameters. Even though it is
challenging to compare both techniques due to their differences,
it is helpful to compare both in relatively limited runs. Table V
compares the final F1-Scores of both the DWM and ModER.
On the other hand interpreting Table IV is tricky because more
experimentation needs to be done to get a complete picture of
the performance of the developed approach concerning what
has already been done. However, ModER improves overall
precision at the expense of recall from those results. Balancing
precision and recall is challenging for most classifiers.

Composite Modularity Optimization as a technique for entity
profiling is very efficient at detecting large clusters and breaking
them down due to the reliance on a bipartite technique of
modeling document nodes and unique words. That initialization
is used in the second stage of Conditional Greedy Modularity
maximization to refine the detected clusters further. Note that
the conditional aspect of the greedy Modularity Maximization
technique is intentionally injected into the algorithm to ensure
that no nodes are assigned to new clusters if the delta modularity
change is positive yet too little. That is also to ensure that we
only see similarity at 100% or 1.0 as the most certain value
indicating matching, and anything else below 100% is mere
speculation and prediction and should be treated that way in
other entity resolution systems.

In addition, when averaging all samples, as in Table V,
ModER offers less F1-Scores performance than the GDWM
and the DWM. Note that those averages were directly taken
from [15]. Those values were for matching probabilities set
at 70% and higher. That might not be fair because ModER
does not rely on matching threshold settings. ModER could be
seen as a quick and initial entity profiler before using other
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TABLE I. EVALUATION METRICS AND STATISTICS

Statistic Symbol Description

True Positives TP The number of record pairs that appeared together in the same cluster correctly

True Negatives TN The number of record pairs that did not appear in the same cluster correctly

False Positives FP The number of record pairs that appeared together in the same cluster falsely

False Negatives FN The number of record pairs that did not appear in the same cluster falsely

Precision P TP / (TP + FP)

Recall R TP / (TP + FN)

F1-Score F1 2 × (P × R) / (P + R)

Balanced Accuracy A TP × (TN + FP) + TN × (TP + FN) / (TP + FN) × (TN + FP)

TABLE II. RESULTS FROM RUNNING DWM ON EQUIVALENT PARAMETER SETTINGS

Sample Precision Recall F1-Score

S1 76.47 96.3 85.25

S2 62.69 87.5 73.05

S3 41.15 95.54 57.52

S4 70.47 87.27 77.98

S5 71.84 87.94 79.08

S6 81.95 75.63 78.66

S7 73.57 86.65 79.58

S8 67.32 36.64 47.45

S9 64.22 17.48 27.48

S10 72.85 27.58 40.01

S11 70.69 26.19 38.22

S12 73.27 26.37 38.78

S13 76.64 83.32 79.84

S14 70.43 84.73 76.92

S15 68 82.04 74.36

S16 74.02 26.84 39.4

S17 70.59 24.39 36.25

S18 69.79 30.33 42.28

systems or rely on a highly unsupervised system that does not
require the user to set a matching threshold. In addition to a
system that does not rely on matching threshold settings, unlike
most state-of-the-art systems, the results are comparable and
tell something about the need for matching thresholds. When
a user uses such a system to detect entity profiles in a file,
they have no experience with what a matching threshold might
mean. Hence in ModER, we only let the user set 3 explainable
parameters using percentiles, assuming they have studied their
data statistically before running any entity resolution system.

In Table VI, we benchmarked ModER using the Abt-
Buy dataset introduced in [41]. In addition, Table VII pro-
vides insight into multiple runs of ModER on the Abt-Buy
dataset with different parameter configurations. Table VI

reports running ModER with parameters that resulted from 10
times increasing parameters with the best F1-Score. As seen,
ModER outperforms our previous system, DWM, in addition
to Magellan. That is mainly due to the Composite Modularity
Optimization algorithm efficiency. In addition, our reliance
on discriminative words has favored ModER since most data
contain a higher percentage of discriminative keywords. In
Table VII, it appears that the number of single nodes varied
widely as with the number of edges in the graph formed after
matching. That is due to the threshold of the varying parameter.
In addition, those initial parameter settings affect the initial
Modularity widely regardless of the final Modularity. A Higher
F1-Score was tied to lower σ levels, suggesting that filtering
stop words are always beneficial before running any entity
matching algorithm.
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TABLE III. RESULTS FROM THE SYNTHETIC DATA SET EXPERIMENTS ON MODER. BETA IS THE PERCENTILE OF BLOCKING WORD FREQUENCIES ACROSS
THE WHOLE FILE. SIGMA IS THE PERCENTILE OF STOP WORD FREQUENCY ACROSS THE WHOLE FILE. FURTHERMORE, DELTA IS THE PERCENTILE OF

TOKEN LENGTHS ACROSS THE DATA FILE. BA IS THE BALANCED ACCURACY AND IS COMPUTED AS DESCRIBED IN TABLE I. FINALLY, THE FINAL
MODULARITY IS MEASURED ON THE FULL DISCONNECTED GRAPH AFTER ASSIGNING THE NEW MEMBERSHIPS AFTER THE COMPOSITE MODULARITY

OPTIMIZATION STEP.

Sample Beta Sigma Delta BA Precision Recall F1 Modularity

S1 80%=3 99%=31.16 100%=17 98.15 100 96.3 98.11 76.74

S2 80%=3 100%=95 80%=9 93.73 95.45 87.5 91.3 66.76

S3 80%=2 95%=7 69%=9 94.19 83.19 88.39 85.71 96.13

S4 90%=5 95%=8 70%=9 86.82 91.35 73.64 81.54 61.21

S5 90%=5 95%=8 70%=9 87.55 93.78 75.1 83.41 62.11

S6 94%=6 99.99%=1972 40%=6 64.03 71.37 28.06 40.28 33.72

S7 93%=6 99%=36.5 95%=9 85.69 92.17 71.39 80.46 56.66

S8 95%=7 100%=400 50%=5 58.99 67.33 18.04 28.45 20.91

S9 95%=7 100%=322 60%=6 58.93 59.47 17.93 27.56 32.88

S10 80%=6 99%=32.5 60%=6 58.58 71.15 17.21 27.71 53.76

S11 80%=5 100%=1458 50%=6 56.25 76.39 12.51 21.5 50.36

S12 80%=4 100%=1859 30%=5 54.51 79.43 9.0 16.2 47.88

S13 90%=6 100%=1887 45%=5 81.05 68.65 62.13 65.23 42

S14 90%=7 100%=4738 90%=9 77.8 79.82 55.6 65.54 43.98

S15 90%=7 100%=9447 90%=9 76.81 81.82 53.62 64.79 46.34

S16 80%=5 100%=713 30%=5 57.01 77.0 14.05 23.76 51.84

S17 75%=4 100%=17.91 30%=5 54.11 78.92 8.23 14.9 50.52

S18 75%=4 100%=3405 30%=5 53.84 78.26 7.69 14.0 51.53

VI. DISCUSSION

A. Overall Effectiveness

Ideally, we need a better measure to quantify the balance
between precision and recall, as seen in Fig. 6. The F1-
score or the harmonic mean between precision and recall fails
to differentiate between instances where recall or precision
was very high and when they were balanced. A better entity
resolution system always provides a balance between both.
In that light, ModER appears to balance both precision and
recall on S1, S2, S3, and S13. Despite their relative diversity,
the common characteristic between those samples is relatively
higher quality. That is, the difference between document
references injected errors is not significant. They indicate that
the first bipartite spectral Modularity optimization did all the
work to detect entity profiles. The problem is that bipartite
Modularity optimization is a memory-intensive optimization for
more significant clusters even though its time complexity is at

O(2N), returning only two passes on the Modularity matrix to
compute the difference. That points us to address this limitation
in the future of balancing space and time complexities.

B. The Effect on Modularity

Here we refer to the final Modularity as the Modularity com-
puted on the final overall graph that has been projected before
the entity profiling step. The final cluster memberships have
been computed using our Composite Modularity Optimization
approach.

In Fig. 7, modularity is more correlated with precision
than recall. The more clusters are broken down during the
entity profiling step, the higher the Modularity is. Note that
Modularity is weakly correlated with the F1 score, meaning
that higher modularity values do not necessarily mean higher F1
scores. Modularity is a comparison of edge densities between
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TABLE IV. COMPARISON BETWEEN DWM AND MODER

Samples DWM F1-Score ModER F1-Score Performance

S1 85.25 98.11 Improved

S2 73.05 91.3 Improved

S3 57.52 85.71 Improved

S4 77.98 81.54 Improved

S5 79.08 83.41 Improved

S6 78.66 40.28 Worse

S7 79.58 80.46 Improved

S8 47.45 28.45 Worse

S9 27.48 27.56 Improved

S10 40.01 27.71 Worse

S11 38.22 21.5 Worse

S12 38.78 16.2 Worse

S13 79.84 65.23 Worse

S14 76.92 65.54 Worse

S15 74.36 64.79 Worse

S16 39.4 23.76 Worse

S17 36.25 14.9 Worse

S18 42.28 14.0 Worse

TABLE V. THE AVERAGE SAMPLE RUNS ON DWM, GDWM, AND MODER

Method Precision Recall F1-Score Balanced Accuracy

DWM 72.43 57.82 62.97 76.89

GDWM 84.78 68.62 71.47 84.31

ModER 80.308 44.24 51.691 72.113

TABLE VI. BENCHMARK RESULTS ON THE ABT-BUY DATASET

Model F1-Score

DWM 10.83

Magellan 43.6

ModER 58.82

TABLE VII. BENCHMARK RESULTS ON THE ABT-BUY DATASET. BA IS THE BALANCED ACCURACY AND IS COMPUTED AS DESCRIBED IN TABLE I. THE
INITIAL AND FINAL MODULARITY IS MEASURED ON THE FULL DISCONNECTED GRAPH AFTER ASSIGNING THE NEW MEMBERSHIPS AFTER THE COMPOSITE

MODULARITY OPTIMIZATION STEP.

Beta Sigma Delta # Nodes # Single Nodes # Edges Initial Modularity Final Modularity Precision Recall F1-Score BA

5 819 9 2173 274 3477 0.0827 0.4577 0.0182 0.3292 0.0345 0.6604

5 92 34 2173 854 2173 0.505 0.647 0.138 0.0367 0.058 0.5183

5 26 8 2173 273 3407 0.083 0.31 0.1669 0.1905 0.1779 0.595

2 92 8 2173 428 1611 0.2697 0.76134 0.6686 0.525 0.5882 0.7625

the current memberships and hypothetical random memberships,
also known as the null model.

C. The Interplay between Precision and Recall

Finally, we plot precision as a function of recall, also known
as the precision-recall curve in Fig. 8. The difference is that

precision-recall curves are usually interpreted in the case of
binary classification. In our entity resolution system, we are
not assessing a binary classifier. We are, however, assessing
cluster quality. Nevertheless, plotting precision as a function of
recall on the 18 samples arranged in an ascending order shows
that recall tends to be more stable than precision affirming
our conclusion that ModER provides higher precision but not
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Fig. 6. A Bar Chart of Precision, Recall, f1-Scores, and Final Modularity after Running on ModER on the 18 Synthetic Samples.

necessarily recall.

D. Limitations

It is imperative and expected of course to understand the
limitations of our approach here. First the 3 parameters that
are controlled by the user β, σ and δ determine the sizes of
the blocks. The size of the blocks eventually determines the
sizes of the clusters in the modeled graph.

E. Takeaways and Future Work

In this work, we focused on the problem of unsupervised
entity resolution for identifying unique entity profiles in
ambiguous data. We defined ambiguous data as documents or
records that do not adhere to a schema and come in unknown
layouts and sometimes with inferior quality. In addressing this
problem, We first focused on the meaning of similarity and
matching. The problem lies in that if two documents are 100%
similar, that does not mean that they refer to the same entity.
In contrast, if 2 documents match at 10%, that does not mean
that we are 100% sure that both do not refer to the same
entity. Hence the inherent uncertainty and the nature of the
problem. We started from the position that the only sure thing
is that similarity between 2 documents of 50% is extreme
uncertainty. Then assumed that below 50% of matches tend
to ensure that the two documents do not refer to the same
entity. On the other hand, two documents with a matching
probability of more than 50% have some certainty that they
might refer to the same entity. In the GDWM [15], we designed
the system based on the later observation that higher mating
probabilities should be detected with more certainty. While in

ModER, we generalized to all cases. That generalization came
with some cost in performance, but it was not that significant,
and compared with other methods in similar conditions, it
gave respectable results. The point is that unsupervised entity
resolution is a complex problem that needs to be addressed in
a more sophisticated way. In addition, the concept of string
similarity needs to be reconsidered as traditional similarity
functions are the actual bottlenecks in this process. Some deep
learning, machine learning, and graph approaches introduced
learned similarities, such as in [13] and in [47]. In addition, this
problem of unsupervised entity resolution could be generalized
to other topics in natural language processing and information
retrieval since it resembles the entity recognition problem and
the search problem.

VII. CONCLUSION

Here we introduced ModER, which stands for Modularity
Composite Optimization for Entity Resolution, a framework
combining multiple steps and algorithms. The method can
quickly identify entity profiles in highly ambiguous data,
overcoming the need to set matching thresholds. The method
also limits user input to 3 parameters set using statistical
percentile approximations. We based our work on the state-of-
the-art unsupervised entity resolution, the DWM. In addition
to the GDWM. To our knowledge, this technique has not been
explored before. Our Composite Modularity Entity profiling step
is innovative and can provide better results when benchmarked.
In the future, we plan to address challenges such as the
breakdown of high recall clusters even though they might not
be imprecisely profiled. In addition, we address the memory-
intensive bipartite approach posing a bottleneck for large
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Fig. 7. A Scatter Plot of Values of Precision, Recall and f1-Score against Final Modularity Values on ModER after Running the 18 Synthetic Datasets.

profiles.
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Abstract—Scientific research teams often find themselves in 
remote working situations due to their internationality. 
Incredibly complex technological projects demand close 
collaboration and knowledge-sharing management. Remote 
teamwork, especially in cutting-edge scientific technology 
development, comes with various challenges that can negatively 
influence the overall team performance and commitment to the 
project. Within the EU-Japan (EU-/MIC-funded) project e-
VITA, a consortium of 22 multidisciplinary partners and around 
80 people work on research regarding a virtual assistant for 
healthy and active aging. We conducted qualitative data within 
the consortium after nine months of teamwork to understand the 
influence of collaboration on commitment, personal 
performance, efficiency, and work outcome. Based on this 
research's outcome, we built a framework for future scientific 
research projects and consortia to increase efficiency and quality 
of teamwork, thus researchers’ well-being. 

Keywords—Teamwork; technology development; international 
collaboration; scientific team performance; potential technology 
leverage; scientific commitment; team efficiency; team 
commitment; team performance; collaboration 

I. INTRODUCTION 
Project e-VITA, e-VITA Virtual Coach for Smart Aging, is 

an EU-Japan project under the EU Horizon 2020 program and 
MIC funding regarding the Japanese Society 5.0 movement. 22 
international partners research from 2021 to 2023 regarding 
new technologies and methods to help an aging society deal 
with specific problems of their older people. The aim is to 
combine sociological, medical, and technological excellence to 
produce an innovative coaching system based on the needs of 
older autonomous living adults. Thus, a virtual coaching 
system that can provide personalized recommendations and 
everyday help improve older adults' life quality in Europe and 
Japan while also delivering opportunities to SMEs and NGOs 
to derive knowledge, services, and products from this joint 
research force. The aimed impact scale is wide-ranged and 
ambitious for all partners and stakeholders in project e-VITA 
[1]. Thus, this project is a rare opportunity to research specific 
factors of scientific teamwork in complex technological 
research consortia, especially under the influence of the 
COVID pandemic and its specific influence on remote 
teamwork. 

Team-wise we face a relatively rare challenge in project e-
VITA. The team is brought together from different 
backgrounds without being orchestrated like an average team 
in, e.g., industry. There is no existing team that seeks an 
extension with a hiring process. The group is teamed together 
from various organizations and needs to get along no matter 
what; and it is faced with high expectations from the grant 
giver [2]. Building a team spirit in remote teams with no 
touching points is a rare situation [3]. A considerable challenge 
is establishing self-organizing sub-teams within the whole 
group [4]. The project e-VITA members come from a culture 
of waterfall hierarchy [5] and non-self-reliant work that needed 
to be changed to become a self-organizing team structure with 
agile aspects [4] to reach the complex aim of the project. When 
working in industry, we find a relatively clear understanding of 
the company, product, and job. In a research project like 
project e-VITA, the project start presents like a start-up without 
clear organizational structures [6] but also without a concrete 
product to gather around. It is a rather vague idea of what the 
research should look like compared to what a start-up business 
plan looks like when facing investors [7]. Installing rather 
formal business and strategy documents like an innovation 
roadmap [8], charter documents [9], and communicational 
guides were the first steps to meet the upcoming challenges in 
such a setting. The installment of a technological platform for 
data exchange, meeting organization, calendar set-up, and 
workstream organization in a remote setting [10] was also 
organized within the team and its members. Furthermore, the 
project e-VITA consortium coordinators tried to set up clear 
work structures [11] comparable to organizational structures in 
companies that were supposed to lead to more success without 
the expected friction losses in traditional and complex research 
projects [12] in science. 

This research aims to collect data about the experienced 
work setting and culture significantly different from joint 
research projects. In the very first step, it is not the aim to 
quantitatively evaluate the used tools but to qualitatively get an 
impression on the work experience [13]. Positive work 
experiences are linked with employees' positive three-layered 
work commitment [14]. Furthermore, a high commitment is 
linked to more efficiency and qualitatively higher work 
outcomes [15]. Apart from wellbeing and health benefits due to 
a positive work and team culture [16], we aim to deeper 
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understand influencing factors and work on a recommendation 
framework for future research projects with similar 
complexity. Thus, our research approach is to understand 
which factors influence international collaboration and 
teamwork, if the experienced environment and climate 
influence the individual commitment and the quality of work 
outcomes, and which specific factors influence the personal 
performance. 

II. METHODOLOGICAL APPROACH 

A. Episodic Narrative Interview 
We conducted 12 episodic narrative interviews with project 

e-VITA consortia members. The aim of an episodic narrative 
interview [17] is to better understand a phenomenon by 
generating individual stories of experience about that 
phenomenon. An episodic narrative interview participant 
provides nested narrative accounts of their experiences with a 
social phenomenon within the context of a bounded situation or 
episode. The episodic narrative interview is made to generate 
tightly focused, phenomenon-centered narratives reflective of 
bounded circumstances. We aimed to explore the deeper levels 
of experience linked to commitment and its effects and avoid 
the validity threat of social desirability by using a method that 
leads the interviewees to intuitive ways of reporting, in 
contrast, to merely answering explicit questions. We 
thoroughly followed the steps as presented by Alison Mueller. 

B. Interviews 
We interviewed members that had to fulfill the delimitation 

criteria [17] of being part of the consortium for the whole 
period of nine months of bringing experiences from other 
research projects/ consortia, and of being actively involved in 
the project e-VITA in the specific episode in contrast to being a 
silent member that becomes active in later stages of the project. 
Furthermore, the sample was equally mixed from members of 
the EU and Japanese sides of the project. Thus, the primary 
interview language was English. To overcome possible 
language barriers, we also conducted five interviews in 
Japanese and professionally translated them to English for 
analysis purposes. The interviews were conducted remotely via 
Zoom without video streaming. 

The 12 interviewees (Table I) were between 33 and 60 
years old, with an average age of 46 years. Amongst the 
interviewees, we found six senior researchers from industry 
and science, four university professors, and two persons with 
high-ranking industry jobs (CEO/CTO). All interviewees have 
leadership experience ranging from 1 to 100 reports in 
technology science and industry, medical service and science, 
the housing industry, and political consultancy. Work 
experience ranged from 5 to 32 years at the interviews. All 
interviewees have a middle to high involvement in the 
researched project of project e-VITA. 

C. Analysis Process 
As the method of Episodic Narrative Interview by Alison 

Mueller is relatively new and innovative, it does not offer 
extensive guidance regarding the used and proven analysis 
steps. We thus chose to be guided by the ideas of Grounded 
Theory Analysis and to follow the suggested three coding steps 
of open coding, axial coding, and selective coding to steadily 

re-compare data and found phenomena to, in the end, derive a 
theoretical framework for the research questions of interest 
[18]. 

After the interviews were numerically coded to preserve 
anonymity, we mixed the Japanese and EU data by changing 
the numerical order to ensure an analyzing process without 
intercultural presumptions. We used five W-questions within 
the first coding step to define meaningful passages within the 
interviews and for the first theoretical abstraction. We focused 
on what was said, who was involved, what aspects were 
essential or influencing, why they were essential, and what 
solution was chosen for specific situations or problems. Thus, 
the aim was to detach the relevant passages from the overall 
interview to get an accurate impression of meaningful aspects 
not only in the context of one interview but in relation to the 
other interviews and relevant passages within. 

Subsequently, we axially coded the defined text passages. 
We used the same codes to find connections, similarities, and 
differences. In an additional step of axial coding, we reduced 
our code system to capture different perspectives on particular 
issues. In a last coding step of selective coding, we started 
condensing our code system into a category network based on 
the found core categories from our previous coding steps. 

We now were able to form theories and connections within 
a framework that could be the base for better cooperation in 
future international research projects. 

TABLE I. INTERVIEWEE CHARACTERISTICS IN RANDOM ORDER FOR 
ANONYMITY, OWN DESIGN 

Age Position Branch Reporting 
Employees 

Years of 
experience in 
expertise field 

55 Senior 
Researcher 

Real Estate 
Development 4 10 

43 Senior 
Researcher 

Research 
Institute 1-10 10 

60 Professor University 20-100 25 

42 Senior 
Researcher University 100 8 

40 Assistant 
Professor University 10 10 

60 Professor University 10-12 32 

50 Manager Start-Up 4 20 

56 Senior 
Researcher 

Research 
Institute 1 31 

35 Senior Project 
Officer 

Research 
Institute 1 5 

39 

Senior 
Researcher, 
Project 
Manager 

Research 
Institute 2- 6 15 

37 CTO 
Start-Up/ 
Research 
Institute 

4 14 

33 Assistant 
Professor University 7 4 
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D. Validity Threats / Methodological Limitations 
The researchers of this study are part of the research object 

project e-VITA, i.e., potentially part of the phenomenon. This 
bears the danger of participant-answers according to the 
considerations of social desirability. We addressed this validity 
threat to meet the quality criteria by involving a supervision 
process to exclude the researchers own relevance system [19] 
from the data conduction and analysis phase during the 
research process, by using different interviewers, not only to 
meet language requirements and challenges but also to balance 
the personal factors that could arise social desirability answers. 
We focused on making the interviewees feel most comfortable 
to freely describe their experience with the phenomenon of 
interest. The validity threat of social desirability during the data 
conduction phase was also addressed by avoiding the video call 
and using a neutral screen whilst conducting the interview. 
Furthermore, we deliberately used the narrative interview style 
to lead the interviewees into phases of free talking and 
reminiscence without considering the interviewer and their 
relationship to each other [17] thus avoiding effects of social 
acceptance validity threats. 

To distance ourselves from our own relevance system [19] 
during the analysis, we chose to present the data to a third-
party researcher that was not involved in the project e-VITA so 
far, nor in planning the presented study or in conducting the 
data. The aim was to involve a perspective that adds an outer 
view on the data and results to avoid super exceeding 
expectations within the analysis [20] and research project of 
this study. 

We considered a translator effect as another possible 
challenge [21] that we met by using the native language 
speaker on the JP side for data conduction. For the EU side we 
only used English as a common language for the interviews. 
We ruled out most of the common translator threats by using 
an algorithm-based translator software and a person fluent in 
both languages JP and English that professionally supported 
the study in the translation process. 

III. RESULTS 
Within the following section we will present the found 

phenomena and directly compare them to the adjoining 
theoretical base. As no directly linked research can be found so 
far for our specific research questions in this application field, 
we draw links between adjoining fields and transfer them to 
our specific application interest. We combine the two steps of 
theoretical background/ comparison and result presentation for 
the sake of readability and length. We aimed our analysis to 
our above-mentioned research questions and could thus verify 
the following aspects as influencing factors for remote 
scientific work and international collaboration in research 
teams. 

By the majority the interviewees addressed their need for 
change in various categories, but also their favor of certain 
aspects. Thus, we could define the topics communication, 
technical infrastructure/ remote work, organizational structure, 
personal information, cultural differences, commitment, 
workload, vision/ shared goal, personal development/ growth, 

and shared values/ team cohesion as main categories for our 
analysis, i.e., most meaningful aspects for the interviewees. 

The interviewees showed a great willingness to share deep 
insights of their experienced collaboration with us during the 
interviews. Throughout all interviews we could identify the 
most prominent topic, communication that was always 
addressed but was also always linked to all different categories 
mentioned above. Another specific phenomenon was the great 
wish to talk about commitment and to clarify specific forms of 
commitment throughout the whole consortium. The wish to 
enhance the organizational structure within huge projects like 
the researched one was also found in all interviews. Especially 
facing the affecting factors due to the COVID pandemic 
situation and remote working aspects left the interviewees with 
many expressed challenges. 

A. Commitment / Shared Vision 
Overall, respondents felt a strong commitment (compare 

[14], [15]) to the project and were motivated to achieve a good 
result. Especially the shared vision and shared common goal 
were named as important aspects to tackle the high complexity 
and workload of the project. However, many interviewees 
expressed the need to give more focus on a common vision and 
its communication within the whole team and to external 
partners and media streams. 

“I think the positive thing is that we are very, very 
committed. So that's very new for me. And despite the fact we 
can't meet in the European countries or in Japan. … Really, 
thanks to all the partners and namely the work coordinators, 
which are very, very involved and committed in this project, I 
think it is, this is also the guarantee of our success." 
(Interviewee 6). 

 “I think that there is an overall goal in this project and that 
their people are working to, uhh, a lot of people working 
together on one goal with a certain amount of honesty and 
endurance and competence.” (Interviewee 2). 

 “…it would be good to find ways to at least in the 
beginning, to insist on this kind of vision.” (Interviewee 11). 

The interviewees showed a solid normative and continuous 
commitment [14] when expressing the need to fulfill 
expectations to grant givers. Interestingly, they wished for 
more opportunities to expand their affective commitment [22] 
by getting deeper into the project's shared visions and getting 
deeply involved with their teammates throughout the whole 
consortium. Though all consortium members stemmed from 
different 'home' organizations and planned to build a research 
project like common in their field of work, they showed a 
strong interest in building an own organization for the project 
e-VITA. The tendency to form an own organization with all its 
effects like being committed to “one brand” gives a useful 
indication to the later framework but also to motivational 
aspects that can enhance innovative behavior for consortium 
members [7], [15], [23], [24]. 

B. Workload 
The interviewees criticized the fact that they felt to only 

work for the deliverables of the project contract rather than the 
physical result, which aligns with the finding of a high 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

22 | P a g e  
www.ijacsa.thesai.org 

normative commitment mentioned above [25]. This sometimes 
put them under pressure and made them feel that the already 
high workload was even more significant or not feasible; they 
felt overwhelmed not capable of managing their own and other 
expectations. Thus, the interviewees expressed a decreased 
innovative capability aligned with first burnout tendencies 
[26]–[28]. 

In addition, some interviewees commented that they did not 
have the time to read through all the parts of the reports, even 
though they were interested in the progress of the other teams. 
The feeling of not being fully part of the team due to lacking 
information led the interviewees to want to enhance 
communication streams for deeper project involvement. This 
aligns with the wish to feel affectively committed [14], [22] to 
the project and gain a deeper understanding for the whole 
organization as well as the wish to be part of a 'bigger thing' to 
enhance self-efficacy [29], [30]. 

They also felt that the regular meetings of all the teams 
were too long and not very profitable because often everyone 
only gave their presentation, and there was barely any time for 
discussion and exchange. Thus, we can detect the need to 
deeper identify the leadership style and team cultural desires 
that are applied to the project. Discussion satisfaction among 
consortium members is a leading force in innovation behavior 
and employee satisfaction, furthermore a specific challenge in 
virtual teams [31]. 

The interviewees felt essential communication was 
missing; they expressed the need for an enhanced 
communication structure to cover specific information needs. 

“…my first impression of this project for the initial months 
is that it has been very hard to do.” (Interviewee 4). 

“(Person’s name) is struggling with a lot of deliverable 
workload.” (Interviewee 1). 

“I'm sure it must be very difficult for the other researchers 
who are also working on top. 

of their own jobs.” (Interviewee 3). 

“I felt like I had to give 200% or 300% to finally I felt that 
ummm I was finally able to get an answer and wondered if I 
only resolved the issue because I had gone that far.” 
(Interviewee 1). 

“I wish that days were 40, 48 hours long, but unfortunately 
they are not.” (Interviewee 5). 

C. Team Communication / Shared Goal 
Some interviewees criticized that each team worked on its 

own and that there was too little collaboration as a whole 
group. As a result, a lot of knowledge was lost, even though the 
interviewees were basically interested in a team-wide 
overview. 

“But the fact that we are working in silos we are working 
individually is not helping.” (Interviewee 9). 

“But if we think that we need to cooperate, I found it really 
difficult to identify a cooperation with them.” (Interviewee 12). 

“My impression is, that we haven't yet reached the point of 
real collaboration, which will become necessary in the future as 
we implement the system.” (Interviewee 7). 

“Some do not work together at all. They don't know what. 
So European people do not know what the Japanese people do 
and the other way around…” (Interviewee 2). 

In addition, each team within the consortium had different 
ways of working, so that it was difficult for non-team members 
to understand how the others worked and what insights could 
be gained. 

“…it was always a bit of a feeling of not knowing what's 
going to happen next. All people on the same boat, so it was a 
bit like a kindergarten teacher to, uh, yeah, to, to take care of 
all the people involved in this project, are they all there? Are 
they going to be in the meeting? Are they doing their 
homework, so to speak?...” (Interviewee 2). 

Again, we identify the consortium members' wish to be 
fully bound to the project, the desire to be given a broader base 
for their affective commitment. Obviously, this wish is 
connected to efficiency optimization but also to creating a 
work environment that offers wellbeing aspects [11], [22], 
[29], [32]. 

D. Team Cohesion 
The interviewees expressed a strong wish to feel as a whole 

and powerful team. They expressed the desire to be part of a 
big group capable of stemming this high workload and high 
complexity of such a technological research project. This is in 
alignment with the finding that the interviewees expressed the 
desire to find an environment that gives plenty of room for 
affective commitment in a work and research field that 
normally is rather conservative compared to brands that are 
classically connected to affective commitment like Adidas, 
Nike, Google, Apple etc. Interestingly the wish could be found 
without a cultural difference [33], [34]. 

“… a strong team is necessary, I think, to face the workload 
of project e-VITA.” (Interviewee 9). 

“It's the team spirit. Yes, it's the team spirit and the team.” 
(Interviewee 6). 

E. Organizational Structure and Leadership 
The interviewees wished for more apparent structures and 

task definitions, both within the team itself and across teams. 
They felt that time was lost, and the already significant amount 
of work was increased. More transparent structures would also 
enable more effective planning so that the workload and 
project flow could be managed continuously. This leads to the 
assumption to closely define work structures and streams in 
alignment with the team's socio-technical environment. This is 
true especially with regard to the used technological 
infrastructure that is applied to the project and the virtual team 
[35], [36]. 

“…a number of leaders and they all have a different way of 
a different style of leadership. Totally different. But there are a 
lot of people work with all of them or a couple of them, so they 
experience different ways of leadership, and some are more or 
less fair or more or less committed. Some are very committed. 
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So that's just a more heterogeneous way of leadership. And a 
lot of leaders next to each other.” (Interviewee 2). 

“…if you're not involved as the leader. Because the project 
is so big and so many work packages are working next to each 
other simultaneously. You kind of get lost because you if 
you're not in every meeting that there is available, you will lose 
track of what's going on and other work packages. And 
therefore, you will not know what's going on there” 
(Interviewee 2). 

“The needed structure to make all this thing run, um, well, 
of course, is necessary,…” (Interviewee 5). 

“So, you have to do this strict organization, but also 
flexibility to change your objectives and your approach.” 
(Interviewee 10). 

Some interviewees explained that they sometimes had too 
many tasks for which they lacked staff and skills. Hiring 
appropriate staff and giving room to these processes was 
expressed as a problem linked to the wish for enhanced 
organizational structures and better communication. Finding 
and keeping the right scientific personnel is well known as 
being a challenge. Especially the advanced skills needed in 
cutting edge technological projects demand a thorough 
selection process to ensure work quality results [37], [38]. 
Most managing persons in scientific projects were never 
trained in managing skills such as hiring and selection 
processes. These challenges were not mentioned but remained 
closely linked to this aspect. It is most likely that those persons 
demand a higher amount of time fulfilling the task of hiring 
than those who were specifically trained like industry 
managers and HR experts. 

“Sometimes (team member’s name) would ask me in 
meetings what I thought, but I couldn't say much, and I was a 
bit muddled, and I really didn't feel I could say much, even 
though I was the leader of Work Package…” (Interviewee 1). 

“To be honest, there are many areas that are not my area of 
expertise,…” (Interviewee 4). 

“In terms of my work, I have to deal with areas that I don't 
have the knowledge or experience to deal with,..” (Interviewee 
8). 

“…and we actually ask a temporary worker to do it for us.” 
(Interviewee 1). 

“I think we need to ask a specialist for that, and we need to 
ask someone to support us in that area in the future.” 
(Interviewee 3). 

We could also identify the wish to find a defined leadership 
style based on the findings. Interviewees described the current 
style and their wishes not only in terms of leadership in the 
project that defines certain tasks and work structures but also in 
motivation and guidance through the project's complexity. 
Thus, we can conclude the need to research appropriate 
leadership styles like transactional, transformational [39], or 
servant leadership [40] and follow basic principles based on the 
individual necessity of the team and project requirements 
(compare also [31]). 

F. Remote Work / Technical Infrastructure 
The ongoing COVID pandemic intensified many of the 

problems, as people could only work remotely with each other, 
which, on the other hand, is valid for many international 
projects even without the pandemic ongoing. This meant that 
the individual component was lost entirely for some 
interviewees because the international meetings could only 
take place online. They explained that as a result, they could 
not get to know their colleagues at all or only to a much lesser 
extent so that many aspects of communication such as facial 
expressions or the individual personality could not be 
conveyed. At the same time, a good team and support in the 
team were named several times as essential motivators to 
withstand these critical working conditions [7], [36], [41]. On 
the other hand, the remote work increased the wish to find 
enhanced organizational and communicational structures. The 
interviewees expressed several times the need to restructure 
classical work processes due to increased communication and 
alignment times to ensure efficient remote work [36], [42]. 

Furthermore, the interviewees described the wish for 
skilled personnel that deals with technical infrastructural 
questions that, on top of their research workload, needed to be 
tackled by themselves without the according expertise to do so. 
The remote working situation longed for specific technical 
solutions to ensure an efficient workflow, data exchange, video 
meetings, and a secure working environment for sensible 
information. According to the interviewees, the existing 
solutions on the market were not made for the specific context 
of scientific research projects, which left the members with 
many open issues that hindered their research work and work 
environment. 

“I will say this is the first time that we are doing all the 
coordination in such a huge project, all by remote.” 
(Interviewee 5). 

“…we didn't meet each other face to face also didn't help.” 
(Interviewee 9). 

“I think it's something important. That the human 
interaction is it's important for the collaboration, for the 
cooperation and so on.” (Interviewee 9). 

“…we never met face to face. And we could see that 
the...umm. It took more time, let's say to, to adjust our… there's 
an expression in xxx (my language) saying that we..., meaning 
that we have to adjust to the other person.” (Interviewee 9). 

“…discovering that we can have a productive and efficient 
collaboration purely online was also quite a good thing.” 
(Interviewee 11). 

“I also appreciate it a lot the selflessness in the Japanese 
partners in helping us…” (Interviewee 5). 

“I really see a mutual help in this collaboration.” 
(Interviewee 10). 

G. Cultural Differences / Personal Information and 
Development 
The cultural differences between the teams were on the one 

hand seen as enrichment, but at the same time also led to some 
misunderstandings and problems, especially between the 
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European and the Japanese team. Since communication differs 
in many ways in all involved cultures, everyone had to adjust 
to each other first, which cost a lot of time that was not given 
within the planning structure. However, these 
misunderstandings could partly be solved through 
communication by individual team members explaining their 
behavior afterwards, thus creating an understanding. Again, 
this phenomenon is strongly linked to the expressed wish to 
rethink organizational structures and different communication 
behavior [36], [42]. 

“I think throughout the first nine months, it also changed a 
bit from the Japanese side. So, in the end, in the beginning, 
they were less vocal about their needs and also about their 
limitations. Now they are more vocal about it. So, they 
sometimes say they, I'm just referring to specific institutions I 
had contact with. … I'm sorry, I don't know anything about it. 
Someone else has to do it. … From my side point of view, they 
feel more comfortable to tell us if something is just not 
possible for them with regards to schedule, competence, or 
anything like that.” (Interviewee 2). 

“… this kind of approach is something that has never been 
seen before in Japan, especially in technical projects,…” 
(Interviewee 8). 

“Challenges also is that we come from a different cultural 
context. … But I feel like it's a cultural thing in Japan. Maybe I 
am not sure. Maybe they need more time to get the approval of 
maybe the hierarchy.” (Interviewee 9). 

“…first difficulty was to try to understand each other, 
especially with our Japanese counterpart, because there were 
some small difficulties at the beginning and understanding 
each other.” (Interviewee 10). 

“…it's not the same with the Japanese partner. Sometimes I 
think that the communication channels, it's completely 
different between us and them,…” (Interviewee 12). 

“There are three or four different European cultures that are 
packed together and in one side of the project, I would say, and 
it felt like the Japanese were between themselves, more in line 
with what they were doing then than the European side.” 
(Interviewee 11). 

“That experience itself is something that I had never 
experienced before in my involvement with domestic projects 
in Japan. … it was the first time that I had actually experienced 
this kind of emphasis in a project, and I think it was a great 
experience for me to be exposed to the values of this kind of 
team.” (Interviewee 8). 

“I also started to understand how people work in such a 
mixed project and their habits.” (Interviewee 7). 

As mentioned above, it was often expressed that more 
effective communication was desired. Particularly through 
remote work, some of the interviewees felt that communication 
was essential to create a team feeling, get to know each other 
and work effectively together. According to some of the 
interviewees, work-related conversations should occur more 
often and be shorter. On the other hand, the personal 
component should be strengthened by creating a framework for 
conversations without a work-related context. This aligns with 

the idea to find an environment that leaves more room for 
affective commitment and its effects [43], [44]. 

“In the end, the only way to get along with a group of 
people who don't know each other is to talk to them. That's all 
there is to it.” (Interviewee 7). 

“…it was really important to have these series of meetings 
and conferences. … I think that this should be an added value 
for the future and which we will have more time and more 
space on board to talk together and to plan together. … we 
really need to be in communication with more partners and 
also from the Japanese counterpart. That is something that we 
can do” (Interviewee 10). 

“…because for myself, I think it's you can deal with 
everything if you talk about it. So, if somebody has someone 
has a hard time in his private life or I don't know and he can't 
do his parts at us, that's not a problem itself, because then just 
tell me and we can work around it.” (Interviewee 2). 

Based on the various and extensive aspects that we gained 
throughout the interviews, we could identify two main pillars 
with a respective substructure that will be discussed in the 
following framework derivation section. 

IV. FRAMEWORK DERIVATION 
We derived a theoretical framework from the coded data 

and found the according information within the last step of 
theoretical abstraction. The framework will be a mixture of 
textual and visual overviews that shall aim to build 
recommendations to further contexts of remote scientific work. 

We could identify two main pillars that headline the 
discussed categories – terms of commitment and organizational 
structure. Within standard research project organization, we 
find a discussion focus in research teams and their 
organizations on content-based aspects like research topic, 
research question, grant giver restrictions, deadlines, and 
deliverables (Fig. 1). Discussions around structural aspects and 
terms of commitment seem to be missing, which initiated the 
expressed need for change from the interviewees. 

 
Fig. 1. Commonly Discussed Project Aspects and Missing Factors, Own 

Design. 
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Fig. 2. Framework Extension Visualization, Own Design. 

Triggered by the interview style, we could identify 
meaningful aspects that the interviewees either wished to be 
realized or intensified. We thus could build Fig. 2 from which 
we can derive questions that future research teams in similar 
working situations like project e-VITA should address before 
starting the project (Fig. 2). 

Under Terms of Commitment, we could identify six 
subcategories addressed with the interviewees' wish of change. 

1) Code of Conduct 
2) Shared Vision 
3) Leadership Behavior/ Responsibilities 
4) Team Spirit 
5) Communicational Engagement/ Rules of Engagement 
6) Team Planning 

For Organizational Structure, we could identify six further 
subcategories. 

7) Remote Working Aspects 
8) Administrative Work and Timing 
9) Leadership Structure 
10) Staffing Issues 
11) Technological Infrastructure and Maintenance 
12) Workload 

We will now present the questions derived from the 
interview material, which should be addressed in advance 
before starting a research project within the whole consortium. 
Based on the defined categories, the interviewees described 
meaningful aspects and questions, topics, and problems they 
favor to be addressed. We summarize those as follows. 

1) Code of conduct / Shared values 
a) How do we want to deal with competition? 

Knowledge-sharing? 
b) To which extent do we integrate cultural differences 

as a beneficiary factor? Or do we just ignore them? Will we 
use them as learning aspect for personal development? Do we 
explicitly address them before or while working? 

c) How do we deal with motivational aspects? Who is 
responsible for motivating the team, each one on his/her own 
or the consortium leader? How do we deal with missing 
motivation? 

2) Shared vision 

a) Which goals can we identify? Is it one goal for all, or 
can we combine various goals? Are there individual goals that 
are hard to integrate into the whole project? What do we want 
to achieve after our joint project time? Which result do we 
want to see in the end? 

b) Is there any sort of a "brand message" that we can 
describe for our project, may be based on its name? For 
example: xxx (name of the project) stands for… 

3) Leadership behavior/ Responsibilities 
a) Do we have a leadership structure that can be clearly 

defined? Which responsibilities do we see for our possible 
leadership? Can we share responsibilities and leadership 
workload? 

b) Which leadership style do we want to apply? 
c) Who is filling the roles that we defined for our 

leadership? 
4) Team spirit 

a) How do we plan to work together? Do we see the 
project as a joint project by people from various organizations 
that meet every now and then? Do we want to build our own 
very close team, like our own little organization? 

b) Can we all commit to the shared team spirit goals? 
How do we deal if individual positions do not align with our 
overall team spirit goal? 

5) Communicational engagement 
a) Can we define communicational rules? Which will be 

essential to us? 
b) Which communication channels do we want to use? 

Chat, Mail, Telephone etc. 
c) Can we define reaction times to different 

communicational media streams like WhatsApp, Mail, Chat, 
Kanban boards, phone calls, ToDo lists etc.? 

d) Can we rate the consequences of chosen 
communication media streams? Can we use them and commit 
to our communicational rules and reaction times? 

e) Can we define a timing range and content that needs 
to be discussed regularly? How often? When? 

6) Team planning 
a) Do we want to be one team or act in specific silos? Do 

we want to experience the benefits of getting to know 
researchers with diverse backgrounds, and how do we manage 
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this? How can we benefit from diverse backgrounds and 
integrate them? 

b) How much time do we plan to set up and proceed 
with team planning sessions? 

c) How do we deal with positions that do not align with 
our overall goal regarding team planning sessions? 

7) Remote working aspects 
a) Which experiences do we have with working 

exclusively remote? Which aspects of teamwork are essential 
and need to be included in the project? 

b) Which benefits can we identify, which challenges? 
Which differences in contrast to face-to-face work do we need 
to consider? 

c) Do we plan additional time to tackle the identified 
challenges? 

d) How do we deal with missing answers to possible 
upcoming challenges? 

e) How do we deal with knowledge/ result sharing 
aspects throughout the internal teams? How can we tackle 
information overflow vs. missing information? How do we 
share results, papers other information in a manageable way? 

8) Administrative work and timing 
a) How much administrative work do we expect from 

this project? 
b) Which experience from previous projects can we 

share? Are they beneficial to our situation now? 
c) Can we plan additional time for administrative work? 
d) Who will be responsible for tackling administrative 

issues? Who is in charge, and can we delegate tasks? 
9) Leadership structure 

a) Can we define the leadership structure that we 
previously discussed in question 3a? 

b) Can we sketch the leadership structure in one 
organigram that will be mandatory for all members? 

c) How do we deal with changes in our project structure 
and according responsibilities? 

d) How do we deal with missing commitment? 

10) Staffing issues 
a) Do we have the needed competencies already 

onboard, or do we need to expand? 
b) Did we plan enough time to find the fitting team 

extensions and competencies? 
c) How do we deal with missing competencies? How do 

we close possible gaps? 
11) Technological infrastructure and maintenance 

a) Which technical infrastructure do we want to use to 
work remotely? Which technological solution/ platform for 
which task discussed in 5b+c? 

b) Which experiences can we share from other projects? 
c) Who is responsible for setting up the technical 

infrastructure? 
d) Who will maintain the chosen solution throughout the 

whole project, and do we have, or these persons have enough 
resources for fulfilling their task? 

12) Workload 
a) Did we realistically estimate the upcoming workload? 
b) Can we identify gaps, challenges, overloads? How do 

we handle them? 
c) Did we realistically plan the necessary time to tackle 

our workload? If not, how do we deal with upcoming 
problems? 

d) How do we deal with various positions about 
workload manageability? Especially about aspects discussed in 
1c? 

Based on our findings we argue that beside content-based 
aspects future scientific research projects especially in remote 
working situations should address Terms of Commitment and 
Organizational Structure aspects to ensure efficiency, optimal 
team performance and researchers' wellbeing and commitment 
to the project. All three will be decisive for the later project's 
result and should stand equally beside each other in terms of 
importance (Fig. 3). This equality can be derived from our 
interview data. Thus, our orientation framework is of interest 
for future teams and grant giving stakeholders that review and 
proof project proposals, project flows, and results. 

 
Fig. 3. General Framework Overview, Own Design. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

27 | P a g e  
www.ijacsa.thesai.org 

V. DISCUSSION 
The presented study shows the need for additional planning 

when orchestrating a research project, especially in remote 
scientific, international collaboration. The high complexity of 
cutting-edge technological research projects is an additional 
complicating factor for the work environment. Based on the 
conducted data, we could show that the need to introduce 
additional aspects apart from content-based discussions is 
strongly given. Doing so will most likely positively influence 
team commitment and thus personal and team performance, 
efficiency, and work quality. 

A. Affective Commitment 
International remote collaboration seems to be determined 

by many more soft factors than considered when planning 
projects. However, the team and individual performance can be 
positively influenced by the conscious planning of the soft 
framework factors. The possibility of living affective 
commitment in the projects is closely related to increased 
efficiency [45], [46]. In contrast to normative and continuous 
commitment, affective commitment is known to cause 
performance to skyrocket. A factor that should not be 
neglected in difficult working conditions such as remote work. 
A variety of framework conditions give the possibility of being 
able to form affective commitment. The interviewees described 
which organizational-psychological measures can be taken to 
bond emotionally to the project and thus create an environment 
of well-being. The sub-items of the found Terms of 
Commitment and the items of Organizational Structure are 
therefore sub-areas of the overall measure to create an 
environment for affective commitment. Employee commitment 
is widely researched for companies and their working 
environments. 

In connection with employee identification, employee 
retention, and performance improvement, commitment is 
essential for regulating personnel processes. Organizational 
commitment, in general, is known as a critical driver to 
motivation and performance improvement of employees. 
However, it is advisable to distinguish the specific forms of 
commitment to deeply understand the influencing factors [46]. 
Continuous commitment is based on employees' cost-benefit 
calculation, i.e., leaving the company is associated with 
economic disadvantages for an individual that exceed the 
leaving benefit, a bond is created, and the employee tends to 
remain in the company. In contrast, normative commitment is 
based on an individual's values and perceived moral obligation 
to remain loyal to his or her company. The employee might 
feel committed to the company due to favors his/her superior 
might have given him/her in the past. On the other hand, 
affective commitment is defined by Meyer and Allen as a solid 
psychological bond that ties the individual to the organization. 
It describes the emotional attachment to the organization and 
has its origin in positive experiences with the company [47]. 
Affective commitment is declared to be the most potent form 
of employee loyalty to the organization and is not moderated 
by cultural country specifics [48]. A high level of affective 
commitment is associated with increased motivation, the will 
to take additional tasks, and employees' feelings of joy and 
pride for their organizational affiliation. Thus, affective 

commitment correlates positively with higher individual 
performance and efficiency [49]. 

The found sub-items of our two main pillars, Terms of 
Commitment and Organizational Structure, describe with high 
agreement what organizational commitment research suggests 
applying for employee commitment improvement. Without 
explicitly knowing and naming aspects of what organizational 
research has known for decades, the interviewees described 
them for an entirely different setting. We argue that 
transferring organizational knowledge in the form of our 
framework to scientific research projects will increase affective 
commitment for remote researchers and the academic world 
and thus performance, efficiency, and researchers' well-being. 

B. Limitations 
As discussed in the methodical section, we thoroughly tried 

to rule out possible limitations to the methodological approach. 
However, we cannot exclude the possibility that we did not get 
the full emotional range from the interviewees based on their 
cultural background or other personal influencing factors. This 
might give room for the fact that we did not record specific 
problems to the same extent as those mentioned by the persons 
who talked utmost limitation-free. However, this is true for 
every qualitative study since the researcher can never be 
entirely sure if the interviewees provide their whole knowledge 
or feelings. We thus trust our interviewees' expertise and 
professionalism, thus their given insight. 

We mixed insights from university employees with those 
working in the industry. We deliberately did not separate those 
two sectors to gain a broad overview of multidisciplinary 
project structures in which industry and science mix. Knowing 
that the used work environment and standards most likely 
differ from science to industry, we consider a mixed sample 
approach as the most realistic one when seeking a framework 
for projects that combine science and industry partners most of 
the time. 

Since we conducted data in Japan and Europe, specifically 
Germany, France, Italy, and Belgium, we cannot predict our 
conclusions transferability to other multi-cultural settings. 
However, some of the interviewees have extensive 
international experience, so we assume that the resulting 
framework can be adapted to other cultural standards and 
demands. We formulated the framework questions in an open 
manner that leaves enough room for individual cultural 
adaptions. Furthermore, since the suggested framework 
focusses mainly on increasing employees’ affective 
commitment, we can also minimize the risk of cultural 
moderating factors [48]. 

We interviewed mainly persons with higher responsibility, 
i.e., higher hierarchical position. We cannot entirely be sure if 
the meaningful aspects found can be transferred to the 
emotional narratives of low-ranking employees. We considered 
the interviewed persons as experts for their field, including 
their lower-ranking staff. However, we cannot entirely rule out 
the difference in findings when replicating the study with a 
different sample and adapted delimitation criteria. 
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Deliberately we excluded researching the technological 
tools used and mentioned to ensure the technological 
infrastructure for remote work. This study focused on 
meaningful aspects to participants of remote international 
research projects, not on evaluating the technological solutions 
used. 

C. Future Studies 
For the future, we see the open question of how the 

resulting framework described above can be implemented and 
used for prospective research projects. We see the danger that 
apart from focusing on the necessary content-based aspects, 
time is limited to concentrate on Terms of Commitment and 
Organizational Structure. Especially at the beginning of a 
project, when a consortium starts to find a joint base, additional 
time for such workshops might be missing or not considered 
relevant. After nine months of the project, the described 
challenges, obstacles, and problems are prominent for the 
interviewees. They might not have been prominent in the very 
beginning. However, since most partners in such projects come 
with experience from other research consortia, we can assume 
that the mere trigger to spend time on additional planning aside 
from the content-based aspects gives the suitable indication 
and priority. It might seem to add additional work at the 
beginning of a project. The possible reactance towards that 
must be overcome to later benefit from the positive effects of 
such a framework application. Especially the consortium 
leaders will oversee transporting the necessity and creating 
room for workshops, discussions, and fixation of framework 
questions like those mentioned above. 

Next, we see a necessary evaluation of the framework. As a 
first step, we regard the opportunity to discuss the found 
framework and questions with experienced researchers and 
members from various projects and possibly adapt our 
recommendation according to those findings. A comparing 
evaluation might be possible for the far future, i.e., comparing 
projects and their results with and without applied framework. 
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Abstract—In recent years, fuzzy image enhancement methods
have been widely applied in image enhancement, which generally
consists of three steps: fuzzification, modify membership(using
intensifier (INT) operator), and defuzzification. This paper pro-
posed a new INT operator used in fuzzy image enhancement.
The INT operator is adjustable for different test images. The
image enhancement method is as follows, firstly, calculate the
image threshold (T ) using the OTSU method. Secondly, calculate
pivotal point p corresponding to T , and find the corresponding
INT operator function. Finally, use the INT operator in fuzzy
Image Enhancement. The INT operator is used multiple times in
the image processing process to obtain multiple result images.
Comparative experiments show that the proposed new INT
operator has better image enhancement effect when INT operator
is applied at the same number of times. On the other hand, more
intermediate process result images can also be obtained through
the proposed new INT operator. More result images can provide
material resources for the subsequent image processing.

Keywords—Image enhancement; intensifier operator; threshold;
pivotal point

I. INTRODUCTION

Image enhancement’s aim is to highlight useful informa-
tion and remove useless information. The widely used image
enhancement algorithms include gray transformation method
[1]–[5], histogram equalization (HE) method [6]–[8], wavelet
transform method [9]–[11] and basis algorithm Retinex method
[12], [13] in color constancy theory. Gray transformation
method is to directly apply the transformation function on
the gray level to produce a new gray level. This method is
relatively simple and easy to be implemented. HE method can
increase image dynamic range and improve image contrast
by making the probability density function of image gray
level meet the form of approximately uniform distribution.
The wavelet transform method divides the image into low
frequency image and high frequency image, and enhances
the different frequencies image to highlight the details of
the image. Retinex method removes the influence of the
illuminance component in the original image, and obtains the
result image.

Image enhancement is widely used in many fields and
many different types of images, such as infrared images,
remote sensing images, underwater images, medical images
and so on [14]–[17]. In recent years, fuzzy enhancement
methods have been developed rapidly. Pal-King method [18]
is the first proposed fuzzy image enhancement method, and
has been applied in many fields until now. Generally, the
fuzzy enhancement method consists of three steps: calculate

∗Corresponding author

the image pixels’ membership by fuzzification, adjust the
membership using intensifier (INT) operator, and output new
pixels’ gray level by defuzzification. In the development of
fuzzy image enhacement method, many functions of fuzzifica-
tion, INT operator and defuzzification have been proposed. We
introduce some common fuzzy enhancement methods. Li et al.
[19] proposed a fast and reliable image enhancement technique
based upon the fuzzy relaxation algorithm. Different orders of
fuzzy membership functions and different rank statistics are
attempted to improve the enhancement speed and quality, re-
spectively. Hanmandlu et al. [20] used a Gaussian membership
function to fuzzify the image information in spatial domain,
and introduced a global INT operator which contains three
parameters. Aiming at the membership cannot fill the interval
[0, 1] and the pivotal point p of INT operator in Pal-King
method is always the same (p ≡ 0.5), Liu [21] proposed
a fuzzification function based on tangent function and an
INT operator with an adjustable parameter. Mahashwari et al.
[22] proposed a defuzzification function. Hasikin et al. [23]
proposed a new fuzzy intensity method to distinguish between
the dark and bright regions. This method is computed by
considering the average intensity and deviation of the intensity
distribution of the image. The input image is enhanced using
a power-law transformation. Singh et al. [24] proposed a new
INT operator and a defuzzification method. Dawayet et al.
[25] proposed a fuzzification and a defuzzification method.
Yang et al. [26] proposed an INT operator based on cycloid
arc length function. Fuzzy C-means clustering is also a good
method for image enhancement [27]–[29]. More and more
researchers are studying the fuzzy image enhancement method.
The fuzzy image enhancement method has more and more
unique advantages in the image enhancement field.

In existing methods, almost all fuzzification functions,
INT operator functions and defuzzification functions are either
piecewise functions or have a pivotal point p that cannot
be adjusted (p ≡ 0.5). In the realization of the algorithm
(such as Matlab), the piecewise function needs to add the
judgment statement in the coding, and use the judgment
statement repeatedly in the calculation. This result will cause
the computation time to increase. In view of pivotal point
p ≡ 0.5 and the possible shortcomings of piecewise function,
this paper proposed an INT operator that is used in fuzzy image
enhancement method. The INT operator function is made up
by power function and has a variable parameter λ. For different
test images, the parameter λ is determined prior to image
enhancement. In Section 3, compare the image enhancement of
the INT operator in [21] and the proposed INT operator using
the same fuzzification function, and defuzzification function.
The experimental results show that when INT operator process
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the same times, the proposed INT operator can achieve a better
image enhancement, and even if the proposed INT operator is
used many times, it still has a good enhancement effect.

II. METHODOLOGY

Fuzzy image enhancement includes some steps: (1) us-
ing fuzzification to trasform the image pixels’ gray level to
its membership, (2) modifying membership using intensifier
(INT) operator, and (3) calculating pixels’ new gray level by
defuzzification. In this section, first, we introduce the common
INT operators, and then propose a new INT operator.

A. INT Operators

Although researchers have proposed many INT operators,
there are two INT operators that appear most frequently in
papers because they are simple to calculate and easy to
manipulate. The first INT operator is a function made up of
quadratic functions [18],

y = f(x) =

 2x2, 0 ≤ x ≤ 0.5,

1− 2(1− x)2, 0.5 < x ≤ 1.
(1)

Fig. 1. The INT Operator y = f(x).

Fig. 1 shows that the graph of INT operator y = f(x).
For all test images, the INT operator y = f(x)’s pivotal point
(function piecewise point or inflection point) p is identically
0.5. This obviously has some limitations. In avoiding the
shortcomings of INT operator y = f(x), the improved INT
operator is presented as follows [21]:

y = g(x) =


x2

p , 0 ≤ x ≤ p,

1− (1−x)2

1−p , p < x ≤ 1.

(2)

The INT operator y = g(x) can adjust the point p according
to the characteristics of the test image. Fig. 2 shows that the

INT operator y = g(x) can reduce the points which less
than p, and enlarge the points which more than p. Both INT
operator y = f(x) and INT operator y = g(x) are piecewise
functions. The piecewise functions have some disadvantages
in calculation, especially in the programming implementation
(such as Matlab), judgment statements will be used many times
in the program, which increases the amount of calculation.
Now, we propose a new INT operator,

y = φ(x) =
2xλ

1 + xλ
, 0 ≤ x ≤ 1. (3)

Where λ = 1− logp(2−p). The INT operator y = φ(x) is
also can adjust the point p and its implementation procedure is
more simplified. It does not need to use a judgment statement
in the program. Fig. 2 shows that the graph of INT operator
y = g(x) and INT operator y = φ(x).

Fig. 2. An Example for of the INT Operators y = g(x) and y = φ(x) when
p = 0.4.

B. Fuzzy Contrast Enhancement

Image I = {xij |i = 1, 2, 3, · · · ,m, j = 1, 2, 3, · · · , n},
where xij is gray level of the pixel in row i and column j of the
image. To compare the effect of INT operators y = g(x) and
y = φ(x), we use the same fuzzification and defuzzification.
Fuzzy contrast enhancement includes three steps as follow:

(1)Gray level fuzzification (Counting pixels’ membership)

µij = µ(xij) =
xij − xmin

xmax − xmin
(4)

where, xmax(xmin) is the maximum(minimum) pixel’s
gray level of the test image.

(2)Membership modification using INT operator:

ŷij = It(uij) = I1(It−1(uij)) t = 1, 2, 3, · · ·

INT operator: I1(uij) = g(uij),
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or INT operator: I1(uij) = φ(xij).

In the Eq.(2) and Eq.(3), p = µ(T ), T is the test image
threshold by the OTSU method.
(3)Pixels’ new gray level by defuzzification

yij = (xmax − xmin)ŷij + xmin. (5)

Ienh = {yij |i = 1, 2, 3, · · · ,m, j = 1, 2, 3, · · · , n} is the
result image.

III. EXPERIMENTAL RESULTS AND ANALYSIS

Structural similarity(SSIM) is commonly used to evaluate
the image enhancement effect. This section also use the
SSIM value as an objective evaluation criterion for image
enhancement.

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
. (6)

In equation (6), µx is the mean of x, µy is the mean of
y, σ2

x is the variance of x, σ2
y is the variance of y, σxy is the

covariance of x and y. c1 and c2 are constants [30].

Fig. 3. Test Images.

Fig. 3 shows the test images. INT operator y = g(x) and
INT operator y = φ(x) processed test images for 2 and 8
times, respectively.

Fig. 4 shows that at the same number of processing times,
the image processed by INT operator y = φ(x) is closer to the
original image, and more intermediate process images can be
obtained. When the INT operators are used the same number
of times, the INT operator y = φ(x) has a higher SSIM value.
It achieves a better image enhancement effect.

Fig. 4. Enhancement Results of the Lena and its Histogram. (a)-(g).
Processed by Proposed INT Operator y = φ(x) Times:1-7; (h)-(i).

Processed by Method with INT Operator y = g(x) Times:1-2.
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TABLE I. STRUCTURAL SIMILARITY (SSIM) TEST RESULTS

Method
Test images Lena Couple Fishing Boat Peppers

processed by INT
operator y = g(x)

t = 1 0.9341 0.9000 0.9016 0.8871
t = 2 0.7963 0.7125 0.7462 0.6793

processed by
proposed INT
operator
y = φ(x)

t = 1 0.9916 0.9882 0.9863 0.9781
t = 2 0.9681 0.9538 0.9485 0.9244
t = 3 0.9325 0.9044 0.8987 0.8615
t = 4 0.8911 0.8477 0.8514 0.7968
t = 5 0.8485 0.7924 0.8117 0.7330
t = 6 0.8090 0.7422 0.7785 0.6720
t = 7 0.7725 0.6990 0.7503 0.6181
t = 8 0.7398 0.6615 0.7238 0.5736

Fig. 5. The SSIM Values when the Test Images are Processed by Fuzzy
Image Enhancement Method using INT Operators t Times.

In Table I, for the convenience of expression, denoted
S(image, INT operator, t) means that the SSIM value of image
and the image which is processed t times by INT operator.
For example, S(Couple, y = φ(x), 7) = 0.6990. Table I
shows S(Couple, y = φ(x), 1) > S(Couple, y = φ(x), 2)
> S(Couple, y = φ(x), 3) > S(Couple, y = g(x), 1). This
means that when INT operator y = g(x) processed 1 time,
the INT operator y = φ(x) can processed 3 times. All of
the 3 result images’ SSIM values are higher than the result
image processed by the INT operator y = g(x) 1 time. For
other test images, a similar phenomenon exists. Fig. 5 shows
this more clearly. For example, Fig. 5 (Peppers) shows that
S(Peppers, y = φ(x), 1) > S(Peppers, y = φ(x), 2) >
S(Peppers, y = g(x), 1) > S(Peppers, y = φ(x), 3) >
S(Peppers, y = φ(x), 4) > S(Peppers, y = φ(x), 5) >
S(Peppers, y = g(x), 2) > S(Peppers, y = φ(x), 6) >
S(Peppers, y = φ(x), 7) > S(Peppers, y = φ(x), 8). Fig.
5 is a visual representation of Table I.

IV. CONCLUSION

This paper proposed a new intensifier(INT) operator used
in fuzzy image enhancement. It has the following advantages.
First, compared to the INT operator which is made up by a

piecewise function, the proposed INT operator has an advan-
tage in program implementation that it does not require writing
judgment statements. Second, due to the range of change of the
proposed INT operator is small (see Fig. 2), the result image
with higher SSIM value can be obtained after the INT operator
is multiple applied. This means that it achieves a better image
enhancement effect. It can produce more process images. More
images of the process can provide material resources for the
subsequent image processing, and could help in other areas of
research. In future work, we will investigate whether it can be
used in other fields.
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Abstract—Recent advances in multi-robot deep reinforcement 

learning have made it possible to perform efficient exploration in 

problem space, but it remains a significant challenge in many 

complex domains. To alleviate this problem, a hierarchical 

approach has been designed in which agents can operate at many 

levels to complete tasks more efficiently. This paper proposes a 

novel technique called Multi-Agent Hierarchical Deep 

Deterministic Policy Gradient that combines the benefits of 

multiple robot systems with the hierarchical system used in Deep 

Reinforcement Learning. Here, agents acquire the ability to 

decompose a problem into simpler subproblems with varying 

time scales. Furthermore, this study develops a framework to 

formulate tasks into multiple levels. The upper levels function to 

learn policies for defining lower levels’ subgoals, whereas the 

lowest level depicts robot’s learning policies for primitive actions 

in the real environment. The proposed method is implemented 

and validated in a modified Multiple Particle Environment 

(MPE) scenario. 

Keywords—Multi-robot system; hierarchical deep 

reinforcement learning; path-finding; task decomposition 

I. INTRODUCTION 

Multi-Robot System (MRS) research has attracted 
significant attention recently due to its advantages over single 
robots. The benefits include (1) the decrease in time and the 
improvement in problem-solving efficiency due to the task 
decomposition, (2) an increase in problem-solving reliability, 
robustness, and resiliencies as the failures of single robots can 
be [1]–[3]. Using MRS, numerous prospective applications 
have been developed in which robots must be able to compete 
and cooperate, such as formation coordination [4], hide and 
seek [5], exploration and search [6]–[8], object transportation 
[9], disaster detection [10], communication networks [11], 
[12], etc. This study focuses on using MRS technology for 
exploration and search missions in unknown environments, 
where robots must collaborate to find the optimal path. 

As shown in [13], [14], Reinforcement Learning (RL) is 
currently extensively employed as a robot learning algorithm 
that can automatically handle exploration and search problems 
in unknown environments, both in simulation and physical 
environments. Multiple robots undertake search and 
exploration operations in large and complex environments, 
such as in [15]–[17]. The objective of MRS is to distribute 
tasks between many robots to increase efficiency. Nowadays, 
applying RL is an important and challenging subject in MRS, 

where robots must learn and adapt based on their individual 
strategies and collective behavior. Multi-Agent Deep 
Deterministic Policy Gradient (MADDPG) algorithm was 
proposed as an advancement of RL that may be used for multi-
robot learning in which robots can collaborate to solve 
problems in unknown environments [18]. 

RL in complex environments is always challenging, hence 
it serves as the primary motivation for the proposed approach. 
This paper proposes Multi-Agent Hierarchical Deep 
Deterministic Policy Gradient (MH-DDPG) as an extension of 
MADDPG for solving search and exploration problems with 
many robots in finding the optimal path for each robot in 
various environmental complexities. Here, hierarchical 
learning is adopted to learn in complex environments 
efficiently [13]. 

The primary contribution of this paper is as follows: (1) 
MH-DDPG presents a framework that enables multiple robots 
to learn by sharing environmental information collectively. (2) 
MH-DDPG proposes a hierarchical learning strategy by 
assigning different abstraction levels to the problem space, 
where higher abstraction learnings supply the learning subgoal 
for the lower ones, which consequently execute automatic task 
decomposition. 

The structure of this article is as follows: Section 
II examines the previous research and theories relevant to the 
proposed method. In Section III, the technical context and 
theory are explained. The proposed MH-DDPG is discussed in 
detail in Section IV. Sections V and VI present the conducted 
experiments and the validation of the results. Finally, section 
VII provides conclusions and potential future works. 

II. RELATED WORKS 

Reinforcement Learning (RL) [19] is increasingly used as 
learning method to address complicated problems like games 
[20], [21], and robotics [22], [23]. Q-Learning [24], SARSA 
[25], and Temporal Differences (TD) [26] are RL algorithms 
that are predominantly applied to single agents within the 
Markov Decision Process (MDP) mathematical modeling 
framework [27]. 

Traditional RL faces various problems when attempting to 
solve real-world problems. This issue is known as the "curse of 
dimensionality", in which data grows exponentially, and 
computations become costly. Deep Reinforcement Learning 
(DRL) was introduced to solve this issue, for example, in [20]. 

This work was supported by JSPS Grants-in-Aid for Scientific Research 
on Innovative Areas (Research in a proposed research area) 18H05473 and 

18H05895. 
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DRL models complex functions using the advantages of Neural 
Networks (NN), for example, Deep Q-network (DQN) [20], 
[28]. However, implementing DQN for robots with many 
degrees of freedom in action or continuous action space 
remains challenging. Policy Gradient (PG) [29] has been 
proposed to solve these issues; nevertheless, PG has its 
challenges, mainly that it requires extensive training. An actor-
critic algorithm [25] combining DQN and PG's benefits was 
proposed to mitigate these problems. In the actor-critic 
algorithm, there are two networks: the actor-network, which 
employs a policy gradient to create optimal policies, and the 
critic-network, which contains DQN to evaluate the actor's 
policies. Deep Deterministic Policy Gradient (DDPG) [30] is 
an actor-critic [31] based algorithm that has been proposed to 
solve problems in continuous or high-dimensional action 
spaces. 

Multi-Robot System (MRS) is currently attracting much 
interest because it can solve complex problems that are 
prohibitively difficult for single-agent systems. Although 
several attempts have been made to apply the prior algorithm 
in MRS, it is still not as successful as in single-agent systems. 
The recent development of MRS operates within the stochastic 
(Markov) games framework to model mathematical decision-
making [32]. The difficulty of developing MRS is that the 
policies of one robot will impact a non-stationary environment 
generated by the policies of another agent. Recently, Multi-
agent Deep Deterministic Policy Gradient (MADDPG) [18] 
was presented as a solution to this issue. For each robot, there 
is a DDPG in the MADDPG. The MADDPG is able to manage 
the problems of competitive as well as collaborative multi-
agent systems. 

One attempt to alleviate the learning difficulty is to design 
a mechanism for hierarchical learning. Hierarchical learning 
involves decomposing large and complex problems into more 
manageable subproblems. However, most algorithms need to 
fix the sub-problems that may hinder problem-solving 
flexibility. The Hierarchical Reinforcement Learning (HRL) 
approach of a single robot with discrete action has been 
proposed in [33], [34]; however, the subgoals need to be 
assigned manually, while [35] has been designed to be able to 
find subgoals automatically. Hierarchical Deep Reinforcement 
Learning (HDRL), [36], [37] proposed systems that can 
operate with continuous robot action. Algorithms in [33]–[37] 
work well with a single robot but are unsuitable for multi-robot 
implementation. Studies in [38], [39] presented a multi-agent 
hierarchy system with DRL for learning subgoals/skills at 
higher levels. However, the higher-level environment was 
manually defined using these approaches. 

It is known that MADDPG can handle collaborative multi-
robot system problems in a simple environment. However, an 
algorithm that can improve the learning performance of multi-
robot systems is required for more complex environments. In 
this study, we propose MH-DDPG by developing MADDPG to 
perform under a hierarchical system. The proposed method is 
expected to be able to automatically discover subgoals, 
allowing it to perform better in a high-complexity environment. 

III. TECHNICAL PRELIMINARIES 

This section highlights the theoretical basis for developing 
a hierarchical MADDPG method for cooperative multi-agent 
learning in handling complex problems. 

A. Markov Decision Process and Reinforcement Learning 

The decision-making process of a single robot is often 
based on Markov Decision Process (MDP). In RL, at each time 
step t, the robot perceives a state 𝑆𝑡 from the environment's set 
of states 𝒮 (𝑆𝑡 ∈ 𝒮) and the robot selects an action 𝐴𝑡 from the 
set of actions 𝒜 that may be executed in the state 𝑆𝑡  (𝐴𝑡 ∈ 𝒜). 
Here, the next state is decided based on transition probability 𝒫 

under the learned policy , as shown in (1). The transition 
brings the robot to the next state 𝑆𝑡+1 and gives reward 𝑅𝑡+1. 

(𝑠′, 𝑟|𝑠, 𝑎) = 𝒫(𝑆𝑡+1 = 𝑠′, 𝑅𝑡+1 = 𝑟|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎)        (1) 

where 𝑠 ∈ 𝒮  and 𝑠′ ∈ 𝒮  are particular states that occur at 
time t and t+1, 𝑎 ∈ 𝒜 is the action taken by the robot at time t 
(𝑎 ∈ 𝒜), and (𝑟 ∈ ℛ) is the reward received by the robot at 
time t+1. 

Typically, the Bellman Equation is used to optimize two 
functions in RL: the state (V*) and state-action (Q*) functions, 
for which the optimal equation is as follows: 

𝑉∗(𝑠) = 𝑚𝑎𝑥
𝜋

𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝒫𝑠𝑠′
𝑎 𝑉∗(𝑠′)𝑠′𝜖𝑆            (2) 

𝑄∗(𝑠, 𝑎) = 𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝒫𝑠𝑠′
𝑎 𝑄∗(𝑠′, 𝑎′)𝑠′𝜖𝑆            (3) 

Here, the discount factor (0 ≤ 𝛾 ≤ 1) is used to express the 
significance of the future reward value. 

B. Stochastic (Markov) Games 

In contrast to MDP, which is utilized for a single robot, 
stochastic games are proposed as a mathematical framework 
for modeling decision-making in Multi-robot Reinforcement 
Learning. Stochastic games consist of N robots, a set of states 
containing the state of all robots (𝒮), a set of actions 𝒜 from all 
robots (A = A1 x A2 x... x AN), and a set of state transitions (T) 
which are the transition probability (𝒫) from the current state 
to the next state for a robot based on the actions taken by all 
robots (T: S x A1 x A2 x... x AN  𝒫 (S)). The reward obtained 
by a robot depends on the actions taken by all robots (R: S x A1 

x A2 x... x AN  ℛ). The reward function for each robot can be 
used to classify the type of games. For example, all robots 
share the same reward function if they play cooperatively. In 
contrast, when the robots play competitively, one robot aims to 
maximize the reward while the other attempts to minimize it. 
In stochastic games, the state value function (V) could be 
written as follows: 

𝑉𝑖,𝜋(𝑠) = 𝔼[∑ 𝛾𝑘𝑟𝑖,𝑡+𝑘+1 | 𝑆𝑖,𝑡 = 𝑠𝑖
∞
𝑘=0 ]           (4) 

C. Q-Learning and Deep Q-Network 

Q-Learning is a RL mechanism based on Q-function. 
Similar to (3), the Q-function is used to compute the expected 
reward based on the action done by the robot in its current 
state. The optimum policy is found by maximizing the value of 
the Q-function. The Q-value is learned iteratively, as follows: 
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𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼 (𝑅 + 𝛾 (max
𝑎′

𝑄(𝑠′, 𝑎′) − 𝑄(𝑠, 𝑎)))     (5) 

where 0    1 denotes the learning rate. 

The Q-value for all potential state-action combinations is 
stored in a Q-table, and thus high computational resources are 
required in a large number of states and large action space. The 
necessity for these costly computation resources can be 
alleviated by replacing the Q-table with a neural network for 
estimating the Q-value as in Deep Q-Network (DQN). 

Q-Network and target Network are the two neural networks 
that constitute a DQN. The Q-network is used to train robots to 
predict the optimal Q-value, while the target network is used to 
forecast the next state based on the sample data and the optimal 
Q-value from all potential actions in the next state. In addition, 
DQN has a component called Experience Replay (ER) that 
stores and generates training data for Q-Network. 

The optimal policy for DQN is determined by minimizing 
the Loss function in (6). 

𝐿(𝑄) = 𝔼𝑠,𝑎,𝑟,𝑠′ [(𝑅(𝑠, 𝑎) + 𝛾 max
𝑎′

𝑄∗(𝑠′, 𝑎′|�̅�) − 𝑄(𝑠, 𝑎|𝜃))
2

]  (6) 

where �̅� and  are the parameters for the target network and 
the Q-network. 

D. Policy Gradient 

Policy Gradient (PG) is used to enhance DQN's 
performance in generating optimum policies. In DQN, the 
robot chooses an action with the maximum Q-value, while in 
PG, the agent selects an action stochastically according to the 
probability distribution generated in the output layer. 

The PG consists of a neural network known as a policy 
network, which predicts the probability distribution of actions 
given the current state. Here, the optimal policy is determined 
by maximizing the objective function defined as follows: 

𝐽(𝜃) = ∑ 𝑑𝜋(𝑠) ∑ 𝜋𝜃(𝑎, 𝑠)𝑄𝜋(𝑠, 𝑎)𝑎∈𝐴𝑠∈𝑆            (7) 

where 𝑑𝜋(𝑠) is the deterministic distribution of the states 

on . Here, the objective function 𝐽(𝜃) can be maximized by 

adjusting the parameter  by gradient ∇𝜃𝐽(𝜃 as follows: 

∇𝜃𝐽(𝜃) = 𝔼𝑠~𝑑𝜋,𝑎~𝜋𝜃
[∇𝜃 log 𝜋𝜃(𝑎, 𝑠)𝑄𝜋(𝑠, 𝑎)]          (8) 

E. Deterministic Policy Gradient and Deep Deterministic 

Policy Gradient 

The policy function in PG is always modeled as a 
stochastic probability distribution of the agent's actions given 
the current state. The Deterministic Policy Gradient (DPG) has 
been proposed to model policy as a deterministic decision by 
the agent in the current state. The objective function in DPG 
can be written as follows: 

𝐽(𝜃) = 𝔼𝑠~𝜌𝜋
[𝑅(𝑠, 𝜋𝜃(𝑠))]            (9) 

where  is discounted state distribution. The gradient of 
the objective function in DPG can be written as follows: 

𝐽(𝜃) = 𝔼𝑠~𝜌𝜋
[𝛻𝜃𝜋𝜃(𝑠)𝛻𝜃𝑄𝜋(𝑠, 𝑎)|𝑎=𝜋𝜃(𝑠)]         (10) 

Deep Deterministic Policy Gradient (DDPG) is an actor-
critical algorithm that combines DQN and DPG. DQN is for 
the actors that operate in discrete action space, while DPG is 
for the critics that work in continuous action space. 

F. Multi-Agent Deep Deterministic Policy Gradient 

Multi-Agent Deep Deterministic Policy Gradient 
(MADDPG) is an expansion of DDPG that adopt an actor-
critic algorithm as its fundamental structure. The MADDPG 
contains multiple robots, each with its neural networks for the 
actors and the critics, while DDPG only uses a single robot. 
Similar to DDPG, the actors in MADDPG receive input from 
the robot's local observations and produce executable action 
recommendations for the robot. However, in contrast to the 
critical network in DDPG, the input of critics in MADDPG 
does come from not only the robot's local observations and 
actions but also other robots' observations and actions. The 
critic's output is the Q-value, which is used to evaluate the 
actor's actions by considering other robots' observations and 
acts. The network of agents may therefore learn both 
cooperative and competitive strategies. 

IV. MULTI-HIERARCHIES OF MULTI-AGENT DEEP 

DETERMINISTIC POLICY GRADIENT 

This study proposes Multi-Agent Hierarchical Deep 
Deterministic Policy Gradient (MH-DDPG) as a new approach 
that enables learning robots to decompose complex tasks into 
more manageable subtasks at different time scales. Here, the 
robots train to learn several levels of policy, each of which has 
a specific task for the agents to do in parallel. 

A. Architecture 

MH-DDPG trains robots to hierarchically learn policies 
based on the architecture shown in Fig. 1. Here, MH-DDPG is 
comprised of DDPG and experience replay (ER). The number 
of DDPG and ER depends on the number of agents and 
hierarchy. For example, suppose N and K indicate the number 
of agents and hierarchies, respectively. Consequently, there are 
N x K DDPG in MH-DDPG. Furthermore, the number of ER 
will equal the number of hierarchies, K. The bottom level 
represents the physical environment in which the robots 
physically operate. While the higher level, robots are presented 
by their abstraction. 

Formally, the MH-DDPG with N agents and K levels are 
defined by the set of state 𝒮 ; the set of joint action 𝒜 =

⋃ 𝐴𝑖,𝑡
𝓀𝑁

𝑖=1  and the set of joint observations 𝒪 = ⋃ 𝑂𝑖
𝓀𝑁

𝑖=1 , where 

𝐴𝑖,𝑡
𝓀  and 𝑂𝑖,𝑡

𝓀  are actions 𝐴𝑖 and observation 𝑂𝑖  for each agent 𝑖 
at level 𝓀 and time 𝑡. Each agent will optimize their respective 
policy at every level to estimate the transition probability 𝒫 for 

selecting an action at time 𝑡, such that 𝜋 = ⋃ 𝜋𝑖,𝑡
𝓀𝑁

𝑖=1 , where 𝓀 

is the hierarchy level and 0 ≤ 𝓀 ≤ 𝐾 − 1. 
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Fig. 1. Architecture of MH-MADDPG. 

 

Fig. 2. Illustration Environment with Two Hierarchies. 

For illustrating the dynamics of MH-DDPG multi-agent 
particle environment (MPE) environments will be utilized [40]. 
One of the MPE scenarios, "simple spread” has been modified 
here. For example, Fig. 2 depicts the problem that MH-DDPG 
must address. Simple_spread is an environment with N robots 
and M goals (landmarks). Robots are expected to cooperate to 
accomplish a common objective while avoiding collisions with 
one another. There are three robots (N=3), three goals (M=3), 
and two hierarchies (K=2). First, the real problem of the 
environment is illustrated at level 0, where a blue circle 
represents the actual robots, and a green rectangle represents 
the goals. Then, at level 1, an abstraction of level 0, the robots 
are referred to as abstract robots and symbolized by a red 
circle. Abstract robots at level 1 possess actions with more 
capabilities than those of actual robots at level 0. For instance, 
the actual robots at level 0 have a maximum velocity of 1 pixel 
per second, while the robot at level 1 is set with a maximum 
velocity of 10 pixels per second. As seen on the right of Fig. 2, 
the robot at level 1 has a greater range of distances than the 
actual robot for each action taken at each step. 

The abstract robots are predicted to learn faster than the 
actual robots in achieving goals since they are less constrained 
than actual robots (for example, more quickly and with no 
obstacles). However, remember that abstract robots are only 
imaginative robots with no capacity to execute physical 
actions. The task of the abstract robot at level 1 is to learn how 
to accomplish the main goal best, while at level 0, the task is to 
learn how to achieve the subgoal optimally. MH-DDPG 
implicitly assigns different objectives for each level, in which 
the robots' objective at level 1 is to learn to achieve goals 
optimally, while the robots' work at level 0 is to learn to 
achieve subgoals optimally. The subgoal at level 0 is 
automatically determined from the higher level, which happens 

when the abstract robot chooses the action 𝐴𝑖,𝑡
1  based on the 

policy 𝜋𝑖,𝑡
1  in the current state 𝑆𝑖,𝑡

1  at time 𝑡. The robot will be 

transitioned to the next state 𝑆𝑖,𝑡+1
1  and will receive a reward 

𝑅𝑖,𝑡+1
1 . Then, the learning shifts to the bottom level, and the 

next state at level 0 becomes a subgoal for the actual robots. In 
addition, robots at level 0 engage in learning to achieve these 

subgoals. When the robots get 𝑆𝑖,𝑡
0  at level 0, the agent will pick 

the action 𝐴𝑖,𝑡
0  based on the policy of 𝜋𝑖,𝑡

0 . The robots then 

transition to 𝑆𝑖,𝑡+1
0  and is rewarded with 𝑅𝑖,𝑡+1

0 . The learning 

process at level 0 will continue until the terminal criteria are 
satisfied. A terminal condition is defined by manually setting 
the maximum number of steps at level 0. If the terminal 
requirements are satisfied, learning returns to level 1 to execute 
the next step at the top level. 

B. Learning Dynamic 

In MH-DDPG, the multiple robots learn in parallel at all 
levels. The process of robot learning will start at the top level 
and flows downward. Robot learning aims to provide optimum 
policies for each robot at all levels. According to the RL 
concept that the optimal policy is acquired by maximizing the 
rewards received by each robot. The reward obtained in the 
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future by each robot i at level 𝓀 could be expressed by the 
following V-function: 

𝑉𝑖,𝜋
𝓀 (𝑠) = 𝔼[∑ 𝛾𝑡𝑟𝑖,𝑡+1

𝓀  | 𝑆𝑖,𝑡
𝓀 = 𝑠∞

𝑡=0 ]          (11) 

𝑉𝑖,𝜋
𝓀 (𝑠) = ∑ 𝜋𝑖

𝓀(𝑎|𝑠)(𝑅𝑖
𝓀(𝑠, 𝑎) + 𝛾 ∑ 𝒫𝑠𝑠′

𝑎 𝑉𝑖,𝜋
𝓀 (𝑠′)𝑠′𝜖𝑆 )𝑎𝜖𝐴   (12) 

where 𝑟𝑖,𝑡+1
𝓀  is the reward earned by agent 𝑖  at level 𝓀 at 

𝑡 + 1, and 𝜋𝑖
𝓀(𝑎|𝑠) is the agent policy. Here, the joint action is 

designed to make the robot's policy dependent on individual 
policies and joint policies. The definition of the Q-function is 
as follows: 

𝑄𝑖,𝜋
𝓀 (𝑠, 𝑎) = 𝔼[∑ 𝛾𝑡𝑟𝑖,𝑡+1

𝓀  | 𝑆𝑖,𝑡+1
𝓀 = 𝑠, 𝐴𝑖,𝑡

𝓀 = 𝑎∞
𝑡=0 ]        (13) 

𝑄𝑖,𝜋
𝓀 (𝑠, 𝑎) = 𝑅𝑖

𝓀(𝑠, 𝑎) +

𝛾 ∑ 𝒫𝑠𝑠′
𝑎 ∑ 𝜋𝑖

𝓀(𝑎′|𝑠′) 𝑄𝑖,𝜋
𝓀 (𝑠′, 𝑎′)𝑎𝜖𝐴𝑠′𝜖𝑆         (14) 

The optimal policy is determined by maximizing the value 
of all actions. According to the Bellman optimality equation, 
the optimal V-value (V*) and Q-value (Q*) could be written as 
follows: 

𝑉𝑖
𝓀∗

(𝑠) = 𝑚𝑎𝑥
𝜋𝑖

𝑅𝑖
𝓀(𝑠, 𝑎) + 𝛾 ∑ 𝒫𝑠𝑠′

𝑎 𝑉𝑖
𝓀∗

(𝑠′)𝑠′𝜖𝑆         (15) 

𝑄𝑖
𝓀∗

(𝑠, 𝑎) = 𝑅𝑖
𝓀(𝑠, 𝑎) + 𝛾 ∑ 𝒫𝑠𝑠′

𝑎 𝑄𝑖
𝓀∗

(𝑠′, 𝑎′)𝑠′𝜖𝑆         (16) 

If the environment consists of N agents and K levels, then 

the policy set 𝜋 = {𝜋1
𝓀, 𝜋2

𝓀 , … , 𝜋𝑁
𝓀}  that is parameterized by 

𝜃 = {𝜃1
𝓀 , 𝜃2

𝓀 , … , 𝜃𝑁
𝓀} , where 1 ≤ 𝑖 ≤ 𝑁  and 0 ≤ 𝓀 ≤ 𝐾 − 1 . 

Then, the gradient of the expected return for each agent 𝑖 at 
level 𝓀 could be expressed as follows: 

𝐽(𝜃𝑖
𝓀) = 𝔼𝑥,𝑎~𝐷 [𝑅 (𝑠, 𝜋𝑖

𝓀(𝑠))]          (17) 

∇
𝜃𝑖

𝓀𝐽(𝜃𝑖
𝓀) = 𝔼𝑥,𝑎~𝐷 

[∇
𝜃𝑖

𝓀 log 𝜋𝑖
𝓀(𝑎𝑖

𝓀|𝒪𝑖
𝓀)𝑄𝑖,𝜋

𝓀 (𝑥𝓀, 𝑎1
𝓀 , … , 𝑎𝑁

𝓀)|
𝑎𝑖

𝓀=𝜋𝑖
𝓀(𝒪𝑖

𝓀)
]        (18) 

where 𝑄𝑖,𝜋
𝓀 (𝑥, 𝑎1

𝓀 , … , 𝑎𝑁
𝓀)  is the centralized Q-function at 

level 𝓀  that accepts as input all agent actions at level 𝓀 , 

𝑎1
𝓀 , … , 𝑎𝑁

𝓀 , and observation 𝑥  at level 𝓀  of all agents, 𝑥 =
(𝒪1

𝓀 , … , 𝒪𝑁
𝓀), with the output being the Q-value for each agent 

𝑖  at level 𝓀 . Experience Replay buffer 𝒟  contains 

(𝑥, 𝑥′, 𝑎1
𝓀 , … , 𝑎𝑁

𝓀 , 𝑟1
𝓀 , … , 𝑟𝑁

𝓀) where 𝑥′ is the next state obtained 

after the agent took action while in state 𝑥. The centralize Q-

function 𝑄𝑖,𝜋
𝓀  will be updated by minimizing the following loss 

function: 

ℒ(𝜃𝑖
𝓀) = 𝔼𝑥,𝑎,𝑟,𝑥′[(𝑄𝑖,𝜋

𝓀 (𝑥, 𝑎1
𝓀 , … , 𝑎𝑁

𝓀) − 𝑦2)]        (19) 

𝑦 = 𝑟𝑖
𝓀 𝑄

𝑖,𝜋′,𝓀
𝓀 (𝑥′, 𝑎𝑖

′,𝓀 , … , 𝑎𝑁
′,𝓀)|

𝑎𝑗
′,𝓀

=𝜋𝑗
′,𝓀

(𝒪𝑗
′,𝓀

)
         (20) 

where 𝜋′,𝓀 = {𝜋
𝜃1

′,𝓀 , … , 𝜋
𝜃𝑁

′,𝓀  }  is the set of target policy 

with delayed parameter 𝜃𝑖
′ at each level 𝓀. As the Q-function 

𝑄𝑖,𝜋
𝓀  for each agent 𝑖 is learned independently at all levels, the 

reward may be determined arbitrarily based on the issue. The 
algorithm of MH-DDPG is shown in algorithm 1. 

Algorithm 1. MH-MADDPG 
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Initialize: Actor-critic evaluation and target networks for each agent, 

number of levels K, maximum step H, Replay buffer 

For episode = 1 to max-episode, do 

 For each agent i, set initial states (S) and goals (𝒢) for each agent 

 Train (K-1, S, 𝒢) 

End for 
  

Function Train(𝓀 ::level, S ::state, 𝒢 ::goal) 

 𝑠 ← 𝑆𝑖,𝑡
𝓀   𝑆, 𝑔𝓀  𝒢 (initial, t=0) 

 For t = 1 to H do 

  For each agent n: select action (a
i
) where 𝑎𝑖 ← 𝐴𝑖,𝑡

𝓀  based on 𝜋𝑖,𝑡
𝓀  

  Execute actions 𝑎 = (𝑎1, … , 𝑎𝑁) and observe reward r and new 
state s’ 

  Store (s, a, r, s’) in replay buffer 𝒟 

  If 𝓀 > 0: 

   𝑔𝓀−1 ← 𝑠′ 

   𝑇𝑟𝑎𝑖𝑛(𝓀 − 1,  𝑠,  𝑔𝓀−1) 

  End If 

  For agent i = 1 to N in level 𝓀 do 

   Sample random minibatch of S samples (s, a, r, s’) from 𝒟𝓀 

   Set 𝑦 = 𝑟𝑖
𝓀 + 𝛾𝑄𝑖,𝜋′

𝓀 (𝑠′, 𝑎1
′ , … , 𝑎𝑁

′ )|
𝑎𝑖

′=𝜋𝑖
′,𝓀 

   Update critic by minimizing the loss ℒ(𝜃𝑖
𝓀) =

1

𝑆
∑ (𝑦 −

𝑄𝑖,𝜋
𝓀 (𝑠, 𝑎𝑖 , … , 𝑎𝑁))

2

 

   Update actor using: 

     ∇𝜃𝑖
𝓀 𝐽 =

1

𝑆
∑ ∇𝜃𝑖

𝓀 𝜋𝑖
𝓀(𝑜𝑖)∇𝑎𝑖

𝑄𝑖,𝜋
𝓀 (𝑠, 𝑎𝑖 , … , 𝑎𝑁)|

𝑎𝑖=𝜋𝑖
𝓀(𝑜𝑖)

 

  End for 

   Update target network parameters for each agent i in level 𝓀: 

   𝜃𝑖
′,𝓀 ← 𝛼𝜃𝑖

𝓀 + (1 − 𝛼)𝜃𝑖
′,𝓀

 

End Function 

C. State, Observation, and Action Space 

Consider an environment with N robots and M goals. 
Robots and goals have a physical entity represented by 𝑋 . 
Based on the original MPE, 𝑋  is a two-dimensional object 
characterized by its position and velocity. Furthermore, the 
state contains polar coordinates that are utilized to identify the 
robot's relative position to the goals and other robots. An 
environment with N robots and M goals corresponds to a state 
space with NxM polar coordinates of robots to the goals 

( 𝑑1,…,𝑁𝑥𝑀
𝐺 ) and N-1 polar coordinates to other robots 

(𝑑1,…,𝑁−1
𝐴 ). However, it should be noted that the goals of the 

bottom level are the subgoals produced at the upper level. 

Based on the preceding discussion, the state space 𝒮 is a 

mixture of each level state space: 𝒮 = ⋃ 𝑆𝓀𝐾−1
𝓀=0 , where 𝑆𝓀 =

{𝑋1,…,𝑁, 𝑑1,…,𝑁𝑥𝑀
𝐺 , 𝑑1,…,𝑁−1

𝐴 }. 

Then each agent can only observe their own state of the 
entire state, called observation. The observation space of each 

agent at each level k is 𝑂𝑖
𝓀(𝑆) = {𝑋𝑖 , 𝑑𝑖,1,…,𝑀

𝐺 , 𝑑𝑖,1,…,𝑁−1
𝐴 }, 

where 𝑖 indicates the 𝑖𝑡ℎ robot. 
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At 𝓀 = 0, the output layer of the actor networks generates 
five outputs between 0 and 1 in which each one is associated 
with a particular action. The five outputs are denoted by 𝑢𝑛, 𝑢𝑙, 
𝑢𝑟, 𝑢𝑑, and 𝑢𝑢 for no action, move left, right, down, and up, 
respectively. At 𝓀 > 0, if the action of the abstract robot should 
have more capabilities than the actual robot, the range 𝑢  is 

increased multiplied by the sensitivity rate, therefore 𝑢𝓀 =
𝑢0𝑥 𝜇 , where 1 ≤ 𝓀 ≤ 𝐾 − 1 and 𝜇 is the sensitivity with a 
value more than 1. The sensitivity of the upper level must be 
larger than the sensitivity of the lower level. 

D. Reward Design 

The reward is designed to correspond to the learning 
objectives of the robot. The distance between objects 
determines the reward design. Suppose that the positions of 
two object types, A and B, in two dimensions are known. A 
and B respectively add up to N and M, therefore 𝐴𝑖 =

(𝑥1
𝑖 , 𝑦1

𝑖 ) and 𝐵𝑗 = (𝑥2
𝑗
, 𝑦2

2), where 1 ≤ 𝑖 ≤ 𝑁  and 1 ≤ 𝑗 ≤ 𝑀 . 

The following formula may be used to compute the total 
distance between two types of objects: 

𝑑(𝐴, 𝐵) = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2         (21) 

𝑑(𝐴1,...,𝑁 , 𝐵1,..,𝑀) = ∑ ∑ √(𝑥2
𝑖 − 𝑥1

𝑗
)

2
+ (𝑦2

𝑖 − 𝑦1
𝑗
)

2
𝑀
𝑗=1

𝑁
𝑖=1   (22) 

The design of the reward differs between the bottom and 
upper levels. The term for the rewards at each level is 
explained as follows: 

1) The goal/subgoal reward: Designed to encourage 

agents to achieve the Goal/Subgoal. This reward is available at 

all levels. This reward is utilized at the highest level to promote 

the abstract robot to accomplish the main goal and at the lowest 

level to help the robot reach the subgoal. Reward calculations 

will be based on the distance between all robots and goals 

using (22) and (23). 

𝑅(𝐴𝑔𝑒𝑛𝑡𝑖,…,𝑁 , 𝒢𝑗,…,𝑀) = −𝑑(𝐴1,...,𝑁, 𝐵1,..,𝑀)         (23) 

where A = Robot dan B = G (goal/subgoal). 

2) Robot relative to other robots Reward: for avoiding 

collisions between robots. This reward is only used at the 

lowest level because the abstract robot is unable to detect other 

robots. This reward term is calculated as follows: 

𝑅𝑐(𝐴, 𝐵) = {
−1;  𝑖𝑓 𝑑(𝐴, 𝐵) ≤ 𝐴𝑠𝑖𝑧𝑒 + 𝐵𝑠𝑖𝑧𝑒

0;  𝑖𝑓 𝑑(𝐴, 𝐵) > 𝐴𝑠𝑖𝑧𝑒 + 𝐵𝑠𝑖𝑧𝑒
        (24) 

where 𝑑(𝐴, 𝐵) is the distance between two robots (A and B) 
that can be calculated by (22) with i, j=1. 

3) Obstacle reward: Aims to encourage robots to avoid 

obstacles. Due to the abstract robot's inability to detect 

obstacles, this reward is only applied at the lowest level. 

Similar to other robot rewards, the robot must compute the 

distance between itself and the obstacle to get reward. 

𝑅𝑐(𝐴, 𝐵) = {
−10;  𝑖𝑓 𝑑(𝐴, 𝑂) ≤ 𝐴𝑠𝑖𝑧𝑒 + 𝑂𝑠𝑖𝑧𝑒

0;  𝑖𝑓 𝑑(𝐴, 𝑂) > 𝐴𝑠𝑖𝑧𝑒 + 𝑂𝑠𝑖𝑧𝑒
        (25) 

where 𝑑(𝐴, 𝑂) is the distance between robot A and obstacle 
O that can be calculated by (22) with i,j=1. 

E. Neural Network Models 

Each robot at each level of the MH-DDPG consists of actor 
and critic networks, structures of which are shown in Fig. 3. 
Local observations are the inputs for the actor-network, while 
robot actions represent the output. Therefore, the critic-network 
uses the observations and actions of all robots as inputs and Q-
value as outputs. The Q-value is then used as the training basis 
for the actor networks. Every network employs the ADAM 

optimizer with a learning rate () and a discount factor (). 

 

Fig. 3. Neural Network Model. 

V. EXPERIMENTAL ENVIRONMENT 

We conducted experiments for comparing the DDPG, 
MADDPG, and MH-DDPG algorithms under the parameters 
listed in Table I. The experimental environment is set with 
three robots and three goals, with some obstacles to increase 
the environment's complexity. Fig. 4 depicts the environment 
for testing the proposed algorithm. The experiments were 
conducted on three types of environments with various 
complexities: low-complexity {Fig. 4(a)}, mid-complexity 
{Fig. 4(b)}, and high-complexity {Fig. 4(c)}. 

 
(a) Low-Complexity.                                    (b) Mid-Complexity.                                    (c) High-Complexity. 

Fig. 4. Illustration of the Experimental Environment. 
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Fig. 5. Block Diagram Comparison for DDPG, MADDPG, and MH-DDPG Employing 3 Robots. Q, O, and a Represent the Q-Value, Observation, and Action, 

Respectively. 

TABLE I. EXPERIMENT-SPECIFIC PARAMETERS FOR DDPG, MADDPG, 
AND MH-DDPG 

Parameters DDPG MADDPG MH-DDPG 

Specific Parameters 

The number of robots (N) 3 3 3 

The number of levels (K) - - 2 

The number of actors  3 3 6 

The number of critics  3 3 6 

The number of ERs 1 1 2 

Sensitivity 5 5 
5 (level 0), 

30 (level 1) 

Actor and Critic Networks Parameters 

Number of hidden layers 1 1 1 

Number of hidden units 64 64 64 

Activation Function ReLU ReLU ReLU 

Input Actor Network 

Current 

Observat

ions 

Current 

Observations 

Current 

Observations 

Output Actor Network Action Action Action 

Input Critic Network 

Current 

Observat

ion and 

Action 

Current 

Observation 

and Action 

Current 

Observation 

and Action 

Output Critic Network Q-value Q-Value Q-value 

Training parameters 

Optimizer ADAM ADAM ADAM 

Learning rate () 1e-2 1e-2 1e-2 

Discount factor () 0.97 0.97 0.97 

Replay buffer size 106 106 106 

Minibatch size 1256 1256 1256 

Fig. 5 compares the block diagrams of DDPG, MADDPG, 
and MH-DDPG, illustrating how the algorithm determines the 
parameter values for the specific parameters given in Table I, 
except for sensitivity. The values for the sensitivity and the 
training parameters are empirically determined. From the 
experiments, the determination of the training parameters in 
different environments demonstrates that the algorithms are not 
excessively sensitive to the chosen parameters. 

Particularly in MH-DDPG, the designed environment can 
decompose into K levels. As a preliminary step in the proposed 
algorithm, this research performs a two-level investigation 
(K=2). Where the bottom level (𝓀 = 0) is the real environment 
used for actual robots learning, and the top level (𝓀 = 1) is the 
abstract environment used for abstract robot learning. In the 
environments, the robots must collaborate to accomplish the 
predetermined goals. The robots' mission will be accomplished 
if the robots can discover the optimal path for reaching all the 
goals. 

VI. RESULTS 

The experiments compare the proposed algorithm against 
MADDPG and DDPG. The first step is assessing the robots 
learning performance based on the rewards obtained 
throughout the learning process. 

Fig. 6 depicts the learning curve based on the robot's 
average reward in each episode. In this experiment, there were 
150000 episodes in each environment. The average reward the 
robot obtains in a low-complexity environment is greater than 
in mid-complexity and high-complexity environments. A 
greater average reward indicates that robots in simple 
environments perform better than in other environments. A 
low-complexity environment without obstacles makes it easier 
for robots to reach their goals. 

From Fig. 6, it can be observed that MH-DDPG converges 
faster to the maximum rewards and produces larger reward in 
each episode than DDPG and MADDPG, indicating that the 
robots that were trained using MH-DDPG reaches the goals 
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faster. Fig. 6 also indicates that the superiority of MH-DDPG 
over DDPG and MADDPG is consistent in complex 
environments. In a high-complexity environment, the graph 
also reveals that the average reward value is unstable for 
DDPG and MADDPG, whereas MH-DDPG remains robust. 

Fig. 7 depicts the robot's behavior during the learning 
process compared to MADDPG and DDPG in a mid-
complexity and high-complexity environment at t=0, 10, and 
40. The blue circle indicates the actual robot, the green 
rectangle represents the goals, and the red circle represents the 
abstract robot found exclusively on MH-DDPG. The abstract 
robots will generate a subgoal for the lower level. At t=0, the 
robot begins its first step of learning. Here, the locations of the 
abstract robot are identical to the positions of the actual robots. 

At t=10, robots are learning to achieve all goals. Here, on 
MH-DDPG, a red circle indicates the presence of an abstract 
robot. At each instant t, the abstract robot generates a subgoal 
for the actual robot. In MH-DDPG, Actual robots will first 
learn to cover subgoals, but in DDPG and MADDPG, robots 

will learn to cover main goals straight away since there are no 
subgoals. Abstract robots that cannot detect obstacles might 
occasionally be located in the same area as the obstacle, as 
shown in the high-complexity environment at time t=10. This 
condition is sometimes harmful to the actual robot when it 
learns to achieve the subgoal since the actual robot cannot 
reach the subgoal properly, which consequently decreases the 
associated state-action values. 

Finally, at t=40, the final step of learning in a single 
episode occurs. In DDPG, it is evident that the robots have 
difficulty cooperating to reach the goal in both mid-complexity 
and high-complexity environments, which is also consistent 
with the successful rates shown in Fig. 8. In the mid-
complexity environment, the robot tends to go toward one of 
the goals. Therefore the targeted objectives to cover all goals 
are often not achieved. This is because the robots work 
independently and do not share information. In high-
complexity, obstacles tend to hinder the robot's ability to 
achieve the subgoals. 

 

Fig. 6. Reward Graph. 

 

Fig. 7. Comparison between DDPG, MADDPG, and MH-DDPG on the Mid-complexity and High-complexity Environment. 
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Fig. 8. Success Rate. 

From Fig. 7, for MADDPG, it can be observed that the 
robots can work collectively to achieve goals in a mid-
complexity environment, while in high-complexity 
environments, due to the complex configurations of the 
obstacles, the robots faced difficulty in the early phase of the 
learning process as apparent from the fluctuating graph, but 
gradually stabilize as the learning progresses. In MH-DDPG, 
subgoals increase the robot's problem-solving ability as they 
are guided by intermediate objectives that consequently 
contrained the problem space. 

Fig. 8 depicts the average success rate for the respective 
algorithm in each environment during the learning process. In 
all environments, the robots with MADDPG and MH-DDPG 
were able to cooperate and learn policies to achieve their goals, 
while the robots with DDPG failed to do so. The failure of the 
robots in DDPG is due to the lack of information sharing 
between robots; hence, the robots only learn independently and 
may repeat the failure of other robots. In the low-complexity 
environment, the average success rates for MADDPG and MH-
DDPG are 74.18% and 82.15%, respectively. As the 
complexity of the environment increases, the average success 
rate for MADDPG and MH-DDPG decreases, as seen from the 
graphs for mid and high-complexity environments. MADDPG 
and MH-DDPG had respective success rates of 56.08% and 
73.18% in a mid-complexity environment, while in a high-
complexity environment, these success rates were 44.18% and 
72.99%, respectively. The results show that MH-DDPG has a 
greater success rate than MADDPG. This indicates that 
decomposing the problem environment into many levels is 
advantageous for maximizing robot learning performance. 

VII. CONCLUSION 

MH-DDPG is proposed as a novel framework for multi-
robot learning with hierarchical Deep Reinforcement Learning. 
Here, the robots collectively learn by sharing information about 
state-action values from their individual runs. In addition, the 
proposed MH-DDPG provides a mechanism for creating multi-
level abstraction, in which higher-level abstraction space allow 
the robots to execute a kind of “image training” where they 
may virtually explore the problem space without considering 
the physical constrains in real-world space. The virtual 
experiment in abstract space allows the robot to discover the 
real robots' intermediate goals rapidly. The intermediate goals 

helps to limit the exploration for the real robots, thus 
alleviating the curse of dimensionality. 

Through some empirical experiments, it can be observed 
that the proposed MH-DDPG outperforms DDPG and 
MADDPG in learning efficiency and success rate. 

The weakness of the MH-DDPG is that an abstract robot at 
higher levels is incapable of detecting obstacles. Hence non-
realistic subgoals are sometimes produced. This is the cost that 
needs to be paid for removing the physical constraints in the 
abstract space. In this preliminary experiment, the abstract 
robots are given higher speed but are constrained by their 
inability to detect obstacles, but it does not have to be so. In the 
following study, experiments will be conducted with various 
constrained conditions at the higher abstraction levels. 

Immediate future research topics include investigating the 
effect of the number of levels and the number of robots in MH-
DDPG. In addition, implementing the proposed learning 
method into physical robots is also of interest. 
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Abstract—Cloud computing and artificial intelligence have a 
deeper and closer connection with daily life. To ensure 
information security, most companies or individuals choose to 
pay a simple fee to store a large amount of data on cloud servers 
and hand over a large number of complex calculations of 
machine learning to cloud servers. To eliminate the security risks 
of data stored in the cloud and ensure that private data is not 
leaked, this paper proposes a collusion-resistant distributed 
machine learning scheme. Through homomorphic encryption 
algorithm and differential privacy algorithm, the security of data 
and model in machine learning framework is guaranteed. The 
distributed machine learning framework is adopted to reduce the 
data computing time and improve the data training efficiency. 
The simulation results show that the computational efficiency is 
improved while the user privacy security is guaranteed. The 
accuracy of model training is not reduced due to the 
improvement of privacy data security and computational 
efficiency. Through this study, we can further propose effective 
measures for the privacy protection of outsourced data and the 
data integrity of machine learning, which is of great significance 
to the security research of cloud intelligent big data. 

Keywords—Big data; cloud computing; information security; 
distributed machine learning; differential privacy algorithms 

I. INTRODUCTION 
The core technology of artificial intelligence is machine 

learning. Machine learning is mainly through the analysis of a 
large number of data, statistics, calculations, and other 
operations, from which to learn experience, build models, and 
step by step improve the accuracy of model training. In 
practice, machine learning is widely used for model prediction 
in medicine, banking, recommendation systems, threat analysis, 
and authentication technology. Over time, large amounts of 
data are collected to provide new solutions to old problems [1]. 
Large-scale Internet companies collect users' online activities 
and recommend services of interest to users in the future 
through the analysis of big data. Health data from different 
hospitals and government agencies can be used to produce new 
diagnostic models, while financial companies and payment 
networks can also combine transaction history, merchant data, 
and account holder information to train more accurate fraud 
detection engines [2]. Although the progress of technology at 
this stage makes the processing and computing of big data 
more efficient, it is still an important challenge to ensure the 
privacy and security of cloud data. Competitive advantages, 
privacy concerns, laws and regulations, and issues surrounding 
data sovereignty and jurisdiction have hindered the 
development of data training techniques by many outsourcing 

companies [3]. The algorithm workflow of distributed machine 
learning can be summarized as follows: the system receives 
large-scale data and stores them in the cloud, and then 
communicates data in the distributed network. Each distributed 
computing node performs the corresponding computing task 
after receiving the required data, and the system aggregates the 
sub-models trained by each node [4]. The main bottleneck in 
the work is the privacy security during data training and the 
model security after each node trains the sub-model, and the 
efficiency and accuracy of model training cannot be reduced by 
improving the security. McMahan et al. employed a differential 
privacy technique on a distributed parallel architecture to 
enable a trusted server to add noise to the weighted average of 
user updates to guarantee the user-level privacy [5]. The 
aggregation scheme of Adadi et al. is proved to be secure in the 
semi-honest adversary environment, especially when the secure 
multi-party computation (MPC) computes the sum of 
individual local user model updates at the cost of 
computational cost and communication overhead [6]. Shakeel 
P. et al. proved that when the server is not trusted, differential 
privacy cannot rely on the server to complete the task of adding 
noise, and a small part of the original gradient can be used to 
explain the local data [7]. Li et al. used the federated learning 
method to protect the user's privacy, but it increased the cost of 
computation and storage while protecting the privacy security 
[8]. Elgabli et al. combined the distributed differential privacy 
with a three-layer encryption protocol and proposed an 
unbiased coding algorithm to reduce the mean square error to 
achieve a better trade-off and combination of security and 
efficiency [9]. This paper is based on the data analysis and 
calculation of cloud server ciphertext transmission and 
machine learning distributed training platform. A distributed 
machine learning scheme (Distributed Machine Learning 
Privacy-protection Against Collusion Attacks, ACA-DMLP) 
against collusion attacks is proposed. This comprises the 
following steps of: adding the Laplace noise disturbance to a 
ciphertext of a user by a cloud end, and performing disturbance 
processing on each piece of ciphertext data distributed to a 
training platform through a differential privacy algorithm. 
Through the unsolvability of the system of indeterminate 
equations in the algorithm, the collusion attack of the adversary 
is prevented. The security evaluation and efficiency 
performance analysis of the scheme is carried out through 
simulation experiments. The main innovations of this paper 
are: 

1) This paper proposes a private data encryption scheme 
that supports multiple users to encrypt private data with 
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different public keys at any time and upload it to the cloud 
server to encrypt user data efficiently. 

2) Establish a mechanism for the cloud server to add noise 
to the ciphertext data to efficiently protect the transmitted 
data. 

3) An efficient distributed machine learning scheme is 
designed, and an anti-collusion attack algorithm is proposed to 
protect the privacy of each training node, which ensures the 
security of user privacy data and the training model of each 
node. 

II. RELATED WORK 

A. Distributed Machine Learning 
Distributed Machine Learning is mainly used to study how 

to use multiple computers to train large-scale data models. Big 
data has a large volume of data, many types of data, and high 
commercial value. Big data and cloud computing cannot be 
separated. With the rise of big data, cloud computing is bound 
to develop. However, big data cannot be processed by a single 
computer, so users have to adopt a distributed computing 
architecture. Therefore, distributed machine learning has also 
been developed rapidly. However, before the theory and 
technology related to big data were proposed, there had been a 
lot of related research work in the industry. In order to make 
the speed of data calculation and model training faster in 
machine learning, multiple computers or servers are used to 
run at the same time. Parallel processing is generally called 
"parallel computing" or "parallel machine learning". Its main 
purpose is to decompose a large computing task into multiple 
small computing tasks, and then distribute them to multiple 
computers or processing nodes in a distributed architecture for 
processing and computing. Nowadays, under the dual 
challenges of large-scale data and large-scale models, there are 
newer and higher standards and requirements for the 
computing power and storage capacity of servers used in 
machine learning: 

1) The calculation is more difficult and more complex, so 
that the previous simple parallel calculation may take a lot of 
time. Therefore, there is an urgent need for a processor or 
computer cluster with higher parallelism and computing 
power to complete the data training task. 

2) The volume of data is large and the required storage 
capacity is large, which leads to the fact that a single machine 
cannot meet the data storage needs at all, so more and more 
schemes have to adopt the distributed cluster architecture for 
data storage. 

B. Differential Privacy Technology 
Because of its strong background assumptions, differential 

privacy has become a mainstream security algorithm in the 
privacy protection schemes related to machine learning. It can 
even be said that in the field of cryptography, any algorithm 
related to privacy protection can use differential privacy [10]. 
Generally speaking, the most powerful thing about differential 
privacy is that as long as every step in the algorithm meets the 
requirements of differential privacy, it can ensure that the final 
output of the algorithm still meets the requirements of 

differential privacy [11]. 

1m  and 2m  are two adjacent data sets with different 
records, which are called adjacent data sets (also known as 
brother data sets). Differential privacy uses the Laplace 
mechanism to add measurable disturbance to the ciphertext to 
ensure the security of data distributed by cloud servers [12]. 

Definition 1: DPε −  : DPε −  means that if there is a 

pair of adjacent data sets 1m  and 2m , and K is within the 
range of R, then the mechanism R belongs to DPε − , then 
the following holds: 

[ ] [ ]1 2Pr ( ) Pr ( )R m K e R m Kε= ≤ =  (1) 

Where ε  is the privacy budget, which refers to the 
number of bits of information that the data analyst DA can 
obtain. The smaller ε  is, the less bits of information that the 
data analyst DA can obtain. The stronger the secrecy of 

DPε −  is, and the randomness of differential privacy ensures 
the robustness of differential privacy [13]. 

Definition 2: Sensitivity: f is a function in the input space 

of the data set, i.e., : df m R→ , which is used to describe the 
mapping function of a data set m to a d-dimensional space 
[14].  f∆ represents the sensitivity of two adjacent data sets, 
and has the following calculation formula: 

1 2
1 2,

max ( ) ( )
m m

f f m f m∆ = −
   (2) 

Where, on 
dR  with at most one different piece of data, 

the maximum value is on the pair of 1m  and 2m . 

1 2( ) ( )f m f m−  represents the Manhattan distance from a 
point in the data set in the real domain to a point in the data set 

2m , which is called the 1-norm. For various different pairs of 
1m  and 2m  data sets, finding the maximum distance is the 

sensitivity [15]. Differential privacy means that for a data set 
with only one record difference, the probability obtained by 
query is close. The closer the probability is, the stronger the 
confidentiality of the algorithm to the private data is. If the 
results of two data queries are completely consistent, the data 
set has been completely randomized [16]. In this way, the data 
will lose its availability again and again to improve security. 
Privacy protection will lose its original role and significance. 
Most of the schemes make the query probability close, not 
exactly the same, hoping to find a balance between the security 
and availability of private data [17]. 

III. BIG DATA INFORMATION SYSTEM SCHEME 

A. System Model 
The system model diagram of the ACA-DMLP scheme is 

shown in Fig. 1. 
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Fig. 1. System Model of the ACA-DMLP Scheme. 

A DP is a group of a plurality of different data providers 
{ }1 2, , , nDP DP DP DP=   in the scheme model, and 

provides data from a plurality of different sources for a cloud 
server. The data providers encrypt their own private data and 
submit the data to a cloud server CS. The cloud server adds a 
noise mask to ciphertext data and distributes the ciphertext data 
according to the requirements of a data analyst. Before the 
private data set is outsourced to the cloud server for storage, 
each data provider will use its own public key 

( 1,2, , )
iDPpk i n= 

 to encrypt the sensitive data in its data 
set, and then entrust it to the cloud server for storage and 
computation [18]. 

B. Scheme Described 
While the efficient training is distributed in the working 

nodes, the privacy data security and the sub-models trained by 
each distributed node are protected [19]. Fig. 2 is a system flow 
chart of that ACA-DMLP scheme. 

The data provider DP uploads a large number of ciphertext 
data sets to the cloud server. The cloud server adds noise 
disturbance to the ciphertext data sets through the differential 
privacy scheme based on the Laplace mechanism and trains the 
logistic regression model through multiple iterations of 
multiple training nodes on the cloud platform. At the same 
time, it ensures that the adversary colludes with one or more 
computers in the distributed cluster and will not leak the 
encrypted data set distributed by the cloud server to the data 
analyst and the sub-model that has been trained by the 
computing nodes [20]. 

To improve the real-time and dynamic performance of data 
uploaded by users and ensure the security of data, this paper 
proposes a homomorphic encryption privacy protection 
scheme, in which each data provider has a public key. The 
privacy data is dynamically encrypted in real-time by 
combining the XOR operator of homomorphic encryption and 
the Diffie-Hellman theory of separable computation. Then 
upload it to the cloud server. Even if an adversary steals the 
cloud data, the plaintext cannot be cracked. A hash function is 
added to the algorithm to ensure the security of the ciphertext. 
Finally, through the security analysis and proof of the scheme, 
the feasibility and data security of the scheme are theoretically 
explained. 

 
Fig. 2. System Flow Chart of the ACA-DMLP Scheme. 

C. Programme Framework Structure 
The main content of the ACA-DMLP scheme is that the 

cloud server adds noise to the ciphertext data and then 
distributes the disturbing data to each working node of the data 
analyst. Due to the unsolvability of the indeterminate equations 
used by differential privacy to add noise, the adversary cannot 
theoretically steal the disturbed data through a reverse attack. 
Because of the particularity of the distributed architecture, the 
adversary cannot steal the trained sub-model of working nodes 
by conspiring with one or more hosts [21]. 

On the coordinate plane, the Manhattan distance between 

point i with coordinate 1 1( , )x y  and point y with coordinate 
2 2( , )x y  is calculated as: 

1 2 1 2( , )d i j x x y y= − + −   (3) 

If the scheme satisfies differential privacy, if and only if the 
following expression holds: 

( ) ( ) fC d f d Lap
ε

∆ = +  
    (4) 

( )C d  is the output function encrypted by the differential 
privacy algorithm, that is, each data set of the differential 
privacy algorithm outputs a ciphertext. ( )f d  is the 
ciphertext data received by the cloud server, that is, the cloud 
server adds noise to the ciphertext to execute the input function 

( )1 2( ) , , , T
nf d x x x=   of the differential algorithm. T 
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represents the transpose of the vector [22]. Converts the input 

data set to a vector. 

fLap
ε

∆ 
 
   is the noise perturbation 

added by the cloud server to the encrypted data. It is added in 
the form of a vector in the scheme. The form of adding noise 
disturbance is the vector addition operation between the vector 
of the original ciphertext data set and the noise vector, as 
shown in Formula 5: 

1 2( ) ( ) , , ,
T

n
f f fC d f d Lap Lap Lap

ε ε ε
 ∆ ∆ ∆     = +       

      


 (5) 

Formula (4) is an algorithm formula for the cloud server to 
add noise to each piece of ciphertext data (n pieces of data in 
total) in the scheme. In differential privacy, as usual 

0, fbµ
ε

∆
= =

, the Laplace function is written as: 

( )
( )/1

2 /

x
ffLap e

f
ε

ε ε

−
∆∆  =  ∆   (6) 

Simplified as follows: 

exp( )
2

xfLap
f f

εε
ε

−∆  =  ∆ ∆   (7) 

The initial ciphertext ( )1 2( ) , , , T
nf d x x x=   is 

differenced, that is, summed with the Laplace noise vector, to 
give the following equation: 

( )1 2 1 2( ) , , , , , ,
T

T
n n

f f fC d x x x Lap Lap Lap
ε ε ε

 ∆ ∆ ∆     = +       
      

 
(8) 

The following formula can be obtained by substituting the 
above formula (5) into the vector addition formula (6) and then 
transposing and expanding it: 

1
11

1 1
1

2
2 2 2

2 2

exp( )
2

exp( )
( )2

 

exp( )
2

n
n

n n
n n

xf xLap f f
x

xfx Lap x
C df f

x
f xLap x

f f

εε
ε

εε
ε

εε
ε

 − ∆  +    ∆ ∆         −∆    +    + = =∆ ∆               ∆ −  
+       ∆ ∆   


 

 (9) 

Assume that there are N computing nodes in total in the 
data analyst, and each node allocates i (i is a random number in 
1,2, ,n ) pieces of encrypted data. Then the noisy ciphertext 
data allocated by each working node is: 

( )
( )

1
1 1 1

2
2 2 2

( ) ( )

( ) ( )

( ) ( ) i
i i i

fC d f d Lap

fC d f d Lap

fC d f d Lap

ε

ε

ε

∆ = +


∆ = +




∆  = +    



 (10) 

( )NC d  is a noise data set allocated by the cloud server to 
each work node and added with the Laplace noise through 
differential privacy. Each work node in the data analyst 
executes related machine learning algorithms such as query, 
classification, calculation, statistics and the like on the noise 
data set, and trains a sub-model of each work node with the 
allocated data. Then the sub-models are submitted to the data 
center in the cloud server by the working nodes, and the next 
sub-model is trained, and finally all the sub-models of all the 
nodes are summarized by the data center to form a complete 
machine learning model to complete the machine learning task 
outsourced by the user. 

IV. SAFETY ANALYSIS 

A. Data Integrity Analysis 

The adversary trA  attacks the ciphertext and training 
nodes distributed to the training nodes after the cloud server 
adds noise. Fig. 3 shows the security model of the ACA-DMLP 
scheme. 

 
Fig. 3. Security Model of ACA-DMLP Scheme. 
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Setup: trB  submits a public parameter 
1 2 3 4 0 1( , , , , , , , , )q G g H H H H e e  to trA .  trB  uses the list 

1 2 3
( , , )H H HL L L

 to simulate the random oracle model of 
1 2 3, ,H H H  respectively, and guarantees their consistency. 

trB  prepares a table  kL  for the public and private keys. 

Lemma 2: examine that communication between trA  and 

the algorithm  trB  of the scheme in this paper according to 
the IND-PRE-CCA game. 

Phase 1: the adversary trA  issues a series of queries, and 

the algorithm trB  responds to these queries according to the 
scheme algorithm. 

Challenge: The adversary trA  challenges trB  to request 

a ciphertext message ( )f d  from the cloud server. trB  

responds to a series of queries from trA  with a ciphertext 

( )NC d  that contains nx  and 
exp( )

2
n

n n

x
f f

εε −
∆ ∆ . Due to 

the unsolvability of the indeterminate system of equations, the 
adversary cannot infer the initial ciphertext ( )f d  from 

( )NC d . 

Phase 2: trA  continues to issue attack queries as in Phase 

1, and algorithm trB  continues to respond to adversary L's 
queries in the challenging manner described above. 

Guess: trB  returns a solution to the DCDH instance. In 
the random oracle model, the scheme is secure under the 

IND-PRE-CCA property. If an adversary trA  corrupts CS or 

DA to obtain the outsourced data, trA  cannot get the plaintext 
due to the IND-PRE-CCA nature of the scheme. In addition, if 

trA  gains access to some data, the scheme achieves DPε −  
due to the Laplace mechanism adding noise and the 
unsolvability of the algorithm equations. Therefore, the scheme 
is secure under the random DPε −  model. 

B. Collusion-Resistant Analysis 
Due to the semi-honesty of the training nodes in the data 

analyst, suppose that there are (1 )Nδ δ≤ ≤  training nodes 
in the data analyst who collude with their training submodel 

iR  to steal 1 2( , , , )eR R R Rδ=  . Due to the strong 
background assumption of differential privacy, at least one 
training node does not participate in the collusion attack, and 
the adversary solves the logarithmic equation 

( ) ( ) ( / )C d f d Lap f ε= + ∆ . Because of its difficulty, the 

adversary cannot solve 1 i n≤ ≤  and if∆ . Assume that the 

adversary guesses if∆  after several repetitions with a very 
low probability. According to equation (7), the adversary 
conspires to construct a system of equations with δ  equations 
and 1δ +  unknowns: 

1
1 1

1 1

2
2 2

2 2

( ) exp( )
2

( ) exp( )
2

( ) exp( )
2

x
C d x

f f
x

C d x
f f

x
C d x

f f
δ

δ δ
δ δ

εε

εε

εε

 −
= + ∆ ∆

 −
 = +

∆ ∆


 −

= +
∆ ∆



 (11) 

Since Equation (9) is an indeterminate equation system 
with infinitely many solutions, the adversary cannot solve all 
equation unknowns through the limited unknowns. The 
adversary cannot conspire to calculate all initial ciphertexts 

( )f d  and all sub-models iR  through Equation (7). 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental Setup 
In the scheme, the data set is stored in the cloud server, so 

the user's local storage cost is small. The main analysis is not 
done in the scheme. The cost of the scheme depends on the 
time overhead, including encoding time, communication time, 
and computation time. To evaluate the time cost of the scheme 
in this paper, the test platform is shown in Table I. 

The experiment examines the running time of the relevant 
scheme on the MNIST data set of size 
( , ) (12396,1568)m d = , where m is the sample size of the 
training data set and d is the test sample size. The distributed 
computing is simulated by the platform without considering the 
network delay. The time cost and accuracy of the proposed 
scheme are compared with the schemes in [23], [24] and [25]. 

B. Efficiency Analysis 
In the experiment, the total time cost of the scheme in this 

paper and the schemes in [23], [24] and [25] is simulated and 
analyzed by setting the number of training nodes 

(5,10,15,20,25,30,35,40)N = . Fig. 4 compares the data 
calculation efficiency of the four schemes under different 
numbers of training nodes. 

TABLE I. TEST PLATFORM CONFIGURATION 

Type Settings 

CPU Intel(R) Core(TM) i7-10700 4.8GHZ 

RAM 32G DDR4 

Hard disk 1T SSD 

Operating system Windows10 

Data set MNIST 

Simulation platform Python 
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In the experiment, the training time of different schemes is 
measured while the number of nodes is gradually increased. 
The following conclusions can be drawn: when 5N = , due to 
the small number of nodes and the small degree of parallelism 
between hosts, all schemes have almost the same performance; 
With the increase in the number of nodes, the difference in the 
time spent by different schemes to process the same amount of 
data sets is increasing, and the performance comparison 
between schemes is more obvious. Due to the distributed 
nature of the proposed scheme, the total amount of data sets are 
evenly distributed in each node. The more the number of 
training nodes is, the less time it takes to process the same task, 
and the shorter the total running time is. Thus, the time to 
process data sets decreases with the increase of the number of 
nodes. Compared with the scheme in the reference, the time 
cost of the scheme in this paper is smaller. Therefore, through 
the comparison of Fig. 4, it can be seen intuitively that the 
scheme adopted in this paper has obvious computational 
advantages. In the MPC scheme of [25], no matter how many 
hosts there are, each host repeatedly computes the entire data 
set to meet the needs of processing all tasks, so the computing 
time tends to increase. Through analysis, when the number of 
hosts is 40N = , it is found that the scheme in this paper has a 
significant improvement in efficiency compared with the 
schemes in [23], [24] and [25]. Fig. 5 shows the comparison of 
communication time (Comm), encoding time (Enco), 
computation time (Comp) and total time (Total) between the 
proposed scheme and the reference scheme when 40N = . 

It can be seen from the images that the running time of each 
part of this scheme has been significantly improved compared 
with the reference schemes [23], [24] and [25]. The main 
reason is that the user encrypts the private data through the 
homomorphism in the scheme, which simplifies the algorithm 
and reduces the complexity. In the reference scheme [25], the 
data set size of each host is the same as the original data set, 
while the data set of each host in the present scheme is only 
1/40 of the original data set. This is because the distributed 
machine learning provides a large parallelization gain for the 
scheme, while the reference scheme has a large computational 
overhead. 

C. Accuracy Analysis 
MNIST data set is set in the experiment (12396 samples are 

used in the training set, and 1568 samples are used in the test 
set). Since [24] does not discuss the problem of training 
accuracy, the accuracy of this scheme is compared with that of 
the schemes in [23] and [25]. When the number of hosts is 

40N = , the accuracy of this scheme is compared with that of 
the schemes in [23] and [25] under different iterations. Fig. 6 
illustrates the experimental comparison results of the three 
schemes. 
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It can be seen from Fig. 6 that during model training, 
compared with the reference schemes [23] and [25], this 
scheme has the same number of iterations, and the accuracy of 
model training of the two schemes is the same. When the 
number of iterations is five, there is a slight difference in the 
training accuracy of the scheme in this paper. The training 
accuracy of the scheme in this paper is slightly different from 
that of the comparison scheme, but the difference is kept within 
2%. With the increase in the number of iterations, the accuracy 
between the schemes is getting closer and closer. The 
difference between the training accuracy of the scheme in this 
paper and that of the scheme in the reference is only 0.2%. 
This result shows that the scheme used in this paper almost 
guarantees the same accuracy as the reference scheme when 
the data set is unchanged and the number of iterations of the 
three schemes is the same. This scheme does not reduce the 
accuracy of model training because of the improvement of 
computational efficiency and data security. 

D. Discussion 
By comparing the functions of each scheme, it can be seen 

that [23] uses distributed architecture to improve the 
efficiency of data training, and uses homomorphic encryption 
algorithm and differential privacy to ensure the security of 
user privacy, and supports the public verification of ciphertext 
by each entity in the model. Appropriate measures are not 
taken to defend against the collusion between the adversary 
and the training nodes. The author in [24] uses a distributed 
model to speed up data analysis and improve the efficiency of 
training, but does not take security algorithms to protect the 
security of user data. The scheme in [25] can resist the 
collusion attack of the adversary and the training nodes in the 
distributed scheme, but it does not support ciphertext 
operation and public verification, and does not use differential 
privacy technology to protect the security of user privacy data. 
This scheme uses distributed structure to shorten the time of 
data analysis and improve the efficiency of machine learning, 
and uses homomorphic encryption algorithm to support the 
training platform to train on the ciphertext, uses differential 
privacy to strictly prevent the user's private data from being 
leaked in the process of transmission and training, and 
prevents the collusion theft of adversaries and distributed 
training nodes. At the same time, each role in the model is 
supported to download and publicly verify the data in the 
ciphertext domain at any time to ensure the integrity of user 
privacy data. Through the above analysis and comparison, the 
scheme in this paper has high feasibility, and strictly 
guarantees the integrity of user data, and improves the training 
efficiency of machine learning. 

VI. CONCLUSION 
In this paper, a collusion-resistant distributed machine 

learning privacy- preserving (ACA-DMLP) scheme is 
proposed. 

1) The scheme adopts the architecture of distributed 
machine learning and improves the efficiency of data training 
through the cluster parallel systems. 

2) A differential privacy encryption algorithm and a 
Laplace mechanism are used to add noise disturbance to the 

ciphertext data in the cloud server to ensure data security in the 
ciphertext domain. 

3) The feasibility and high efficiency of the scheme are 
objectively proved by simulation experiments on relevant 
platforms. The scheme in this paper improves the security and 
analysis efficiency of user private data in machine learning and 
can prevent adversaries from colluding with semi-honest 
working nodes within data analysts to steal data. The scheme in 
this paper only considers the safety of the model before 
training and the sub-model of the training node in machine 
learning but does not make an effective scheme analysis and 
demonstration of the data processing, model combination, and 
the safety of the overall model after machine learning. In future 
work, the data after training will be processed safely and the 
outsourcing agencies will be guaranteed to submit the machine 
learning results to users safely. 
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Abstract—A reusable product line asset is a product or asset 

that can be reused for different purposes including charity.  

Smart mobile applications are one of several communication and 

information methods used in charitable activities. Web, mobile, 

or hybrid platforms can be used to develop charity applications. 

It takes design and purpose to build an application, whether 

methodology or software development is applied for the smooth 

design or development of an application. The data for this study 

were acquired from the appropriate literature between 2017 and 

2021 in order to determine the application development on 

current charity applications. The Systematic Literature Review 

(SLR) was employed in this study. The SLR method is used to 

identify, review, evaluate, and analyze all available research on 

relevant topics, as well as research issues for philanthropic 

development. This study aims to answer the following research 

questions: identify the donation applications that are frequently 

developed by researchers; identify the methods that are 

commonly used in the development of charity applications; 

identify the application platform that is frequently used; identify 

the functions utilized to the developed application and identify 

the key users who are using the application. The findings show, 

charity donations app, structured method, mobile applications, 

authentication and charity centers and donors were the most 

often observed in this study. 

Keywords—Application; charity; donation; reusable product 

line; systematic literature review 

I. INTRODUCTION 

The advancement of information technology is very rapid 
nowadays. The growth of the telephone or mobile phone, as 
well as the internet's existence, has had an impact on many 
facets of life. Whether in one's personal life, socially, or in 
relation to the world of business or business. Information 
technology is used in philanthropic activities in addition to 
facilitating and speeding up communication and information 
processes. Humanitarian and social concerns can be carried 
out more quickly by taking advantage of technical 
advancements. This is because the internet, which has become 
a part of daily life, makes it easier to access information [1] 
[2]. The society has a role to play in the expansion of 
universal social and humanitarian concern activities. As a 
result, charitable activities have the ability to be done 
conveniently and quickly through the use of internet 
technology [3]. Many websites and mobile charity 

applications have sprung up to function as a middleman, 
connecting people who want to help such campaign organisers 
and donors with people who need support [4]. With the 
growth of charity platforms nowadays makes it easier for 
everyone who wishes to donate or seeks donations with only 
access to the internet. Many communication and information 
technologies, like an application, are being created to assist 
users in undertaking donation activities. Application 
development is often classified into three platforms: desktop, 
online, and mobile. It takes a good planning to build an 
application, which must be examined to see whether the 
purpose, software development process used for the smooth 
design or development of an application. As a result, the 
objective of this study is to discover and examine prior studies 
relevant to the development of donation applications 
developed by previous researchers. The findings from this 
study will be used in the following phases for the proposed 
application SeekandHelp. Various stages should be evaluated 
before designing an application, including the area of focus, 
purpose, system user, method, or platform on which the 
application will run. The systematic literature review (SLR) 
strategy was applied to discover relevant findings and identify 
publications in a systematic way, with each procedure 
according to predefined phases or criteria [5]. This study is 
important to determine the application development on current 
charity applications so that it will give researchers to gain 
some insights on the application. The following sections in 
this study are organized as follows. Section II describes the 
methodology used for comparison study, Section III presents 
the result and analysis and lastly the conclusion. 

II. METHODOLOGY 

This section will discuss and describe the phases of 
research process through using SLR method. SLR is a process 
of identifying, evaluating, and interpreting all research sources 
relevant to a research question regarding a research topic. 
Primary studies and secondary studies are studies and 
publications that contribute to SLR. 

A. Systematic Review Process 

The systematic literature review method conducted will 
follow a specific process [6]. Each stage of this process will 
perform its respective tasks according to the order of research 
to obtain systematic research results. The process begins with 
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identifying research problems followed by formulating 
research questions and objectives. The next stage is the 
literature search strategy stage which process is to determine 
what keywords to use in article searching in the database and 
what searching criteria to include and exclude. In next stage, 
after search strategy completed is the process selection of the 
study which the process will including identifying, selecting, 
literature, extracting and evaluating the reporting research 
results obtained with followed by the last stage in this process. 
The systematic review process can be seen as Fig. 1. 

 

Fig. 1. Systematic Review Process 

B. Problem Identification 

The initial stage for systematic review is to identification 
of the research problems. Research problems are issues raised 
in related research which will be examined to be discussed and 
resolved. In this study, the research problem identified is that 
there is still a lack of research in the current study that 
provides a structured and comprehensive literature review 
regarding the development of applications in charity causes. 

C. Generate RQ and RO 

In this stage, Research Questions (RQ) and Research 
Objectives (RO) are created.  Research questions function to 
extract detailed information from each study conducted. Four 
research question formulations were made related to the 
study’s namely the extent to which the implementation and 
development of applications related to charity were developed. 
The four questions have been generated and research 
questions are arranged in Table I. 

TABLE I. RESEARCH QUESTIONS (RQ) AND RESEARCH OBJECTIVES 

(RO) 

Research Question (RQ) Research Objective (RO) 

RQ1.  What are the purpose 
and area of charity researcher 
focused in developing charity 
app?  

Identify the purpose and types of topics 
focused on by researchers in developing 
the applications for charity donation. 

RQ2. What methods were used 
in the app development of the 
study? 

Identify method used by researchers. 
Knowing the method utilized in the various 
studies, this information can serve as a 
point of reference for designing a donation 
application for use in further study. 

RQ3. What platforms are 
widely used in the 
development of the charity 
application? 

Identify the platforms most frequently used 
to develop charity apps. Therefore, it is 
necessary to consider what platforms can 
be used for further studies. 

RQ4. What functions and 
features are suggested in the 
charity app developed? 

Identify the features used to develop 
charity apps 

RQ5. Who is the focused user 
in system development in these 
studies? 

To develop a system, it is necessary to 
identify who is the user will be involved. 

D. Literature Search Strategy 

At this stage, the search process is carried out to obtain 
relevant sources to answer the Research Question (RQ) and 
other related references. The search process is carried out 
using electronic search journal databases, namely, Google 
Scholar and IEEE Explorer. This search on Google Scholar 
was chosen because Google Scholar provides a simple way to 
broadly search for scholarly literature and quickly gauge the 
visibility and influence of recent articles in scholarly 
publications 

The keyword “local charity donation application" was used 
as the search query/search string. The search query or search 
string is what's utilized to find published material that explains 
the process of creating applications for charity causes. The 
keywords are formalized by using Boolean operators, namely 
the process of finding information from queries using Boolean 
expressions [7]. The Boolean expressions use the logical 
operators AND, OR and NOT in determining the calculation 
results only in the form of binary values. The Boolean 
retrieval result is only relevant documents or nothing. Thus, a 
Boolean retrieval overload does not result in the same 
document. Fig. 2 illustrates the search string. 

1) Literature inclusion and exclusion criteria: Inclusion 

and Exclusion Criteria is performed to decide whether the data 

found is suitable for use in SLR research or not. Article search 

is selected based on criteria such as year of publication, type 

of journal article, books and proceedings. The Inclusion and 

Exclusion criteria’s in this study is show as follows Table II. 

E. Study Selection Process 

The procedure by which records identified in the preceding 
stage are evaluated for inclusion in the study is described as 
study selection. By objectively and methodically applying the 
predetermined eligibility criteria to each record to evaluate if 
the article should be included, selection bias can be avoided. 
This study selection process is shown in Fig. 3. 

(Localized OR local ) 

AND 

(Charity OR Charitable  OR Donation) 

AND 

(Application OR System) 

Fig. 2. The Finalized Search String/Sentence. 

TABLE II. INCLUSION AND EXCLUSION CRITERIA 

Inclusion Criteria Exclusion Criteria 

Literature publication from 2017 to 

2021. 

Literature publication year is below 

2017. 

Literature focusing on application 
development with related topics. 

Literature which not discusses related 
topics in the study will not be selected. 

Literature that uses only English. Literature is not in English. 
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Fig. 3. Study Selection Process. 

The selection process begins after obtaining literature 
search results in the database and obtained articles with details 
from Google Scholar with results with total of 19200 articles 
and in IEEE Explorer resulted in five literatures. Because of 
the large number of results, the first 250 literatures are 
selected for the screening stage. The first primary and second 
screening process is to exclude literatures based on duplicate 
literatures. The initial and second screening generated results 
of 137 and 98 literatures are excluded from non-English and 
year eligibility. The next screening is on study and 
understanding the abstracts of the literature to identify which 
articles are appropriate and which are not in accordance with 
the criteria for inclusion. Based on a comprehensive review of 
the title and abstract, there are 35 study literatures that meet 
the criteria relevant to the topic discussion. The following 
screening assessing of each literature for fully inclusion and 
exclusion criteria examines the literature in more depth. The 
process's inclusion and exclusion criteria finally resulted of 16 
literatures accessible for this study. 

1) Data extraction and analysis: The selected article then 

performed was data extraction to answer the research question 

(RQ). The data extracted from the research article discusses 

the development of charitable applications, whether the 

purpose, area, development methods, platforms used, features 

of the purpose app and system users of each application 

developed. By reading and analyzed the selected articles, an 

analysis will be produced that can answer the research 

questions. This process will be described in the results section 

and subsequent discussion in detail. 

F. Reporting the Result 

Select Studies Overview indicates the distribution of 
selected literature through that source published. From 1320 
literatures, 34 literatures were selected as shown in Table III. 

III. RESULT AND DISCUSSION 

RQ1.  What are the purpose and area of charity researcher 
focused in developing charity app? 

The applications were grouped by the area focused by 
research in the literatures show in the Table IV divided into 
four groups: (1) Charity center donation, (2) Blood donation 
finder apps, (3) Food donation app, (4) Crowdfunding 
donation apps, and (5) Donation handling apps. 

A. Charity Center Donation 

A total of six literatures were focused develop an app to 
find charity center for donation. The apps share the 
information of charity center to receive of donations and with 
information of center will be easier to find donors to meet the 
needs of the charity center. As studies by [13] focused on 
application to help the donor to find information about the 
non-profit organization available, [10] develop applications to 
facilitate donors and organizations to reach out directly and 
[8] reduce poverty. Study on [12] was not just to facilitate 
social institutions in making donations, but in [9] the apps 
were helpful to connect people to donate their used items and 
meanwhile, [11] help to reduce wastage and fulfil other items 
requirements of needy organizations. In the studies, an 
application was developed for further maximizing social 
services in the development of social welfare. The author of 
the literature focused on donation application design to 
facilitate the community in donating to the charity center in 
various forms, such as used good, volunteer, etc. 

TABLE III. AREAS OF CHARITY DONATION APP FOCUSED 

Focused donation area’s Ref. No 

Charity donation center app [8], [9], [10], [11], [12], [13] 

Donation handling process app [14], [15] 

Blood donation app [16], [17], [18], [19], [20] 

Crowdfunding donation app [21], [22] 

food donation app [23] 
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TABLE IV. DESCRIPTION OF SELECT STUDIES OVERVIEW 

Literature Purpose Method Platform 
Area of   Donation 
system focused 

Features User 

[8] 
To facilitate people and 
organizations to reach out 
easily in Bhutan. 

Structured 
method 

Web Application 
Charity donation 
center app 

Authentication 
Charity 
organization and 
donor 

[14] 
To provide a better solution for 
donation handling in Sri Lanka 
during disasters. 

Structured 
method 

Hybrid 
Donation handling 
process app 

Authentication and 
Geolocation 

Charity 
organization, 
donor and admin 

[16] 

To fill the knowledge gap 
about new technologies that 
can be developed to help the 
community in relation to blood 
finding. 

Structured 
method 

Mobile 
Application 

Blood donation app Geolocation 
Donor and 
community 

[9] 
To facilitate and connect 
people in books donation. 

Structured 
method 

Mobile 
Application 

Charity donation 
center app 

 Donor and seeker 

[10]  
To help people donate items in 
an easy way to the charitable 
organization in Malaysia. 

Structured 
method 

Mobile 
Application 

Charity donation 
center app  

Authentication 
Donor and 
charitable 
organization 

[21] 

To design the crowdfunding 
platform specifically tailored to 
address food. insecurity 
problems in Indonesia. 

Structured 
method  

Mobile application 
Crowdfunding 
donation app 

Authentication 
Charity 
organization, 
community 

[20] 
To improve the current 
existing system regarding the 
blood donation. 

Structured 
method 

Hybrid Blood donation app Authentication 

Donor, patient, 
admin and 
authorize 
organization 

[11] 

To provides a platform for 
donation of useful items to the 
nearest NGO and reduce the 
wastage. 

Object 
oriented  

Mobile 
Application 

Charity donation 
center app 

Authentication and  

Geolocation 

Charitable 
organization and  
donors 

[12]  
To help charitable organization 
and donor to raising/ giving 
donations.  

Structured 
method 

Mobile 
Application 

Charity donation 
center app 

Geolocation, 
Authentication and  

notification 

Charitable 
organization and  
donors 

[23] 
To design and facilitate 
regarding food security issues. 

Food donation 
Mobile 
Application 

food donation app Authentication 
Donor and 
community 

[15] 

To build an application 
program to reduce manual 
work of managing for the 
blood donation process 

Object 
oriented 

Mobile 
Application 

Donation handling 
process app 

Authentication and 
Geolocation 

Charity 
organization, 
admin and donor 

[17] 

To develop a mobile blood 
donation management system 
and enhance the existing 
system. 

Object 
oriented 

Mobile 
Application  

Blood donation app 
Authentication and  

Geolocation 

Authorize 
organization and 
donor 

[18] 
To solve the problem of 
searching for blood donors in 
the city of Lampung. 

Object 
oriented 

Mobile 
Application 

Blood donation app Geolocation 
Donor, 
community and 
admin 

[22] 

To design, develop and test the 
decentralized crowdfunding 
web  application in facilitating 
the donation process on 
Ethereum network. 

Object 
Oriented 
method 

Web Application 
Crowdfunding 
donation app 

Authentication 
Charity 
organization and 
donor 

[13] 

to solve the problem by 
providing the donor complete 
information about the 
organization that accept the 
used item for donation. 

Structured 
method 

Mobile 
Application 

Charity donation 
center app  

Notification 

Authentication 

Charity 
organization and 
donor 

[19] 
To develop blood donation app 
for handle emergency situation 
of blood availability. 

Object 
Oriented 
method 

Mobile application Blood donation app Authentication 
Donor,  Admin 
and authorize 
organization 
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B. Blood Donation App 

Research focusing on the development of applications for 
blood donation was obtained from relevant studies. This app 
focused on as an information tool to find blood donors or 
donate their blood. The blood application serves to provide 
information to users in facilitating the monitoring of blood 
supply and coordination of the processes involved. The 
availability of appropriate bloodstock is crucial for use during 
special medical condition [25]. Thus, various apps are design 
to solve the problems. Six articles were identified which 
researchers [16] and [18] develop an app to focus on blood 
donors to aid the community in relation to blood donation 
finders. A study by [20] focused to improve the existing 
system which was studied facilitating monitoring of blood 
supply and coordination of the processes involved. The 
research on [18] focused on to solve the problem of searching 
for blood donors based on the closest location. In [17], to the 
factor of authenticity, the apps develop focus to facilitate the 
work of the process of managing donors' information more 
quickly while [19] with organized blood bank donation data 
and information on bloodstock will facilitate people with 
easier access to bloodstock information without visiting a 
blood bank. 

C. Food Donation App 

Researcher focused on food donation app which is a social 
movement themed application of donating food waste and 
foodstuffs to urban communities, in an effort to develop a 
digital community in reducing the amount of food waste. 
Research by [23] developed food donation applications as 
intermediaries to address food insecurity and eliminate food 
waste by using food sources available in local communities. 
This food -focused research is how to design an app with the 
theme of a social movement donating food and food waste to 
the community, in an effort to develop a digital community in 
reducing the amount of food waste. 

D. Crowdfunding Donation App 

Crowdfunding is a fundraising practice for various types of 
businesses, whether in the form of product ideas, businesses or 
profits derived from donations from the general public or 
groups. There are two studies focusing on crowdfunding 
donations which researcher in [22] developed a decentralized 
crowdfunding focused application to facilitate the donation 
process on the network and record donation transactions 
securely. While researcher in [21] developed a platform 
specifically designed to address food insecurity issues that 
allow the public to make contributions to achieve targeted 
campaign funding. This type of development is different from 
regular donations, donations in crowdfunding are done online, 
where digital money is given for each campaign or project 
undertaken. 

E. Donation Handling Process App 

Two studies found which focusing on developing an app 
for the process handling of donations, namely, researcher [14] 
which develops applications to improving the process of 
handling donations when a disaster strikes. It provides a better 
solution for handling donations when they are needed by the 
community. Meanwhile, researcher in [15] developed an 
application that focuses on the process of reducing the manual 

work of managing donations in charity organizations in 
helping social organizations to run projects more 
transparently. 

RQ2. What method were adopt in the development of 
application in the study? 

Table V show structured methods which are the dominant 
method in the development of charitable applications. 
Structured methods in information system development, often 
known as the System Development Life Cycle (SDLC). In 
general, SDLC is sequentially divided into six stages, namely, 
planning, analysis, design, implementation and maintenance. 
This structured method is made up of many models, and in 
this study, we found as total 10 researchers who utilize it in 
the development of charitable applications. 

An agile model is used in studies [13], in which the work 
process is repeated in an organized and systematic way. The 
prototype model has been utilised in studies [8], [14], [9], [20] 
and [23] which this model allows to understand the 
requirements at an early stage of development, helps get 
valuable feedback to understand what exactly to expect from 
the product under development. The authors in [16] and [21] 
utilise spiral model, which supports risk management and this 
model consists of multiple cycles, similar to a combination of 
waterfalls and iterations divided into each phase. The Rapid 
Application Development (RAD) paradigm is utilised in this 
study by [10] to emphasise rapid prototyping and quick 
feedback within an ongoing development and testing cycle, 
and it may produce multiple iterations and update software 
quickly with fast application development. In [12], the author 
utilised the waterfall model or known as classical method that 
follows a gradual regular pattern worked from top to bottom. 

Object-oriented methods, as opposed to structured 
methods, total six researchers were utilized in their studies 
[11], [15], [17], [18], [19] and [22]. This object oriented 
method is used to simplify all kinds of problems that exist in a 
system by using many objects. 

RQ3. What platforms are widely used in development of 
application in the studies? 

The results shown in Table VI show that the dominant 
platform used in developing charity-based applications is the 
Mobile Application. Research focused on mobile platforms 
was carried out by [10], [16], [9], [21], [11], [12], [15], [17], 
[18], [13], [19], [15], [17], [18], [13] and [19]. 

TABLE V. METHOD USED IN SYSTEM DEVELOPMENT 

Method No. Ref 

Structured method 
[8], [14], [9], [20], [23], [16], [21], [12], [10] and 
[13] 

Object Oriented method [11], [15], [17], [18], [19] and  [22] 

TABLE VI. PLATFORM USED TO DEVELOP AN APPLICATION 

Platform Ref.  No 

Mobile Application 
[10],[16], [9], [21], [11], [12], [15], [17], [18], 
[13], [19] and [23] 

Web application [8], [22] 

Hybrid (Web and Mobile) [14], [20] 
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A mobile app is an application that can be put into a 
mobile device and used at any time and from any place [21]. 
This is because mobile applications and their global influence 
show that they are used and impacted differently by 
individuals, businesses, and social groups [16]. Users can take 
advantage of the ability to use and benefit from mobile 
devices that can be accessible by mobile devices over mobile 
telecommunications networks [12], which helps users get to 
their desired place in their preferred time slot [11] and 
provides additional e-philanthropy experiences [10]. As a 
result of its simplicity of use, ubiquitous availability, and 
speed, smartphones have become more of a necessity than a 
commodity for most people [9][24]. Research on [8] and [22] 
applying web application development to the charities studied. 
Web application platforms, according to researchers, have 
lower communication costs. It can also encourage people to 
participate more often as there are no time constraints [22]. 
Meanwhile research by [14] and [20] focuses on both mobile 
and web application development. Implement a hybrid system 
makes it easier for users and organizations to gain access to 
the system [14]. Aside from that, mobile application and a 
website hosted on a cloud hosting that serves as an interface 
for system users and leverages the cloud to store and process 
data. This enables the system to take use of cloud hosting 
characteristics including rapid deployment, high availability, 
scalability, and management simplicity [20]. 

RQ4. What are the functionalities and features proposed in 
the development of charity apps? 

This question is discussed by considering the results 
obtained from the implementation of 16 applications selected 
and answered the questions of RQ4 mentioned above. The 
features were evaluated for each of the selected literature. The 
results are presented in the Table VII. 

F. Authentication 

Authentication is the process of gaining recognition or 
gaining recognition. So this validation will verify who has 
actually interacted with the system. Authentication 
implementations can include what only the person knows [8], 
[10], [21], [12], [11], [15], [23], [17], [17], [19],  a user who 
logs in with a username and password that only he knows, can 
be ascertained that that person is actually logged into the 
system when it comes to biometric authentication which 
involves part of body to be recognized by the user [26]. 
Researcher in [14] on the use of biometrics, for example, 
facial identification using the camera used to identify and 
record the faces of the people in an array for future accesses or 
[20] to identify and measure the health. 

TABLE VII. COMMON FEATURES PROPOSED 

Feature//Function Ref. No 

Authentication 
[8], [10], [21], [12], [11], [15], [23], [17], [17], [19], 
[14] 

Notifications [12], [13] 

Geolocation [14], [16], [15], [17], [18], [12], [11] 

G. Notifications 

There are two applications that have been developed to 
provide users with a notification feature [12], [13]. This 
feature's implementation allows users to be notified in a 
variety of ways. Among those investigated, a notification 
could be an immediate alert the user receives about a 
reminder, news, or the next date on which event is possible. 
Users can also get push notifications for upcoming campaigns 
in their area as well as instant invitations to charitable events. 
Notifications are a potent tool that takes attention away the 
user's attention. However, if these notifications convey 
irrelevant and interesting messages, they can become 
annoying and leading to a negative perception of this feature. 

H. Geolocation 

The most significant element that should be added into a 
mobile app is geolocation, which allows users to identify their 
actual position by using a map that perfectly represents routes 
or other navigation data [27], [28]. Presently, GPS service for 
crises, or Location - based services, was among the most 
feature using in smartphone, making information sharing 
seamless and quickly [29]. Approximately 7 of the literatures 
analyzed [14], [16], [15], [17], [18], [12], [11] have built-in 
geolocation capabilities. Donor and centre locations are 
displayed on a visual map and optimised based on user real-
time location data to identify the nearest one centre or donor. 
Since GPS services utilise users' personal information, 
harmful implications, as well as privacy and anonymity 
problems, might be crucial considerations that must be 
addressed to prevent data misuse. 

RQ5. Who is the focused user of the system studies? 

Based on 16 research articles reviewed, it was found that 
stakeholders who benefit from the use of charity applications 
are social organizations, donors, the needy, the community, 
authorized entities and patients. What can be seen from this 
study, researcher [8], [10], [11], [12], [26], [14], and [22] 
develop applications that focus on its main users involved in 
the system which are donors and charity centers and [15] 
develop similar systems but require an admin to manage 
donations from donors to social organizations before being 
sent to the receiver while [21], [23] involved with community. 
Researchers in [16] focus on the main users in the system 
which are donors and the community in blood finding. The 
author in [17] develops a blood finder between the donor and 
the authorizing party which is the hospital. As [16] in contrast 
to researchers [19], [18] [20] focused on connecting users and 
engagement between donors, admin, authorize the entity 
involved and the patient. Researchers in [9], [18] and [23] 
focused on the main users involved are donors and the needy 
who interact directly without an intermediary. As examined, 
the user is the component that determines how the user can 
communicate with the developed application. Therefore, 
indicating the system created is necessary to determine who 
will later be a user or users in the system in accordance with 
the system created. 
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IV. CONCLUSION AND FUTURE WORK 

This literature review aims to systematically examine the 
extent to which charity application development and practice 
activities in the 2017-2021 range are based on the criteria 
exclusion and inclusion, 16 research articles were used for 
review. This literature review was carried out which is an 
approach to identify, collect and obtain information based on 
research question. Sixteen (16) articles were re-analyzed using 
five elements: the year, the article was published; the area of 
charity app develops that became the main focus of this 
research; the method used to conduct this study; the platform 
developed from the research; and the proposed feature and 
users who would use the system. In this finding, numerous 
academics have undertaken research to development of charity 
apps such as food donation, charity donations center, donation 
handle processing, crowdfunding and the search for blood 
donors. In literatures review resulted donation to charity 
center is the most discussing the topic. Furthermore, several 
methodologies are used in developing the apps, including 
structure method which consists of model waterfall, spiral, 
RAD, prototype, and object-oriented method. In this study, 
structured methods are the most commonly used and three 
platforms were discovered found in the literatures studies 
which mobile application development is dominance over web 
application and hybrid. From the aspects of functional, 
majority of apps installed include mobile features that could 
enhance the donation experience of the donors. 
Authentication, Notifications and Geolocation are the most 
interesting functionalities found in these studies. Research on 
system users, there are various users on each system 
developed, and it was discovered that donor users and 
charitable organizations are more in emphasis in the study. As 
a follow-up to this research, it is recommended in the form of 
suggestions, namely the need for further development and 
research on the application of charity in carrying out human 
activities and will be very useful during disasters or when 
times cannot be avoided. 
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Abstract—One of the learning methods that is increasingly 
being practiced in primary and secondary education is inquiry-
based learning. This is not just a class to teach knowledge, but to 
practice activities to search for and discern the significance and 
essence of things. In social studies education, various trials and 
errors are being conducted, such as learning local history 
through fieldwork, and new approaches suitable for inquiry-
based learning are being sought. In this study, as a new approach 
to social studies education, we developed a self-learning program 
that enables teachers to create original 3D educational materials 
using digital fabrication technology. We conducted an 
experiment in which students who wished to become social 
studies teachers participated in the program, created 3D 
educational materials, and taught a class using the materials. As 
a result, all the subjects who took the self-learning program 
could create 3D educational materials and give classes using 
them. The subjects' opinions suggested that practicing classes 
using 3D educational materials is effective for teacher education. 
This contributes to STEAM education, which has been spreading 
recently in the field of education, and this case study can be seen 
as a novel model. 

Keywords—Digital fabrication; 3D educational materials; self-
learning Program; social studies; STEAM education 

I. INTRODUCTION 
In Japan, 3D printers are being promoted as school 

equipment in secondary education, making the use of 3D 
printers in school education more realistic. Usui et al. [1] report 
that the Ministry of Education, Culture, Sports, Science and 
Technology of Japan has added descriptions of 3D printers to 
its guidelines for developing educational materials for junior 
high schools and that 3D printer are now included in the 
curriculum guidelines for junior high-school technology and 
home economics courses and senior high school art, 
information, and industrial arts courses. There are already 
examples of 3D printers in science and technology education 
classes. Kurita et al. [2] use 3D topography created with a 3D 
printer as an aid in science classes to get an overview of the 
terrain, and they conduct classes that include on-site 
observation and fieldwork. Kadota et al. [3] incorporated the 
use of 3D CAD and 3D printers in a technology class to 
develop a radio-controlled car using a microcomputer, 
allowing students to learn multiple contents. Then, Muramatsu 
et al. [4] practiced and tested a learning curriculum for students 

in a teacher training program for technology courses to build a 
model for introducing digital fabrication into school education. 
These precedents are probably due in part to the fact that 
digital fabrication is well matched to the content of these 
subjects. 

However, the use of 3D printers in the classroom has been 
limited to a few subjects, and there are few practical examples, 
especially in social studies. This is probably because social 
studies teachers are far removed from technologies such as 3D 
printers and cannot imagine using them in social studies 
classes. Even if a 3D printer is close at hand, the opportunities 
that are not used well will limit the scope of inquiry-based 
learning. 

In this study, we will develop a program that can practice 
digital fabrication, including 3D printers, in social studies 
education. It is a self-learning program that enables even 
beginners to create educational materials with a 3D printer and 
practice teaching with 3D educational materials. After class 
practice, we examine whether 3D educational materials are 
effective for social studies. 

II. PROGRAM DESCRIPTION 

A. Previous Work 
In developing the content to be used in this study, the 

teaching methods in e-learning in CAD were considered. 
Ahmed et al. [5] implemented a method for undergraduate 
students to demonstrate 3D modeling in an architectural 3D 
CAD class. As a result, students' motivation to learn and class 
understanding improved. Bodein et al. [6] indicated that in 
their survey of e-learning in CAD, they differentiated three 
types of instructional methods: awareness training (how to use 
the software), full training (how to operate the various 
functions), and performance support. In this study, we used 
teaching-by-demonstration and learning differentiated into 
steps. 

B. Identification of the Teaching Content for beginner by 
Interview 
The purpose of this program is to assist beginners in 

creating educational materials in history and geography 
through self-learning. We interviewed three teachers who teach 
digital fabrication to get an idea of the content needed for 
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beginners. All teachers have over eight years of experience 
teaching 3D CAD modeling and digital fabrication using 3D 
printers, CNC Milling Machine, etc. In the interview, we asked 
them to specify what beginners find difficult in the way of 3D 
model creation and digital fabrication. Furthermore, we found 
that beginners had difficulties when installing the software, so 
we made the program learnable from this point on. 

C. Skills Required for Creating 3D Educational Materials 
and Self-Learning Program Contents 
We identified the items required for the self-learning 

program. The content was designed so that beginners can learn 
step by step. Table Ⅰ shows the skills needed to create 3D 
educational materials as a self-learning program. The process 
of creating 3D educational materials is divided into three steps, 
with each process consisting of detailed steps. 

D. Selection of Contents of Social Studies Class 
An example of a classroom practice studied in this program 

is the influence of topography on Japanese history. The 3D 
educational materials created by this program are modeled 
using a 3D printer with 3D topographic data provided by the 
Geospatial Information Authority of Japan (GSI) [7]. For more 
effective use of 3D educational materials, they can be used 
along with other educational materials. 

E. Creation of Self-Learning Program 
This self-learning program is built as a web system 

consisting of videos and an e-textbook. It consists of two parts. 
One is a method for creating 3D teaching materials composed 
mainly of videos, and the other is a classroom case study 
composed mainly of images and text. The 3D modeling 
software used was Fusion360 by Autodesk, Inc. [8]. 

Fig. 1 shows the screen where the 3D CAD operation 
method is explained. The instructor indicates the points to pay 
attention to in the voice while operating the software. 

TABLE I. SELF-LEANING PROGRAM CONTENTS FOR CREATING 3D 
EDUCATIONAL MATERIALS 

Item No. Step No. Contents 
1.What is 
3D CAD 
and how to 
install it 

1 What is 3D? 

2 What 3DCAD can do 

3 How to install 3DCAD and initial setup 

2. 3D 
CAD 
Exercises 

1 How to use key command operations 

2 2D sketching 

3 Geometric constraints 

4 3D modeling (Parametric modeling) 

5 Conversion to manufacturing data format 

3. Features 
and Usage 
of Digital 
Machines 

1 What is Digital Fab? 

2 Types of 3D printers and features of modeling 

3 Use 3D printer 

4 Features of CNC Milling Machines 

5 Use CNC milling machine 

6 Which machine to choose? 

 
Fig. 1. An example of a self-learning program screen when explaining the 

operation of 3D CAD.. 

Fig. 2 shows an example of a class using 3D educational 
materials. The professor of social studies education explains 
key issues regarding specific classroom practices using 3D 
educational materials. The 3D educational materials created for 
the class are described with images and a written description of 
how to put them into practice. 

 
Fig. 2. An Example of an Explanation of Key Issues in a Class using 3D 

Educational Materials. 

Fig. 3 shows a mock class using 3D educational materials. 
The content is structured so that it can be implemented in class 
time. 

 
Fig. 3. An Example of a Class using 3D Educational Materials. 

III. EXPERIMENT 
The following experiment was conducted over a total of 

eight weeks. 

A. Self-Learning Program for Creating 3D Educational 
Materials 
1) Overview of experiment: In this experiment, we asked 

subjects to take all the contents of the self-learning program in 
the correct order, up to the point where they completed the 3D 
educational materials. We investigated whether the subjects 
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could produce 3D educational materials without any problems 
after attending this program. After the experiment, subjects 
were asked the questions shown in Table Ⅱ. 

TABLE II. QUESTIONNAIRE FOR SELF-LEARNING PROGRAM FOR 
CREATING 3D EDUCATIONAL MATERIALS 

Question Level（1/2/3/4/5） 

Q1. Were the self-learning program easy to 
understand? 

1 – not at all 
5 – very much 

Q2. Were the speed of the explanation of the 3D 
CAD operation by video adequate? 

1 – not at all 
5 – very much 

Q3. Were the content of the self-learning program 
sufficient for you to operate the 3D CAD? 

1 – not at all 
5 – very much 

Q4. Did you find it stressful to understand the 
content of the self-learning program? 

1 – very much 
5 – not at all 

Q5. If you were doing new class content, would 
you use a self-learning program like this one? 

1 – not at all 
5 – very much 

2) Subjects: The subjects of this program are 20-year-old 
students: three males and three females, who aspire to become 
social studies teachers. Their PC skills are limited to daily use 
of Office software (Word, Excel, PowerPoint), and this is their 
first experience using specialized software such as 3DCAD. 

3) Experimental conditions: Subjects took a self-learning 
program using their PCs. From the software installation to 3D 
data creation, the subjects used their PCs, and 3D educational 
materials were created at the Makers Floor (a fab facility 
equipped with 3D printers, CNC milling machines, and other 
digital fabrication equipment) located at Tamagawa University. 

Fig. 4 shows the Form 2 [9]（Formlabs Inc.） 3D printer 
used in this study, which uses SLA printing: stereolithography, 
in which resin is cured by laser exposure for modeling. The 
software PreForm[10]（Formlabs Inc.） was used to convert 
3D data (STL) to modeling data. The material used was Grey 
Resin. Fig. 5 shows an example of 3D educational materials. 
Fig. 6 shows the MDX-40A[11]（Roland DG Corporation） 
CNC-milling machine used in this study. The software SRP 
Player [12]（Roland DG Corporation）was used to convert 
3D data (STL) to modeling data. The material used was 
chemical wood (SANMODUR MS-E). Fig. 7 shows an 
example of 3D educational material produced by a CNC 
milling machine. 

 
Fig. 4. 3D Printer “Form 2 (Formlabs Inc.)”. 

 
Fig. 5. An Example of 3D Educational Materials Modeled by 3D Printer. 

 
Fig. 6. CNC Milling Machine “MDX – 40A (Roland DG Corporation). 

 
Fig. 7. An Example of 3D Educational Materials Modeled by CNC Milling 

Machine. 

B. Self-Learning Program for Teaching Practice in Social 
Studies Classes 
1) Overview of experiment: Subjects first took the entire 

"Teaching Practice in Social Studies Classes" part of the self-
learning program using their PCs. Then, each subject set their 
theme and reviewed the 3D educational materials they wanted 
to use in that class. Since the self-study program was also a 
collection of examples of classes using 3D educational 
materials, the subjects referred to it as needed when 
considering the content of their classes. After the experiment, 
subjects were asked the questions shown in Table Ⅲ. 
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TABLE III. QUESTIONNAIRE FOR SELF-LEARNING PROGRAM FOR 
TEACHING PRACTICE IN SOCIAL STUDIES CLASSES 

Question Level（1/2/3/4/5） 

Q1. Were the self-learning program easy to 
understand? 

1 – not at all 
5 – very much 

Q2. Were the speed of the explanation of the 3D 
CAD operation by video adequate? 

1 – not at all 
5 – very much 

Q3. Were the content sufficient for you to 
understand the significance of using 3D 
educational materials in your classroom? 

1 – not at all 
5 – very much 

Q4. Have you been fully briefed on how to plan 
for implementing 3D educational materials in 
your classroom? 

1 – not at all 
5 – very much 

Q5. If you were doing new class content, would 
you use a self-learning program like this one? 

1 – not at all 
5 – very much 

2) Subjects: The subjects of this program are 20-year-old 
students: three males and three females, who aspire to become 
social studies teachers. These are the same subjects who 
attended the self-learning program for creating 3D educational 
materials. 

3) Experimental conditions: After attending a self-study 
program on how to create 3D educational materials, the 
participants created and re-created 3D educational materials 
and discussed class content and class development over six 
weeks. After that, a mock class using 3D educational materials 
was conducted. 

IV. RESULTS 
All the subjects (n = 6) who took the self-learning program 

could create 3D educational materials and could practice 
teaching a mock social studies class for junior high school 
students using the 3D educational materials. Each experiment 
was conducted using questionnaires and interviews. The 
averages for each question are shown in Fig. 8 and Fig. 9. The 
results indicated high average values for both programs. 

A. Self-Learning Program for Creating 3D Educational 
Materials 
The results show that most subjects learned without stress 

and felt a slight deficiency in the amount of instructional 
content. Additionally, the following statements were made in 
the free response section of the questionnaire. 

• After the experience, I felt a sense of joy and 
accomplishment when I created it came to me. 

• I was relieved to find that with the self-learning 
program, creating 3D educational materials was easier 
than I had expected, even for someone like me who is 
not excellent with ICT. 

• I could create the product by myself because I was 
carefully taught how to install the software and how to 
create the product using 3D CAD. 

• I used to think that making things was something you 
did with your hands, but after the course, I learned that 
there is more than one way to make things. 

• Using 3DCAD, I could create teaching materials like a 
game like Minecraft and produce them right in front of 
my eyes. This was especially interesting and fun for 
me. 

• Although this program is for teachers, I thought it 
would be more accessible if there was a format that 
would allow children to experience it as well. 

B. Self-Learning Program for Teaching Practice in Social 
Studies Classes 
The results show that all items have high values, with easy-

to-understand explanations rated especially high. Additionally, 
the following statements were made in the free response 
section of the questionnaire. 

• I felt the significance of the advancement of technology 
and its use. 

• I thought it was the knowledge I needed to know as a 
teacher. 

• I created a 3D topography. I felt that the advantage of 
3D topography is that it provides a bird's-eye view of 
the area through the senses of sight and touch. 

• I thought the creator of 3D educational materials needs 
to understand the characteristics of what he or she 
wants to create and output it. 

• I thought that a great deal of knowledge about 3D 
educational materials is needed both in terms of 
hardware at schools and among teachers themselves so 
that they can be used as educational materials in many 
schools in the future. 

 
Fig. 8. Average Levels of Questionnire Results of Self-Learning Program 

for Creating 3D Educational Materials. 

 
Fig. 9. Average Levels of Questionnire Results of Self-Learning Program 

for Teaching Practice in Social Studies Classes. 
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V. DISCUSSION 

A. Potential of Digital Fabrication in Social Studies 
Education 
As a result of the self-learning program, first, the purpose 

of creating 3D educational materials was generally achieved; 
all the subjects completed the 3D educational materials, 
although there were a few who experienced difficulties in 
operating the 3D CAD system. This indicates that even 
beginners can create 3D educational materials if they follow 
the appropriate instructions since the program deals with 
technical content. 

However, there are issues regarding the practice of teaching 
with 3D educational materials. Excerpts from the actual 
evaluation comments are provided below. 

• The content of what to create as 3D educational 
materials could not be decided. 

• The lack of practical examples makes it difficult to 
realize in class and limits the scope of the concept. 

• Without the support of social studies discipline-based 
epistemological approach, it is difficult to know what 
to express using 3D educational materials. 

Many comments on classroom practice were about the 
implications of the class, such as what kind of 3D educational 
materials should be created and how to develop a class based 
on them. 

However, many commented that they were deeply 
interested in the practice of teaching with 3D educational 
materials and wanted to practice it more. Participants who 
completed lessons using 3D topography using data provided by 
the Geospatial Information Authority of Japan showed great 
interest in the possibilities offered by these 3D educational 
materials. 

These results indicate that the self-learning program 
developed in this study is effective in providing technological 
support, while improvements are needed in areas related to the 
"teacher's discipline-based epistemological approach" in 
classroom practice using 3D educational materials. 

B. Effectiveness of using 3D Educational Materials in Social 
Studies Education as Teacher Education 
Consideration of the opinions of the subjects of the self-

learning program suggests that to be able to create 3D 
educational materials optimized for inquiry-based learning and 
implement them in their classes, teachers themselves must be 
able to articulate "what they want to communicate to their 
students." For example, if a teacher wants to teach students 
about the geography of an area, "What kind of terrain can be 
created to highlight its features?" or "Will the students be able 
to notice the natural principles themselves?" ... etc., the teacher 
will have to deeply consider such questions, determine their 
perspective, set the task, and question their background 
knowledge. Additionally, empathy will be needed to imagine 
from the student's perspective. 

Thus, the creation of 3D educational materials optimized 
for inquiry-based learning is beneficial not only for the 

teacher's reflection but also for the acquisition of one's 
perspective and the formation of a new view of teaching that 
emphasizes a discipline-based epistemological approach. The 
self-learning program developed in this study will also enable 
teachers to create their tailor-made teaching materials, thereby 
realizing a learning environment that is optimized for everyone. 

C. Toward a Novel STEAM Education 
After considering the results of the self-learning program 

and the process of implementation, we considered that the 
process for teachers to create effective 3D educational 
materials can be explained by the following new model, which 
includes design thinking in STEAM education. Fig. 10 shows 
the novel model. This is tentatively called the Hamada - 
Hirakoso model. 

First, let us explain from outside the model illustration: we 
believe that the seeds of ideas for creating 3D educational 
materials are many across broad humanities. This means that 
the range of ideas itself would be limited if there is no 
intellectual activity such as consciously ingesting knowledge 
regularly. 

However, knowledge is not enough to generate ideas. It is 
necessary to have one's perspective. This perspective can be 
viewed as an art of teaching. In this model, "one's perspective" 
and “sense of values” is “Art”. It is only when one's 
perspective is established that one can decide what kind of 
educational material should be created, and having multiple 
perspectives allows one to consider various possibilities at the 
same time. 

And the ability to access STEM expertise must create 
educational materials. This can be paraphrased as "the ability 
to implement. This ability of implementation is “Design 
thinking”. The five steps of the process described in Design 
Thinking, “Empathy”, “Define”, “Ideate”, “Prototype”, and 
“Test”, are used to link the seed of an idea to a solid basis. 
Additionally, through a process of trial and error, we searched 
for better educational materials. Without this process, good 
educational materials will never be completed. Design thinking 
will be used to access STEM, create educational materials, and 
implement classroom practices. We believe that teachers can 
use this model as a map for their daily practice. 

 
Fig. 10. A Novel Model of STEAM Education. 
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VI. CONCLUSION 
In this study, we developed a self-learning program that 

enables students to practice digital fabrication, including 
modeling with a 3D printer, in social studies education. 

In the experiment, subjects who were beginners in digital 
fabrication could create their own original 3D educational 
materials after taking this self-learning program. After 
considering the opinions of the participants in the self-learning 
program, creating 3D educational materials and teaching with 
3D educational materials is a test of a teacher's ability. In other 
words, the results suggest that creating original 3D educational 
materials is effective for teacher education. This could be 
considered a novel model for STEAM education. 

In the future, we intend to brush up on the program and 
expand the number of users by creating many examples of this 
program in practice. We would also like to verify whether the 
novel model we discovered was versatile enough. 
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Abstract—A blockchain is a data structure that is 

implemented as a distrusted database or digital ledger. The 

transactions are saved to a block of transactions that is attached 

in turn to the blockchain after the verification process, in which 

each block in the chain contains a hash signature of the previous 

block in addition to the hash signature of the block itself. The 

blocks on the blockchain are chained as an immutable list using 

the proof-of-work procedure, where there is no way to alter or 

delete an attached block due to the strict security policy used for 

structuring the chain of blocks. Each node holds a copy of the 

blockchain in which the miners take the responsibility of 

verifying and attaching blocks to the blockchain. The Ethereum 

blockchain introduced the smart contract which holds logic to be 

processed once the contract is established. These smart contracts 

are developed via the Solidity programming language. This 

proposed paper exploits the Ethereum blockchain along with 

smart contracts as the base technology for implementing the 

proposed blockchain-based model. The paper aims to develop a 

multilayered blockchain-based model, in which the blockchain 

model is set up on a private blockchain Ethereum network where 

the nodes share the electronic medical records (EMR) among the 

P2P (peer-to-peer) network that will be used to secure the IoT 

medical transactions. Solidity smart contract, introduced by 

Ethereum, is deployed to handle the EMR “open-query-transfer” 

operations on the private network, whereas the miners are 

responsible to validate the transactions. Finally, the research 

conducts a performance analysis of the Ethereum network using 

the Ethereum Caliper, considering several performance factors, 

which are: Maximum Latency, Minimum Latency, Average 

Latency, and Throughput. 

Keywords—Blockchain; ethereum; electronic medical records 

(EMR); ioi secure transactions; smart contracts; proof-of-work 

I. INTRODUCTION 

The blockchain technology has significantly contributed to 
putting an end to the interoperability challenges found in 
current and legacy healthcare IT systems, enabling individuals, 
healthcare service providers, healthcare entities, and medical 
institutions to securely share electronic healthcare sensitive 
data. Blockchains can enhance communication efficiency and 
increase security over the network, as the potential for using 
blockchain in healthcare is to overcome the challenges related 
to data security, privacy, sharing and storage [6], as well. It can 
also be applied in many software domains including financial 
and banking sectors, healthcare systems, and public services. 

Although the blockchain-based models are increasingly 
used in modern software solutions, such models raised a 
significant number of challenges and objectives such as 
scalability, performance, processing speed over the network, 
data management on distributed nodes, and security breaches 
and attacks. Moreover, IoT network devices have been 
growing rapidly, as the number of installed IoT devices in the 
year 2022 is estimated to be 31 million devices. However, over 
the past few years, the blockchain model has become more 
stable and most of such issues and concerns have been resolved 
at most of the blockchain well-known platforms. 

Thereby, as blockchains have become an excellent 
candidate to replace traditional transaction database systems, 
strict standards including acceptable behavioral guidelines 
must be laid out. These guidelines will facilitate the process of 
integrating the blockchain technology onto the healthcare 
domain systems, within the two blockchain main types: private 
and public blockchains. Thus, a blockchain network is 
basically either public or private, where a private blockchain is 
constructed for usage on a private network mainly used within 
a single entity such as a financial institution, for example. 
Generally speaking, blockchains are immutable, and thereby 
miners hold the responsibility of verifying the attached blocks 
to a blockchain on both private and public blockchains. But in 
the case of private networks, miners validate the blocks with a 
much stricter secured policy. 

Miners create blocks of transactions, verify the blocks, and 
then attach every verified block to the blockchain. In 
blockchains, proof of stake or proof of work is being used to 
control the difficulty of the mining process. Thus, raising the 
complexity of the hash computations within the proof-of-work 
algorithm would increase the verification time of the newly 
attached block to the blockchain. 

A block consists of five basic components: previous hash 
signature, nonce, transaction, timestamp, and the hash 
signature generated using proof of work or proof of stake. Data 
within the block attached to the blockchain is immutable; it is 
extremely difficult to be altered due to distributed nature of the 
blockchain structure. Furthermore, each block on the 
blockchain has a reference to the previous block hash 
signature, any change on the signature cannot be accomplished 
as in this case the hash has to be recalculated, and as a result, 
the blockchain will detect that change through the data 
verification process of the block. 
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Fig. 1. Blockchain Architecture [16]. 

A block, which is chained onto a blockchain, holds 
transactions. As shown in Fig. 1, a block data structure consists 
of a block header and a block body. The block header is 
formed using multiple parameters which may vary based on the 
blockchain network provider. For the sake of integrity and 
verification, the header contains the parent hash signature 
which points to the previous block, in addition to the hash 
signature of the current block. The block body holds the block 
transactions. The block size is defined by the blockchain 
network provider, as this may vary based on the blockchain 
network provider. 

The natural properties of the blockchain technology can be 
used to face the challenges mentioned previously, (1) 
permission-based blockchain networks to enable granular 
access control for medical records can be achieved by 
supporting granular‐level access mechanisms; (2) blockchain‐
supported smart contracts enable patient-centric and 
transparent data sharing and control; (3) the blockchain 
distributed consensus mechanism overcomes the limitation of 
centralization; and (4) the immutable block preserves the 
integrity of data, which enables a blockchain to be verifiable 
and provable [1]. 

Accordingly, this paper presents a multilayered blockchain-
based model for securing IoT transactions in healthcare 
traditional transaction systems to overcome the aforementioned 
issues concerning the dispersed and unified patients’ medical 
records. Thus, the contribution of the proposed research is 
twofold: 

1) Taking advantage of the blockchain technology as an 

immutable database for operating multilayered architecture 

flexible pattern, designed using clusters with embedded nodes 

to enforce flexible security level and approval permissions for 

medical records transactions on the whole blockchain. 

2) Exploit the power of the Solidity programming 

language for developing highly secured smart contracts to 

handle the operation messages between the nodes from one 

side and the IoT devices and regular PC devices on the other 

side. 

Therefore, the proposed multilayered blockchain model 
develops an approach for maintaining and managing patient 
medical records assembled in clusters with the usage of 
blockchain-based systems. The presented model uses 
aggregation (i.e., clusters) on the level of networks via (1) the 
Network ID, as each network represents a mining facility with 
its separate miners; (2) private blockchains on the cloud 
services provider “AWS” with the aim of creating the 
blockchains, the nodes, in addition to the miners; (3) Ethereum 
as an open-source blockchain-based distributed computing 
application platform. Additionally, the efficiency and 
performance of smart contracts are measured with the 

sophisticated certified tool “Caliper” which is used for 
measuring the core functions of the smart contract: Open, 
Query, and Transfer. 

Experiments that are conducted to test the blockchain 
difficulty configuration, in addition to the number of total 
miners on the blockchain, shall prove the capability of the 
proposed model to work with high-security complexity, and 
with medium or low-security complexity, as well. 

This paper is organized as follows: Section II will review 
the blockchain-based smart home architecture. Besides, it will 
compare the currently used dispersed healthcare models based 
on both, relational and NoSQL database architectures. 
Consequently, Section III will present two main contributions, 
first is designing the blockchain-based model used for securing 
and managing data immutable storage for healthcare multi-
layered medical systems. Secondly, exploiting the smart 
contracts with solidity for managing the health organization 
transactions along with the verification of these transactions. 
Section IV deals with Implementation of model while Section 
V presents the experiments that demonstrate the effectiveness 
of the proposed architecture. At the end of the paper, Section 
VI will provide a discussion of open problems and will lay out 
a direction for the future work that could be done. 

II. RELATED WORK 

Dorri, et al. [2] presented a blockchain-based smart home 
architecture, shown in Figure 2, which has been used as a core 
reference in the process of designing our proposed model. This 
BC-based smart home architecture consists of three tiers, the 
smart home, the overlay, and the cloud storage, in which 
communication within these tiers is carried out using block 
transactions. The smart home consists of IoT devices, local IL, 
and local storage as demonstrated in Figure 2; overlay is a P2P 
network with distributed capabilities in addition to cloud 
storage groups based on identical unique block numbers, where 
SHM has been used for authentication. 

A. Blockchain Systems Versus Traditional Systems 

Table I draws a comparison between the features of the 
blockchain-based systems and the remote patient monitoring 
system which depends on traditional communication and data 
storage methods, such as relational databases and cloud 
computing [3]. 

 

Fig. 2. BC-Based Smart Home. 
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TABLE I. COMPARISON BETWEEN TRADITIONAL AND BLOCKCHAIN-
BASED SYSTEMS 

Factor Traditional Systems 
Blockchain-based 

Systems 

Confidentiality 
Security level based on the 

configuration which may vary 
High level of security 

Availability Must be manually configured 
High service 

availability 

Immutability 
Data is exposed for 

manipulation 

Immutable; the attached 

block cannot be altered 

or deleted 

Traceability 
Manually configured with a 

complex configuration 
Traceable 

Speed 

Depends on network speed and 

hardware configuration along 

with the data source provider 

engine 

May vary based on the 

blockchain verification 

process 

A blockchain-based system runs on a P2P network of 
computers where each node on the network has an identical 
copy of the blockchain. Blockchains types can be classified as 
public, private, or hybrid blockchains. 

1) Public blockchain: it was first implemented by Bitcoin 

and other cryptocurrencies, and it has contributed significantly 

to the distributed ledger technology (DLT) structure. Issues 

due to centralization are handled with DLT as it distributes 

data throughout a P2P network rather than storing it in a single 

location. Because of its decentralized nature, it forces methods 

of authentication. 

2) Private blockchain: it is set up on a closed private 

network or controlled by a single entity. Functionality goes on 

the same basis regarding connectivity and decentralization; 

however, is substantially smaller. 

3) Hybrid blockchain: it includes private and public 

blockchain characteristics. It allows the creation of a private 

permission-based system along with a public permissionless 

system, in addition to regulations for access to specific data on 

the blockchain [4]. 

B. Smart Contracts using Solidity 

A smart contract can be defined as a piece of code that lives 
on a blockchain and is then executed automatically when one 
or more conditions are met. In the case of the Ethereum 
blockchain, smart contracts are implemented via the “Solidity” 
object-oriented language, in which users can execute the smart 
contracts through an application binary interface [6]. This 
property enables entities to perform their job functionalities 
such as access management, request handling, and data 
transmission. Ethereum enhanced the communication between 
a patient and a physician, as sharing medical prescriptions with 
the patients became much faster and easier. Accordingly, 
patients share their historical treatment data with doctors in a 
fast and accurate manner [5]. 

C. Comparison of the Data Management Mechanisms 

Traditional legacy medical records are paper-based medical 
records (PMR), making it very difficult to keep track of a 
patient’s health history. Thus, saving historical data in such a 
way will cause data loss in addition to increasing the potential 
of inaccurate historical data, which potentially may lead to 
maltreatment. This serious issue has been faced by utilizing 
electronic medical records (EMR), the digital transformation of 
paper-based medical records. Electronic access to historical 
health records significantly improved the quality of treatment 
in addition to better disease diagnosis and preventive care [6]. 
Thereby, blockchain-based systems played an important role in 
modern healthcare solutions. Table II reviews and compares 
these main blockchain-based research exploited in the 
healthcare sector. 

TABLE II. REVIEW OF THE BLOCKCHAIN-BASED RESEARCH IN THE 

HEALTHCARE SECTOR 

Research 
Blockchain 

Characteristics 

Type(s) of 

Data 
Merits 

Castaldo & 

Cinque [7] 

A private blockchain 

that does not rely on 

proof-of-work 

EMR 

Sharing E-health data 

across the EU via 

audit logging  

Yue, et al. 

[8] 
Private blockchain 

EMR & 

PMR 

Smart App to 

manage and share 

healthcare data 

Patel [9] 

A private blockchain 

that guarantees proof-

of-stake 

Medical 

Image 

Records 

Securely sharing 

medical images 

Fan, et al. 

[10] 

Hybrid consensus 

mechanism based on 

practical byzantine 

fault tolerance 

(PBFT) 

EMR 
Secure sharing of 

healthcare data 

 Ji, et al. 

[11] 
Proof-of-work 

Patients’ 

Locations 

Multilayer location 

sharing schema 

Azaria, et 

al. [12] 

Ethereum blockchain 

with proof-of-work 
EMR 

EMR management 

and sharing of 

healthcare data 

Zhu, et al. 

[13] 
Ethereum platform EMR 

Data management in 

the cloud 

environment 

Genestier, 

et al. [14] 
Hyperledger platform 

Medical 

Records 

Managing personal 

data in the e-health 

environment 

Wang & 

Song [15] 

Consortium 

blockchain 

Medical 

Records 

Coupling encryption 

and signature for 

robust security 

III. RESEARCH METHODOLOGY 

In this section, we propose and develop an approach for 
maintaining and managing patient medical records assembled 
in clusters with the usage of blockchain-based systems. 
Basically, the proposed model uses clusters on the level of 
networks using the network ID, as each network represents a 
mining facility with its separate miners. The proposed 
approach exploits the cloud services provider “AWS” to create 
the blockchains, the nodes, and the miners. Also, the proposed 
model uses “Ethereum” as an underlying base technology for 
managing the blockchain operations; the Ethereum platform is 
widely used as an open-source blockchain-based distributed 
computing application utility. 
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Moreover, the proposed model uses smart contracts 
developed with the “Solidity” programming language, which 
will be first deployed with the address to the blockchain, and 
then executed using its current hexadecimal address (Open-
Query-Transfer). 

It is worth mentioning that “Solidity” exploits the hashing 
algorithm KECCAK-256, as an alternative to the NIST 
standardized SHA-3 hash function, to verify the chained blocks 
(i.e., proof-of-work). The algorithm is defined as: (m,n) = 
POW(Hᵰ, Hn, d) where m is the mixHash, n is the nonce, Hᵰ is 
the new block’s header, Hn is the nonce of the block header, 
and d is the DAG (is a large dataset). The mixHash is a hash 
that, when combined with the nonce, proves that this block has 
carried out enough computation. 

Thus, the proof of work (POW) controls the level of 
difficulty of attaching a block to the blockchain, and as a result, 
increasing the difficulty level will make the process of 
formulating the hash which matches the target hash more 
complex and will eventually consume more time. 

A. Proposed Model 

This research introduces a novel blockchain-based model 
for securing IoT transactions in the healthcare environment; the 
model that simulates the blockchain workflow on healthcare-
based systems contains the following main components: 

1) Hospital / Clinic Miners: miners are responsible for 

creating block transactions and attaching them to the 

blockchain. 

2) Transactions: each transaction in the blockchain holds 

internal logic pertaining to the relevant smart contract. Once 

the transaction processing starts, the smart contract gets 

executed and the final output is conducted. There are three 

types of transactions within the proposed model: the “Open”, 

“Query”, and “Transfer” transactions, each of which is 

responsible for executing operations on the patient EMR file. 

3) Local Blockchain: in each healthcare entity (hospital or 

clinic), a local private blockchain holds the blocks with its 

transactions, where each block has its own signature in 

addition to the previous block hash signature. The very first 

block in the blockchain is called the “genesis block”; it 

contains the setup configuration which controls the behavior of 

the blockchain in addition to controlling the security measures. 

The genesis block parameters will affect the process of 

attaching the new block of transactions, as the hashing 

algorithm will get harder based on the genesis block 

parameters, and thereby such configuration will directly affect 

the performance of the transactions’ processing. 

4) Global Blockchain: as the healthcare sector usually 

consists of more than one medical entity, peering between 

these entities is established to sync the mining operations on 

different entities, in which such a peering process shall 

establish the global blockchain scope. The peering process is 

achieved via the “addpeer” request, and once the two 

blockchains are peered, the mining process is synced between 

the two blockchains, as demonstrated in Fig. 3. Upon 

successful peering request process, the mining operation will 

be the responsibility of more than one miner, as each 

blockchain has one miner, each of which works at the same 

difficulty level value of the two blockchains. 

5) Overlay Network: it enables a distributed functionality 

on the proposed model architecture. Clusters, which are a 

group of network nodes, are used to decrease network 

overhead. 

B. Proposed Model Design 

Figure 4 illustrates the proposed model which clusters the 
network using the Network ID that represents a mining facility 
with its separate miners. The model also consists of private 
blockchains on the cloud services provider “Amazon Web 
Services (AWS)” for the sake of creating the blockchains and 
the nodes in addition to the miners, utilizing “Ethereum” as an 
open-source blockchain-based distributed computing 
application platform. 

C. Proposed Model Transaction Structure and Flow 

On each entity, the private Ethereum blockchain is set up 
with the predefined setup configuration found on the Genesis 
block, where the mining process on the blockchain is 
controlled according to the setup configuration parameters on 
the genesis block. In each mining operation, a new block is 
created, and the transactions are included within the newly 
created block, and at the end, the block is attached and added to 
the chain. 

 

Fig. 3. Ethereum Blockchain Peering. 

 

Fig. 4. Proposed Model Design. 
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Three main types of transactions are configured in the 
proposed model, namely, the “Open”, “Query”, and “Transfer” 
transactions, where each of them is executed via the smart 
contracts that contain the designated logic to be executed. 

IV. IMPLEMENTATION 

Fig. 5 is a flowchart that illustrates the steps of the addition 
and validation cycle in the proposed system. 

A. Blockchain Initialization: The Genesis Block 

The Genesis block contains the configuration of the private 
Ethereum network which will be used by all the miners, 
clusters, and nodes. The ChainId is used as the cluster 
identifier, where other configuration data inside the Genesis 
block will contain the following parameters/attributes: 

• nonce: 64-bit string hash which, along with the 
mixHash, controls the amount of computation made for 
attaching the block to the blockchain. 

• config: optional attribute which contains the ChainId 
unique identification of the private network; 
EIP150Block is used for fast sync, EIP155Block is used 
to reduce the probability of replay attacks, and 
EIP158Block controls how Ethereum clients handle 
empty accounts. 

• timestamp: mainly used for verifying the order of the 
block within the blockchain. 

• parentHash: a KECCAK 256-bit hash that points to the 
parent block. 

• gasLimit: a scalar value that represents the limit of gas 
expenses of a single block in the blockchain. 

• extraData: an optional parameter of 32 bytes at most, 
used for saving additional information if any. 

• mixHash: a 256-bit hash which, together with the 
nonce, controls the level of computations used for 
verifying and attaching the block to the blockchain. 

• coinbase: a 160-bit address, which is also called 
“etherbase”, holds all the successful mining operations 
amount. 

• difficulty: a hexadecimal value that defines how hard it 
is to mine a block; the higher the value, the slower the 
mining process, since the mining operation will require 
more complex computations. Based on such difficulty 
value, hash computation is expected to run before 
obtaining a successful mining operation. 

• alloc: optional parameters for predefining start balance 
on the mining account. 

A typical example of the Genesis block structure: 

{ 
    "timestamp": "0x5ca916c6", 
    "nonce": "0x0000000000000042", 
    "gasLimit": "0x2fefd8", 
    "difficulty": "0x200", 

    "mixHash": 
"0x000000000000000000000000000000000000000000000000
0000000000000000", 

    "coinbase": 
"0xe1a7bcd0261e667651dc0e245d7b96e63c293d03", 

    "number": "0x0", 
    "config": { 
        "chainId": 80, 
        "eip150Block": 0, 
        "eip155Block": 0, 
        "eip158Block": 0 }, 
    "gasUsed": "0x0", 
    "parentHash": 

"0x000000000000000000000000000000000000000000000000
0000000000000000", 

    "alloc": { 
        "0xe1a7bcd0261e667651dc0e245d7b96e63c293d03": 

{ 
            "balance": 

"0x200000000000000000000000000000000000000000000000
000000000000000"  
} } } 

 

Fig. 5. Process Flow of the Proposed Model. 
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B. Smart Contract Implementation 

A patient’s account (i.e., medical record) has three main 
methods to be implemented: 

1) Open: adding or creating a new patient’s account 

(record or file). 

2) Query: querying existing patient’s account. 

3) Transfer: transfer gas to another patient’s account. Gas 

balance is essential for other operations like using contracts for 

updating a patient’s record/file. 

pragma solidity >=0.4.22 <0.6.0; 
contract patientsol 
{ 
    mapping(string => int) private accounts; 
 
    function open(string memory acc_id, int amount) public 
    { 
        accounts[acc_id] = amount; 
    } 
 
    function query(string memory acc_id) public view returns 

(int amount) 
    { 
        amount = accounts[acc_id]; 
    } 
 
    function transfer(string memory acc_from, string memory 

acc_to, int amount) public 
    { 
        accounts[acc_from] -= amount; 
        accounts[acc_to] += amount; 
    } 
} 

V. EXPERIMENTAL ENVIRONMENT AND SYSTEM 

PERFORMANCE 

The testing environment was configured on a VPC network 
(Virtual Private Cloud) via the AWS Cloud Server using an 
EC2 64-bit Ubuntu Server with a 2-core processor, a memory 
of 4GB, and an SSD hard drive of 8GB. The security group 
settings, which are linked to the EC2 instance, are set to allow 
a secure shell connection (SSH) via the secure 22 port; another 
port for setting up the blockchain is set to be 30301. 

Typically, the Genesis block configuration parameters are 
initially set up to create the first initial block in the blockchain 
private network. Consequently, the blockchain graph 
construction process command starts, and then the mining 
process starts as the next step via the “mine” command. At that 
point, the blockchain private network has been constructed and 
is then ready for any transactions or performance testing 
operations. 

“Hyperledger Caliper” is a benchmark tool that measures 
the performance of the blockchain operations using a 
predefined set of use cases. After processing the test cycles, the 
Caliper tool generates a detailed report that shows the 
performance factors, such as TPS (transactions per second), 
transaction latency, resource utilization, etc. The experiments 
conducted on the private blockchain network consisted of three 
tests for each individual operation: 

1) Open → Testing the account creation process using the 

deployed smart contract (create a new patient’s file). 

2) Query → Testing the query operation on the created 

account using the deployed smart contract (query patient’s 

file). 

3) Transfer → Testing the transfer gas balance operation 

on the created accounts using the deployed smart contract. As 

mentioned before, gas balance is essential for other operations 

like using contracts to update a patient’s file). 

Four consecutive experiments are conducted iteratively to 
test the proposed system, where the benchmark input 
parameters at each experiment are set and configured to certain 
values. These configured input parameters are the nonce, 
mixHash, and difficulty, which are used to create the Genesis 
block on the blockchain. These parameters shall control the 
proof of work complexity, which will directly affect the 
process of attaching a new block to the chain. Thereby, the 
benchmark outputs the following performance indicators: 

• Send Rate of a transaction per second. 

• Maximum Latency (in seconds). 

• Minimum Latency (in seconds). 

• Average Latency (in seconds). 

• Throughput of a transaction per second. 

At each experiment, the total number of submitted 
transactions on the “Open” operation is 1000 with a rate of 50 
transactions per second, whereas the “Query” operation was 
tested with a total of 1000 submitted transactions with a rate of 
100 transactions per second, and finally the “Transfer” 
operation was initialized with 50 submitted transactions with a 
rate of 100 transactions per second. 

The following subsections show the performance results of 
each of the four experiments, which are demonstrated in the 
four tables (from Table III to Table IV), and graphically 
illustrated in their corresponding charts (from Figure 6 to 
Figure 13). 

A. Results of Experiment (1) 

Genesis block initial configuration: 

nonce → "0x000000000000052" 
difficulty → "0x080" 
mixHash → 
"0x000000000000000000000000000000000000000000000000
0000000000000000" 

TABLE III. PERFORMANCE INDICATORS IN EXPERIMENT (1) 
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Fig. 6. Operations Latencies in Experiment (1). 

 

Fig. 7. Transactions Send Rate and Throughput in Experiment (1). 

B. Results of Experiment (2) 

The initial parameters of the genesis block are changed and 
updated in experiment (2). The blockchain has been 
reconfigured, and the DB has been reset to start the blockchain 
with the newly updated parameters, as follows: 

Genesis block updated configuration 

nonce → "0x000000000000062" 
difficulty → "0x080" 
mixHash → 
"0x000000000000000000000000000000000000000000000000
0000000000000000" 

TABLE IV. PERFORMANCE INDICATORS IN EXPERIMENT (2) 
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Open 1000 0 54.6 2.99 0.06 1.22 52.9 
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Fig. 8. Operations Latencies in Experiment (2). 

 

Fig. 9. Transactions Send Rate and Throughput in Experiment (2). 

C. Results of Experiment (3) 

Again, at an additional round, the parameters of the genesis 
block are modified. The blockchain has been reconfigured, and 
the DB has been reset to start the blockchain with the newly 
updated parameters, as follows: 

Genesis block updated configuration 

nonce → "0x000000000000096" 
difficulty → "0x00090000" 
mixHash → 
"0x000000000000000000000000000000000000000000000000
0000000000000000" 

TABLE V. PERFORMANCE INDICATORS IN EXPERIMENT (3) 
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Fig. 10. Operations Latencies in Experiment (3). 

 

Fig. 11. Transactions Send Rate and Throughput in Experiment (3). 

D. Results of Experiment (4) 

Finally, in the last round of the experiments, the parameters 
of the genesis block are remodified. The blockchain has been 
reconfigured and the DB has been reset to start the blockchain 
with the new update of the parameters, as follows: 

Genesis block updated configuration 

nonce → "0x0000000000000196" 
difficulty → "0x00099000" 
mixHash → 
"0x000000000000000000000000000000000000000000000000
0000000000000000" 

The experimental results of the research show the effect of 
increasing the security level of the blockchain network, using 
the input parameters that exist on the genesis block. Raising the 
values of these parameters has an obvious effect on the 
blockchain performance, as demonstrated by the increase in the 
latency values reported in the four experiments. 

TABLE VI. PERFORMANCE INDICATORS IN EXPERIMENT (4) 
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Query 1000 0 100.1 0.01 0.00 0.00 100.1 

Transfer 50 0 7.5 11.88 1.75 6.92 4.8 

 

Fig. 12. Operations Latencies in Experiment (4). 

 

Fig. 13. Transactions Send Rate and Throughput in Experiment (4). 

VI. CONCLUSION AND FUTURE WORK 

In this paper, a multilayered blockchain-based model has 
been developed with the aim of securing medical systems and 
managing the dispersed electronic medical records in 
immutable unified blockchain storage, in a completely 
decentralized manner using blockchain technology. Smart 
contracts were implemented to achieve peer-to-peer network 
security using the Solidity programming language. 

The performance analysis of the most popular Ethereum 
client, Geth, is carried out using the authorized performance 
benchmark framework “Ethereum Caliper”, considering the 
Send Rate (TPS), Max Latency (s), Min Latency (s), Avg 
Latency (s), Throughput (TPS). The results show that the effect 
of raising the security level on the blockchain network using 
the input parameters will add heavy overhead on the 
blockchain network performance as demonstrated in the four 
performed experiments. Each experiment has been performed 
with a different genesis block setup to demonstrate the 
correlation between high security and low performance. 

The future work shall focus on enhancing how IoT devices 
are connected to the blockchain network, in addition to 
enhancing how IoT devices communicate within different 
country-wide network clusters. 
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Abstract—This paper aims to effectively reduce the financial 
loss of enterprises by accurately and reasonably making early 
warning of investment project risks. This paper briefly 
introduced the index system used for investment project risk 
early warning. It constructed a project investment risk early-
warning model with a back-propagation neural network (BPNN) 
algorithm, and improved it with a genetic algorithm (GA) to 
solve the defect that the traditional BPNN is easy to fall into, 
over-fitting when reversely adjust parameters. An analysis was 
conducted on an electric power company in Hunan Province. 
Orthogonal experiments are performed to determine the 
population size and the number of hidden layers in the improved 
BPNN algorithm. The results showed that the improved BPNN 
algorithm had the best performance when the population size 
was set as 25 and the number of hidden layers was four; 
compared with support vector machine (SVM) and traditional 
BPNN algorithms, the GA-improved BPNN algorithm had better 
performance for early risk warning of investment projects. In 
conclusion, adjusting the parameters of a BPNN with a GA in the 
training stage can effectively avoid falling into over-fitting, thus 
improving the early warning performance of the algorithm; in 
addition, the improved BPNN has better early warning 
performance. 

Keywords—Neural network; project investment; early risk 
warning; genetic algorithm 

I. INTRODUCTION 
The rapid development of the economy has led to the 

emergence of various new enterprises, which further promotes 
the development of the economic market. In the process of 
enterprise development, the scale of an enterprise will be 
expanded, and during expansion, in addition to the existing 
profitable projects, the enterprise will also invest in other 
profitable projects [1] to further expand revenue and accelerate 
its development. However, there are few projects in the market 
that can make steady earnings, and more often than not, the 
projects available for investment carry different degrees of risk. 
Generally speaking, the higher the risk of an investment project 
is, the higher the ultimate return is, but the high risk of an 
investment project also means that the project is more likely to 
fail and lead to losses. The risk level of a project depends not 
only on the success probability of the project but also on the 
ability of enterprises to bear the losses after project failure [2]. 
When faced with the same project with a probability of failure, 
large enterprises that have more financial support than small 

enterprises can still operate normally even if the project fails, 
while small enterprises may not be able to operate normally, 
i.e., small enterprises will take more risks when facing the 
project. Therefore, before investing in a risky project, an 
enterprise needs to make an early warning assessment of 
project risks in conjunction with its financial situation to 
minimize the loss of the venture investment. The early warning 
assessment of a venture usually requires the appropriate 
professional knowledge of the assessor, but the managers of 
enterprises generally do not have the relevant professional 
knowledge [3]. Relying excessively on expert experience and 
subjective judgment when making decisions on a venture will 
seriously affect early risk warning. Therefore, enterprises need 
a relatively perfect project venture capital model to objectively 
warn the risk of investment projects and guarantee the smooth 
operation of the projects. This paper briefly introduced the 
index system used for investment project risk early warning, 
constructed a project investment risk early-warning model with 
a back-propagation neural network (BPNN) algorithm, 
optimized it with a genetic algorithm (GA), and analyzed an 
electric power company in Hunan Province. The novelty of this 
paper lies in the use of the GA to adjust the parameters in the 
BPNN, avoiding falling into over-fitting when adjusting the 
parameters reversely. The organization of this paper is 
introduction, related works, the construction of the neural 
network-based early financial warning model, example 
analysis, discussion, and conclusion. 

II. RELATED WORKS 
Zhu et al. [4] constructed a financial risk early-warning 

model based on the K-means clustering algorithm and found 
that the K-means clustering algorithm effectively avoided the 
negative subjective impact brought by artificially divided 
thresholds. Sun et al. [5] constructed a back-propagation neural 
network (BPNN)-based financial early-warning model, took 
mining listed companies as the research object, and found that 
the constructed early-warning model had a high prediction 
accuracy. Li et al. [6] introduced the L1 regularized support 
vector machine (L1-SVM) into the modeling of financial early 
warning systems as an effective feature selection technique and 
verified the feasibility of the technique in practical applications. 
Ouyang et al. [7] proposed a long short-term memory (LSTM) 
neural network under an attention mechanism for early 
warning of financial market risks. The final experimental 
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results showed that this neural network had good 
generalization ability and higher prediction accuracy compared 
with BPNN, support vector regression (SVR), and 
autoregressive integrated moving average (ARIMA) models. 
Qu et al. [8] put forward an improved kernel principle 
component analysis-based financial risk prewarning model for 
public hospitals, conducted experiments on the financial data 
of multiple public hospitals and listed companies, and verified 
the feasibility and effectiveness of the method. Ding [9] 
proposed to establish a fuzzy theory-based early risk warning 
management and intelligent real-time monitoring model system 
for financial enterprises and analyzed a listed company 
engaged in automobile sales. His study found that the use of 
fuzzy theory and modern network technology provided more 
accurate early warning and assessment of potential and 
apparent risks of financial enterprises. Feng et al. [10] 
constructed a BPNN-based enterprise financial risk prewarning 
model to predict financial crises and verified that the 
constructed prediction model could accurately predict the 
financial crises of the enterprises through predicting the finance 
of 200 manufacturing enterprises in 2018 and 2019. Qi et al. 
[11] proposed a variable precision rough set weighted k-nearest 
neighbor (KNN) network-based financial risk control 
algorithm and verified the algorithm’s algorithm through 
experiments. Zhang [12] used fuzzy neural networks to warn 
the credit risk of financing platform loans, verified the 
effectiveness of the algorithm by example analysis, and gave 
relevant suggestions. 

III. NEURAL NETWORK-BASED EARLY FINANCIAL RISK 
WARNING 

A. Constructing Early Risk Warning Indicators 
Before warning financial risks of an investment project, it 

is necessary to build an indicator system that can determine the 
investment risks of the project, and these indicators will be 
used as input parameters of the project risk early-warning 
model [13]. Selecting early risk warning indicators generally 
follows the criteria of indicator criticality, data source accuracy, 
indicator relativity, indicator validity, and indicator simplicity. 
Indicator criticality means that the selected indicators are 
related to capital flow. Data source accuracy means that the 
selected indicators can be obtained from the data sources. 
Indicator relativity means that the selected indicators are 
relative indicators, ignoring the influence of company size as 
much as possible. Indicator validity means that the selected 
indicators need to be universal and valid. Indicator simplicity 
means that the selected indicators should be easy to calculate. 

Different companies will invest in different types of 
projects due to their different positioning, and the risks 
possessed by different types of investment projects are also 
different. Therefore, only the general classification of 
indicators is given here, and the specific indicators will be 
given in the example analysis below. As shown in Fig. 1, the 
risk variables of project investment can be broadly classified 
into four types of risks: economic, technical, policy, and 
environmental risks. Project economic risk refers to the crisis 
faced by the investment project at the economic level. Project 
technical risk refers to the technical risk that arises during 
enterprise operation that can affect the project. Project policy 

risk refers to the degree of influence that can be caused by laws 
and regulations in the project investment process. Project 
environmental risk refers to the degree of influence of the local 
environment during the operation of the investment project, 
and outdoor projects are more likely to be affected by the 
environment, which requires specific analysis in different cases 
[14]. 

 
Fig. 1. General Classification of Early Risk Warning Indicators for 

Investment Projects. 

B. Neural Network-Based Project Risk Early-Warning Model 
The evaluation indicators of investment projects will be 

input into the input layer of the BPNN algorithm [15]; 
therefore, the number of nodes in the input layer depends on 
the number of indicators used to evaluate the risk of the 
investment project. The output layer outputs the evaluation 
results of the risk level of the investment project. The risk level 
is represented by 1, 2, 3, 4, and 5. “1” represents a low risk, 
and the larger the value is, the higher the risk is. The hidden 
layer is the core structure of the BPNN algorithm, and its 
number is decided according to the demand. Usually, the more 
the layers and nodes are, the deeper the law can be mined, and 
the more accurate the model prediction is, but it will increase 
the amount of computation [16]. The basic process of 
constructing an early warning model for investment project 
risk is as follows. 

1) The indicator data of different investment projects are 
collected according to the constructed financial risk early 
warning indicator system, as well as the risk assessment results 
of corresponding projects. 

2) The collected data are pre-processed to eliminate the 
abnormal data. The indicator data of investment projects are 
input into the input layer of the BPNN algorithm. 

3) The indicator data in the input layer are calculated layer 
by layer in the hidden layer [17]: 









−= ∑
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,              (1) 

where a  is the output of every layer, β  is the adjustment 
term of every layer, )(•f  is the activation function [18], and 
ω  is the weight between layers. 

4) The output result of the last hidden layer is passed to the 
output layer. The softmax function calculates in the output 
layer. The risk level of the investment project is output 
according to the calculation result. 
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5) The risk level of investment projects calculated by the 
BPNN algorithm is compared with the actual risk level 
obtained when collecting data, and the error between them is 
calculated. The cross-entropy [19] is used as the calculation 
error. The calculation formula of the error is: 

∑ ⋅−=
i

ii pyE ln
,              (2) 

where E  is the error, i  is the label serial number, which is 
the risk level, iy  is the judgment parameter [20], whose value 
is 1 when the actual risk level of the project is i  and 0 
otherwise, and 0 otherwise, ip  is the probability that the 
project risk level is i  in the calculation result. 

6) Whether the BPNN algorithm reaches the termination 
condition is determined. If it does, then the training ends, and 
the construction of the early risk warning model ends; if not, 
then the weight parameter in the hidden layer is reversely 
adjusted. The termination conditions for training the model are 
that the number of iterations reaches the preset maximum value 
or the calculation error converges to the preset threshold. The 
training is stopped when either of the above two termination 
conditions are met. 

The adjustment of the weight parameter in the hidden layer 
is based on the calculation error and learning rate. The output 
result converges in the direction of minimum error through the 
calculation error and learning rate. In this reverse adjustment 
process, the learning rate is crucial as it controls the 
convergence speed of the algorithmic model, and it is usually a 
fixed value; however, in the practical application process, there 
are a large number of local minima in the nonlinear error 
surface, and once the model training falls into the local minima, 
it is difficult to get out, which will seriously slow down the 
convergence speed [21]. Therefore, the GA is introduced to 
adjust the weight parameter of the BPNN algorithm. 

The process of training the improved BPNN algorithm 
using the GA [22] is as follows. Firstly, the chromosome 
population is generated for the GA. Every chromosome 
represents a parameter scheme of the BPNN algorithm, and 
every gene in the chromosome represents a parameter to be 
adjusted. Then, the parameter schemes represented by the 
chromosomes are substituted into the BPNN algorithm for 
forward computation according to steps (1)~(5) described 
previously to obtain the error. Then, whether the training 
should be terminated is determined. If not, the genetic 
operation is performed on the chromosome population, 
including crossover and mutation [23]. The crossover operation 
refers to exchanging the data on the same gene locus of two 
chromosomes according to the crossover probability, and the 
mutation operation refers to changing data at a single 
chromosome locus according to the mutation probability. The 
genetically manipulated population is substituted into the 
BPNN algorithm again to repeat steps ①~⑤ are repeated 
until the model reaches the termination condition. 

IV. EXAMPLE ANALYSIS 

A. Analysis Object 
An electric power company in Hunan Province was taken 

as an example. The work that this power company can 
undertake includes power engineering survey, manufacturing, 
design, and sales. The company has a relatively good 
organizational structure. The shareholders’ meeting is the 
highest authority of the company and appoints other 
departments. The board of directors is the representative 
department elected by the shareholders’ meeting to manage the 
company’s business operations, and the operating management 
layer established under the board of directors manages 11 
departments. 

The basic process for project investment is to bid and 
process the winning project. The company’s management 
department does not have a set of strict evaluation procedures. 
The department manager expresses his investment intention 
first, and then the financial department decides whether the 
project can be invested in after a simple qualitative analysis. 
The whole process is highly subjective and nonstandard. 

In addition to qualitative analysis that can determine the 
presence or absence of project risks, quantitative analysis is 
also needed to determine the level of project risks to help the 
management layer make more scientific and rigorous 
judgments [24]. 

B. Project Risk Early Warning Indicator System 
The project data required for the case study were collected 

from the information disclosed on the official website of the 
company. A field survey was conducted on the company to 
collect project analysis information such as project investment 
plans and cost reports that are publicly available. 

These data were pre-processed before formal use, which 
was because the data volume that the company could provide 
was limited and some projects were suspected of fraud. Pre-
processing supplemented some data and eliminated the part 
that could not be supplemented. After pre-processing, the total 
number of samples was 500, of which 300 were randomly 
selected as the training set and the remaining 200 as the test set. 

Before establishing the improved BPNN-based early risk 
warning model, the corresponding early risk warning indicator 
system was established. This paper analyzed the early warning 
indicators of this electric power company by referring to the 
general classification of the indicators given in the previous 
section. There were thirty-four second-level indicators under 
the four first-level indicators of economy, technology, policy, 
and environment. Although more early warning indicators 
were good for prediction accuracy, the calculation volume was 
also larger. Some indicators had low relevance and would not 
affect the prediction even if ignored. Thus, the 34 second-level 
indicators were screened to eliminate those with low relevance 
to reduce the computational effort. 

Table I shows the early warning indicators screened after 
the KMO test, Bartlett test [25], and regression analysis, the 
KMO test statistic was 0.736, which exceeded 0.7, and the 
Bartlett test statistic was 276.35. In addition, the p-values of all 
13 indicators in Table I were less than 0.01. 
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TABLE I. THE SCREENED-PROJECT RISK WARNING INDICATOR SYSTEM 

The first-
level 
indicators 

The second-level 
indicators 

P-
value 

Kaiser-
Meyer-
Olkin 
test 

Bartlet
t’s test 

Project 
economic 
risks 

Project cost-income ratio 0.001 

0.736 276.35 

Net income ratio 0.000 
Asset turnover ratio 0.003 
Turnover of account 
receivable 0.000 

Asset-liability ratio 0.003 

Liquidity ratio 0.002 
Sales growth rate 0.000 
Preservation and 
appreciation ratio 0.000 

Project 
technical 
risks 

Payback period 0.002 

Construction technology 0.000 
Construction management 0.000 

Project 
environme
ntal risks 

Project approval method 0.001 

Social conduct 0.002 

C. Parameter Setting 
A BPNN algorithm modified by the GA was used to 

construct a project investment risk early-warning model. The 
number of nodes in the input layer of the BPNN algorithm was 
set as 13 according to the feature number of indexes that need 
to be input, and the sigmoid function was used as the activation 
function in the hidden layer for fitting nonlinear laws. For the 
GA-improved BPNN algorithm, factors that affected its 
prediction performance also included the population size of the 
GA used for adjusting the weight parameter in addition to the 
number of hidden layers in its structure. Therefore, orthogonal 
experiments were used to test the performance of the improved 
BPNN algorithm with one, two, three, four, and five hidden 
layers under the genetic population size of 10, 15, 20, 25, and 
30. The population size and the number of hidden layers with 
the best performance were selected and used for the subsequent 
comparison experiments. 

To further test the early warning performance of the 
improved BPNN algorithm for project risks, it was compared 
with SVM and traditional BPNN algorithms. The parameters 
of the SVM algorithm are as follows. The sigmoid function 
was used as the kernel function for mapping features to a high-
dimensional space to linearize nonlinear features as much as 
possible, and the penalty factor was set as one. The number of 
nodes of input and output layers and the number of hidden 
layers of the traditional BPNN algorithm were the same as 
those of the improved BPNN algorithm, the activation function 
was used as the activation function, and the learning step 
length was 0.02. 

D. Experimental Results 
Table II and Fig. 2 show the results of the orthogonal 

experiments for the population size and the number of hidden 
layers of the improved BPNN algorithm. First, it was noticed 
from Fig. 2 that the overall accuracy of the improved BPNN 
algorithm for investment project risk prediction increased as 
the population size and the number of hidden layers increased, 

but the overall accuracy of the improved BPNN algorithm 
tended to be constant after the population size reached 25, and 
the overall accuracy of the improved BPNN algorithm also 
tended to be constant after the number of hidden layers reached 
four. However, comparing the average single-project time 
consumption under different population sizes and hidden layers 
in Table II, it was found that the average single-project time of 
the algorithm always increased as the population size and the 
number of hidden layers increased. In other words, increasing 
the population size and the number of hidden layers could 
increase the overall accuracy of the improved BPNN algorithm 
and also increase the prediction time, but after they increased 
to certain levels, the prediction time still increased, but the 
overall accuracy of the prediction tended to be constant. 
Therefore, the population size of the improved BPNN 
algorithm was 25, and the number of hidden layers was four. 

Fig. 3 shows the test results of the early risk warning 
performance of SVM, traditional BPNN, and improved BPNN 
algorithms for investment projects. It was seen that the 
accuracy, recall rate, and F-value of the SVM algorithm for 
early risk warning of investment projects were 75.3%, 70.1%, 
and 72.6%, respectively; the accuracy, recall rate, and F-value 
of the traditional BPNN algorithm for early risk warning of 
investment projects was 91.2%, 82.1%, and 86.4%, 
respectively; the accuracy, recall rate, and F-value of the 
improved BPNN algorithm for risk warning of investment 
projects was 97.5%, 96.6%, and 97.0%, respectively. It was 
seen from Fig. 3 that the accuracy, recall rate, and F-value of 
the SVM-based early-warning model were the lowest, and 
those of the GA-based BPNN model were the highest. 

TABLE II. AVERAGE TIME SPENT BY THE IMPROVED BPNN ALGORITHM 
WITH DIFFERENT POPULATION SIZES AND NUMBER OF HIDDEN LAYERS ON A 

SINGLE PROJECT 

 
One 
hidden 
layer 

Two 
hidden 
layers 

Three 
hidden 
layers 

Four 
hidden 
layers 

Five 
hidden 
layers 

Population 
size 10 98 ms 110 ms 131 ms 163 ms 205 ms 

Population 
size 15 121 ms 140 ms 162 ms 184 ms 213 ms 

Population 
size 20 176 ms 195 ms 211 ms 234 ms 252 ms 

Population 
size 25 223 ms 241 ms 264 ms 287 ms 303 ms 

Population 
size 30 251 ms 272 ms 295 ms 316 ms 339 ms 

 
Fig. 2. Overall Accuracy of the Improved BPNN Algorithm under different 

Population Sizes and Number of Hidden Layers. 
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Fig. 3. Performance of Different Project Investment Risk Early-warning 

Models. 

V. DISCUSSION 
Conventional enterprises will continue to expand their 

scales in the process of development, and they will make 
investments in different projects to obtain returns in the process 
of expansion. However, all project investments are risky. 
Usually, the greater the risk, the higher the return, but high 
risks also means that the probability of project failure. Once a 
project fails, the enterprise will suffer from huge losses, which 
is not conducive to its development. Thus, before investing in a 
new project, companies need to assess the risk to assist them in 
making decisions about the project investment. Traditional risk 
assessment is done manually, which is inefficient and 
subjective. In order to improve the efficiency of risk 
assessment and also to enhance the objectivity of the 
assessment results, intelligent algorithms are introduced into 
the early warning of project investment risks. This paper 
selects the BPNN algorithm, which can make a good fit to the 
nonlinear law, to warn the project investment risk and 
improved the traditional BPNN algorithm with the GA. Finally, 
an electric power company in Hunan province was analyzed, 
and the improved BPNN algorithm was compared with SVM 
and traditional BPNN algorithms. The experimental results 
have been shown in the previous section. 

In the orthogonal experiments conducted by the improved 
BPNN algorithm on the genetic population size and the number 
of hidden layers in the BPNN, the early warning accuracy of 
the algorithm gradually increased but also stabilized as the 
population size and the number of hidden layers increased, and 
meanwhile the evaluation time also increased. The reason is as 
follows. The increase in the population scale made the 
parameters lead to more choices of parameters in the BPNN 
and increased the possibility of finding suitable parameters, 
and the increase in the number of hidden layers allowed the 
algorithm to fit the nonlinear law better, thus the early warning 
accuracy increased. However, both the increase in the 
population size and the increase in the number of hidden layers 
increased the computational effort of the algorithm, leading to 
an increase in computation time. 

The comparison of the three early warning algorithms 
showed that the improved BPNN algorithm had the best 
performance, followed by the traditional BPNN algorithm, and 
the SVM algorithm had the poorest performance. The reason is 
as follows. Although the SVM algorithm could classify the risk 
level of investment projects relatively quickly and effectively, 

the hyperplane it used was difficult to fit the nonlinear law; the 
traditional BPNN algorithm could fit the nonlinear law better, 
but the local minimum in the error surface in the training 
process could make the algorithm converge prematurely; after 
the improvement by the GA, the crossover and mutation 
operations adjusted the parameters to avoid falling into the 
local minimum, and the BPNN algorithm fully applied its 
nonlinear fitting to explore the laws, so it performed better in 
early warning. 

VI. CONCLUSION 
This paper briefly introduced the indicator system used for 

investment project risk early-warning and used the BPNN 
algorithm to construct the project investment risk early-
warning model. The BPNN algorithm was improved by the GA. 
An electric power company in Hunan Province was taken as a 
subject for analysis. The population size and the number of 
hidden layers in the improved BPNN algorithm were 
determined by orthogonal experiments. The results are as 
follows. (1) The increase in population size and the number of 
hidden layers in the improved BPNN algorithm improved the 
early warning accuracy; when the accuracy tended to be 
constant, the average time spent on early warning for a single 
project increased, so the final population size was set as 25, 
and the number of hidden layers was set as 4. (2) The accuracy, 
recall rate, and F-value of the SVM-based early-warning model 
were the lowest, those of the traditional BPNN algorithm-based 
model were higher, and those of the GA-improved BPNN 
algorithm-based model were the highest. 
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Abstract—In the modern world, everyone wishes that their 

personal information wouldn't be made public in any manner. In 

order to keep personal information hidden from prying eyes, 

privacy protection is essential. The data may be in the form of 

big data and minimization of risk and protection of sensitive data 

is important. In this research, a revolutionary customized 

privacy-preserving method is implemented that addresses the 

drawbacks of earlier personalized privacy as well as other 

anonymization methods. There are two main components that 

make up the proposed method's core. Delicate Information and 

Delicate Weight are two additional attributes which are used in 

the record table, are covered in the first section. The record 

holder's Delicate Information (DI) decides whether or not secrecy 

should be kept or if it should be shared. How delicate an 

attribute value is compared to the rest is indicated by its Delicate 

weight (DW). The second part covers a new representation used 

for anonymization termed the Frequency Distribution Block 

(FDB) and Quasi-Identifier Distribution Block (QIDB). 

According to experimental findings, the proposed system 

executes more quickly and with less data loss than current 

approaches. 

Keywords—Privacy preservation approach; quasi identifier 

distribution block; frequency distribution block; big data; 

anonymization 

I. INTRODUCTION 

Electronic Medical Records (EMRs) are currently widely 
used in healthcare networks. It makes it possible for people to 
easily and adaptably exchange their medical data. For instance, 
instead of needing to search through multiple physical records, 
a patient or his/her physician merely needs to access the data 
from a database to locate their diagnostic report. Advanced 
electronic medical record systems face a significant issue when 
it comes to securely storing and accessing electronic medical 
records because healthcare information is so sensitive [1]. 
Hadoop and big data analytics play a significant part in 
analyzing and processing the patient information in many 
forms to provide potential uses [2]. Investigation can leverage 
private data from several organizations to identify patterns. For 
instance, if a patient's private data is available across various 
hospitals, researchers can utilize it to better understand the 
patterns associated with a given disease and, as a result, make a 
more accurate diagnosis. The unprocessed information found 
in hospitals includes specific information on the patient, such 
as identity, address, date of birth, zip code, symptoms and 

illness[3]. Before being delivered to the data receiver, the name 
and residential address information that are deemed private are 
stripped from the raw data which is also known as micro data. 
Furthermore, this micro data includes information like postal 
code and date of birth that can be connected to other external, 
publicly accessible data bases to re-identify sensitive value[4]. 
Linking attack refers to the process of re-identifying a record 
by connecting published data to publicly available data. Let us 
consider the patient records released by the hospital in Table I, 
for instance, which excludes data like name, residential data, 
and other private details. By joining the information from 
Table I with the publicly accessible external data base given in 
Table II, the intruder can disclose personal information. The 
query may appear like, 

Select name, disorder from external_table as A, 
patient_table as B where A.postal=B.postal and A.age=B.age; 

Since people are reluctant to volunteer their private data, it 
is extremely concerning that the answer to this query provides 
complete data about the illness and the name of the person. The 
join, which is referred to as Record Level Disclosure, may 
provide a value for age 36 and postal code 38677. Researchers 
employ techniques categorized as Privacy Preserving Data 
Publishing (PPDP) to hide confidential material from 
recipients. Quasi-Identifier (Q) attributes are characteristics 
found in Released Patient Data that can be connected to 
external, publicly accessible data bases, such as Postal Code, 
Date of Birth, etc. Data is modified in a way that leads to 
duplicate rows in the resulting table, limiting disclosure. 
Through the use of generalization, there has to be more than 
one implicit connection to the external data base. Thus, the k-
anonymity algorithm is implemented for measuring this. Each 
entry in a table is indistinguishable from minimum k-1 other 
entries with regard to each and every set of quasi-identifier 
attributes if it fulfills the k-anonymity condition; such a table is 
known as a k-anonymous table. 

With personalized anonymization, a guard node is utilized 
to determine if the record holder is willing to disclose the level 
of sensitivity upon which the anonymization will be carried 
out. As the record owner sensitivity is a generic one, the 
majority of the sensitive values that are included in the secret 
data base do not necessitate privacy protection. Therefore, just 
a small portion of the distribution's records need to be private. 
For instance, a record holder with malaria will not really mind 
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sharing his identity, in contrast to a record holder with HIV. 
The fact that some HIV-positive record owners are willing to 
expose their identities justifies this proposed privacy 
preservation strategy. 

In other words, every group of quasi-identifier values needs 
a minimum k-1 records, and they can be tricked by connecting 
a record from the disclosed data to a database with many 
entries that is publicly accessible. A two-anonymous 
generalization for Table I is shown in Table III. Assuming that 
the intruder uses a publicly accessible database and discovers 
that Ramesh is 36 years old with a postal code of 38677 and 
that he has a disorder, the intruder looks at anonymized Table 
III and learns that 38677 and 36 have been generalized to 
386** and [30-40] which can be associated with two entries of 
releases table and that the disorder cannot be derived from this 
information. Lungs disease has been hidden and is not intended 
for publishing in this table (<386**,[50-60],Lung Disease>). 
Similar findings occur if the intruder attempts to infer Sitaram's 
illness, which belongs to category 3, but since every member 
of the category possesses the same sensitive property, the 
attacker deduces that Sitaram has fever. 

Attribute level disclosure results from this release of 
confidential information. This occurs when a set of disorders 
are indeed symptoms of the same condition. To tackle this 
issue l-diversity was introduced. If the sensitive characteristic 
has at minimum l "well-represented" values, then an 
equivalence class has l-diversity. If each equivalence class in a 
table possesses l-diversity, the table has l-diversity. 
Additionally, skewness and similarity attacks are a drawback 
of l-diversity. Proximity was viewed as a method of 
overcoming this. The distribution of sensitive attributes in this 
strategy must match the anonymized chunk. Thus, there is a 
data loss. 

In this paper, the research work is arranged into five 
sections. In Section 2, related work of various researchers and 
research limitations are described in detail. In Section 3, our 
proposed model is discussed. Experimental findings and 
discussion of each test is described in Section 4. Thus, in 
Section 5, research work is concluded and future scope of work 
is discussed. 

TABLE I. PATIENT RELEASED DATA 

Postal Code Age Disorder 

38677 36 Mouth ulcer 

38602 38 Brain cancer 

38678 42 Fever 

38685 46 Fever 

38905 52 Fever 

38906 56 Fever 

38909 53 Fever 

38673 58 Lungs Disease 

38607 65 Lungs Disease 

38655 68 Brain cancer 

TABLE II. EXTERNAL DATABASE 

Name Postal Code Age 

Ramesh 38677 36 

Laxmi 38677 45 

Suresh 38602 38 

Nageshrao 38602 32 

Anupama 38678 42 

Sitaram 38905 52 

Kishor 38909 53 

Vijay 38906 56 

-- -- -- 

TABLE III. ANONYMOUS DATA 

Postal Code Age Disease 

386** [30-40] Mouth ulcer 

386** [30-40]   Brain cancer 

386** [40-50] Fever 

386** [40-50] Fever 

389** [50-60] Fever 

389** [50-60] Fever 

389** [50-60] Fever 

386** [50-60] Lungs Disease 

386** [60-70] Lungs Disease 

386** [60-70]    Brain cancer 

II. LITERATURE SURVEY 

Two anonymous techniques were presented by Xingguang 
Zhou et al. [5] that not only ensure data secrecy but also realize 
anonymity for patient. When attackers select attack 
destinations before gathering data from the electronic health 
record, the first strategy obtains modest security. The second 
strategy ensures total security by having attackers select attack 
targets in an adaptive manner upon contact with the electronic 
medical record system. It also suggested a method for EMR 
holders to use an anonymous search engine to find their 
electronic health records. As per Safa Bahri et al. [6]  
enormous amount of information, especially clinical data, has 
recently been amassed as a result of the intensification of 
emerging innovations that the large majority of people in the 
globe have accepted. Medical associations have acquired and 
analysed this clinical information and gain information and 
ideas that may be used to a variety of clinical judgments, 
including recommendations for medications and improved 
diagnoses. This paper mentions the significant effects that Big 
Data has on healthcare stakeholders, including patients, 
doctors, pharmaceutical and medical technicians, and medical 
insurance companies. It also examines the various difficulties 
that must be overcome in order to maximize the advantages of 
all the Big Data and the software that are presently accessible. 
Such large data can be stored on the devices customized to 
application processing [7]. 
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A Secured as well as Anonymous Biometric Based User 
Authentication technique is introduced by B D Deebak et al. in 
2017 [8] to guarantee secure data transmission in medical 
applications. This study demonstrates that a hostile cannot 
pretend to be a registered user in order to get unauthorized 
entry to or revoke an intelligent mobile card. For the purpose of 
demonstrating security and energy efficiency in healthcare 
application systems, a formal study relied on the random-oracle 
approach and resource evaluation is presented. The suggested 
method also incorporates some efficiency study to demonstrate 
that it offers high-security characteristics for developing 
intelligent medical application systems in the IoM. In 2019, 
Jorge Bernal Bernabe et al. [9] conducted a thorough 
evaluation of the State-of-Art (SoA) for privacy-preserving 
research approaches and methods in blockchain, and also the 
primary connected privacy issues in this exhilarating and 
disruptive technology. The survey includes privacy strategies 
in permissioned and privatized blockchains along with privacy-
preserving research report and methods in accessible and 
private blockchain, such as Bitcoin and Ethereum. The analysis 
of various blockchain use cases includes looking at areas 
including Electronic-Government, Electronic-Health, crypto 
currency, developed cities, and cooperative ITS. 

A Privacy-Preserving-Reinforcement-Learning (PPRL) 
architecture for the cloud computing system is proposed by 
Jaehyoung Park et al. in 2020 [10]. The proposed methodology 
makes use of learning with errors based cryptosystem for 
completely homomorphic encryption. Various cloud 
computing dependent intelligent service contexts are used to 
carry out effective analysis and assessment for the developed 
PPRL architecture. A stateless cloud monitoring approach for 
non-manager adaptive group data with preserving the privacy 
is proposed by Xiaodong Yang et al. [11]. With the random 
masking approach, the proposed methodology not only 
achieves individual identity privacy preservation but also data 
confidentiality preservation. Marwa Keshk et al. [12] present a 
thorough analysis of the most recent privacy-preserving 
methods for defending Cyber Physical System (CPS) 
technologies and their data against online threats in 2021. The 
ideas of privacy preservation and CPSs are examined, with an 
emphasis on the parts of cyber physical systems and how these 
systems might be hacked physically or digitally. Abdullah Al 
Omar et al. [13] presented an approach for the healthcare 
system which ensures data security and transparency. 
Additionally, the Ethereum platform is used to integrate 
insurance policies into the suggested system's blockchain, and 
cryptographic techniques are used to protect private 
information. 

A mathematical formulation for an identity-based 
encryption strategy for the protection of patient confidentiality 
during the gathering of clinical records for evaluation is 
presented by Kissi Mireku Kingsford et al. in 2017[14]. The 
submission of medical data for analysis is becoming an 
essential element of daily life. To protect the confidentiality of 
patient, the model dissociates the identity of the patient from 
the investigated data upon data submission. A thorough 
analysis of privacy protection in big data from the 
communication point of view is presented by Tao Wang et al. 
in 2018[15]. It focuses on privacy-preserving methods, 

especially differential privacy, and the basic privacy-preserving 
paradigm. Additionally, it examines the difficulties with 
differential privacy as well as its variations and modifications 
for various novel apps. Muneeb Ul Hassan et al. [16] have 
performed a detailed analysis of differential privacy 
approaches for CPSs as presented in 2019. Specifically, it 
looks at how differential privacy is used and implemented in 
four key CPS uses: energy, medical, transportation, healthcare 
& industrial Internet of things. It also outlines unresolved 
problems, difficulties, and prospective research directions for 
CPS differential privacy approaches. This investigation can be 
used as the foundation for the creation of cutting-edge 
differential privacy methods to handle numerous issues and 
CPSs' data privacy contexts. 

The privacy of Kim's approach was assessed by Kefei Mao 
et al. [17], who show that the plan is actually vulnerable to the 
stolen smart - card threat. The plan also has some impassable 
stages, and the privacy assumption is excessively rigid. In 
addition, a novel technique built on Kim's as well as the 
quadratic residue hypothesis is investigated. In contrast to the 
current plans, the latest proposal does not call for the electric 
medical record database to personally communicate different 
secure values with patients and physicians. As a result, it is 
more useful and practical. It demonstrates that the suggested 
approach can offer greater protection than Kim's earlier plan. A 
unique architecture to enable privacy-preserving Machine 
learning (ML) was proposed by Kaihe Xu et al.[18], where the 
training data are spread and every shared data chunk is of 
enormous volume. To accomplish privacy preservation, it 
actually makes use of the Apache Hadoop platform's data 
locality attribute and just a few cryptographic functions at the 
Reduce functions. The comprehensive simulations used to 
show the presented strategy's robustness and consistency 
demonstrates that it is safe in the semi-honest framework. 

In 2017, Tanashri Karle et al. [19] focused on protecting 
privacy by utilizing an anonymization methodology and a 
thorough investigation of two anonymization techniques are 
discussed namely - Datafly Technique and the Mondrian 
Algorithm. While Mondrian method is more suited for real 
datasets, Datafly technique is better suited for synthetic 
datasets. By using privacy preservation on a medical dataset in 
2017, Balaji K. Bodkhe et al. [20] preserve a person's identity 
and any associated disorders (sensitive feature). The techniques 
including slicing, generalization, suppression and bucketization 
are utilized. These techniques guarantee privacy preservation 
while maintaining the usefulness of the data. The goal of  
S.Sathya et al. [21] is to take advantage of the new privacy 
difficulties posed by big data and focus on effective, privacy-
preserving computation in the big data era. In order to address 
the effectiveness and privacy needs of Data Mining (DM) in 
the big data era, it first formalizes the overall framework of big 
data analytics, identifies the related privacy requirements, and 
introduces an effective and Privacy-Triple-DES as an instance. 

To minimize and protect the data from unwanted parties, S. 
Shimona et al. [22] offer the PPDM strategies in a concise 
manner together with other privacy preservation measures in 
2020. In 2020, Suneetha V et al. [23] introduced a unique 
concept called spark that uses Apache Spark to manage big 
data in the health care industry quickly and effectively while 
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using K-anonymization as well as L-diversity to disguise 
private data. The suggested method ensures that shared 
information will not reveal the actual information and that 
sensitive data is separated before being sent to Hadoop 
distributed file system. In 2019, Hui Jiang et al. [24] 
highlighted the fundamental steps of Hadoop-based big data 
analysis and included technical recommendations for common 
actual and off-line application scenarios. These 
recommendations were based on a review of the ecological 
structure of Hadoop. In order to have some reference value for 
the development of a big data platform and for the analysis and 
processing of huge data, Hadoop was utilized to construct the 
application context and the WordCount scenario was merged to 
assess the MapReduce calculation procedure. 

A cooperation privacy preservation strategy for wearable 
technology was developed in 2018 by Hong Liu et al. [25] with 
id validation and data access control concerns in the space and 
time-aware settings. To obtain a secure healthcare pathway 
query under e-medical cloud servers without disclosing the 
secret data of patients like name, sex, age, location and also the 
information of hospitals like diagnosis, medication, and cost. 
Mingwu Zhang et al. [26] suggested a Privacy Preserving 
Enhancement of medical pathway query method. To maintain 
confidentiality in the e-Healthcare system, the suggested 
methodology first develops a number of privacy-preserving 
protocols like privacy-preserving medical comparison, privacy-
preserving phase selection, and privacy-preserving phase 
update. It then implements the greedy approach in a secure way 
to carry out the query as well as the Min-Heap innovation to 
make it more efficient. This approach is feasible and effective 
with regard to computational time and cost, according to test 
findings. In 2018, Abdulatif Alabdulatif et al. [27] set out to 
propose a cloud-based solution for real-time patient monitoring 
that protects user privacy by spotting changes in a variety of 
important health indicators of participants of smart 
communities. IoT-enabled wearable devices' produced vital 
sign information is analysed in real-time on the cloud. The 
construction of a predictive method for the smart community 
while taking into account the sensitivity of information 
processing in a third-party context is the main topic of this 
paper (e.g., cloud computing). For enabling data prediction 
with patterns, it designed a crucial sign change detection 
method employing Holt's linear trend approach, where 
completely homomorphic encryption technique is applied to 
carry out calculations on an encrypted area that may protect 
data privacy. Additionally, a parallel strategy for encrypted 
operations using the MapReduce method of Apache Hadoop 
was proposed in order to minimize the burden of the 
completely homomorphic encryption technique across massive 
healthcare data. 

The difficulties and needs of creating frameworks and 
procedures for globally distributed data processing are 
investigated and discussed by Shlomi Dolev et al. in 2017 [28]. 
It categorizes and studies the overhead problems associated 
with batch, stream and SQL-style processing using geo-
distributed architectures, methods, and techniques. Using 
differential privacy, Miao Du et al. [29] present and put into 
practice a ML technique for smart edges in 2018. In a wireless 
big data situation, anonymization in training datasets is the 

main priority. Additionally, it designs two distinct techniques, 
Output and Objective Perturbation which fulfill differential 
privacy, and guarantees privacy and security by including 
Laplace techniques. Additionally, for correlated datasets, 
differential privacy preservation algorithms are offered, 
providing privacy through theoretical inference. Ultimately, 
tests were conducted using TensorFlow and the effectiveness 
of the technique was assessed using the four datasets STL-10, 
SVHN, MNIST and CIFAR-10. The suggested approach 
effectively ensures accuracy upon benchmark datasets while 
safeguarding the confidentiality of training datasets. 

A scalable approach to the local-recoding issue for big data 
anonymization over proximity privacy violations was 
investigated by Xuyun Zhang et al. [30]. The study proposes a 
proximity privacy framework that provides the semantic 
proximity of sensitive values including numerous sensitive 
attributes. It also models the local recoding issue as a 
proximity-aware clustering issue. It presents a scalable two-
phase clustering method that combines the proximity-aware 
agglomerative clustering technique and the t-ancestors 
clustering technique. The methods were created using 
MapReduce to provide good scalability using cloud-based 
data-parallel processing. Numerous tests using real data sets 
show that the method greatly outperforms existing methods in 
terms of scalability, time efficiency, and capacity to fight 
against proximity information leakage. 

As per Haiping Huang et al. [31], Electronic-healthcare has 
substantially benefited from the industrialization of cloud 
computing, Internet of things and Wireless-body-Area-
Networks (WBANs). Furthermore, there are still several 
obstacles standing in the way of e-Healthcare's growth, 
especially issues with data security and privacy protection. 
Healthcare system architecture is formulated to overcome these 
issues. It gathers health information from WBANs, transfers it 
across a substantial wireless sensor network, and then releases 
it into Wireless-Personal-Area-Networks (WPANs) through a 
gateway. Additionally, healthcare system uses the 
Homomorphic Encryption Dependent on Matrix scheme to 
assure confidentiality, the Groups of Send-Receive Model 
strategy to accomplish key distribution, and an intelligent 
system capable of autonomously analyzing the encrypted 
health data and reporting the findings. The confidentiality, 
privacy, and improved efficiency of healthcare system are 
evaluated theoretically and experimentally in comparison to 
existing systems or techniques. Lastly, the practicality of the 
healthcare system prototype implementation is examined. A 
privacy-preserving approach is put forth by Marwa Keshk et al. 
in 2019 [32] in order to obtain both safety and confidentiality 
in intelligent power networks. A two-level privacy component 
and an anomaly detection component are the framework's two 
core components. Using open datasets, the outlier detection 
module trains and validates the outcomes of the two-level 
privacy component using a Long-Short-Term-Memory DL 
approach. In contrast to various cutting-edge methodologies, 
the experiments demonstrated that the proposed architecture 
can effectively secure data of intelligent power networks and 
identify anomalous behaviors. The term "optimal distributed 
estimate" refers to a conceptual framework created by Jianping 
He et al. in 2018 [33] to examine how to maximize the 
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assessment of a neighbor’s original data using the collected 
local data. The disclosure probability is then looked into as part 
of the best estimation for the data privacy evaluation. The 
privacy-preserving average consensus method's data privacy 
has been further examined using the established framework, 
and the best noises for the technique are identified. 

In 2018, Weichao Gao et al. [34] used the idea of 
homomorphic encryption as well as secured network protocol 
development to tackle the issues of privacy preservation for 
information auction in CPS. A general Privacy-Preserving 
Auction Strategy is put forth, in which an unreliable third-party 
trade platform is made up of the two distinct entities of the 
auctioneer and interim platform. A winner in the auction 
procedure is defined and all bidder data is hidden by using 
homomorphic encryption as well as a one-time pad. However, 
it also suggests an Enhanced Privacy Preserving Auction 
Method that makes use of an extra signature verification 
technique in order to increase the overall security of the 
privacy preserving auction. Each strategy’s viability is 
confirmed through in-depth theoretical analysis and thorough 
performance tests, which also include an examination of attack 
tolerance. A unique privacy-preserving anomaly - based 
detection methodology, known as PPAD-CPS, is suggested by 
Marwa Keshk et al. in 2018 [35] for safeguarding private data 
and identifying hostile findings in power technology and 
associated network traffic. There are two primary components 
in the architecture. In order to meet the goal of privacy 
preservation, a data pre-processing component is first proposed 
for filtering and changing original information into a new 
format. Secondly, an anomaly-based detection component 
utilizing a Kalman Filter as well as Gaussian Mixture Model 
for accurately predicting the posterior probabilities of normal 
and malicious events is proposed. Two open datasets, the 
Power System as well as UNSW-NB15 dataset, are used to test 
the efficiency of the architecture. 

III. PROPOSED SYSTEM 

The privacy-preserving method we propose overcomes the 
drawbacks of existing techniques and other anonymization 
methods. There are two main parts that make up the proposed 
method's core. The first part of the equation concerns with 
additional attributes utilized in the table namely Delicate 
Information and Delicate weight. The DI indicates whether the 
privacy of the record owner's private data should be protected 
or released. DW determines the sensitivity of the attribute. DW 
is necessary for DI. 

When the person provides their data, DI can be accessed 
easily from them. DW could be based on previously acquired 
sensitive attribute information. The same level of protection is 
provided for every sensitive attributes by conventional privacy 
approaches, which has been addressed in this approach by the 
implementation of DI and DW. The flag DI=0 indicates that 
the entry holder is not willing to share his confidential 
attribute, while DI=1 indicates that he has no problem doing 
so. The publisher has highlighted DW for any sensitive 
attributes where confidentiality is crucial.  For instance, a 
record holder with the fever or gastroenteritis is less reluctant 
to expose his identify than a label owner with cancer. 
Whenever the sensitive attribute is a very common disorder 

like the fever or mouth ulcer, DW=0 is being used; for a 
sensitive attribute like brain cancer, which is uncommon, 
DW=1 is utilized. For DW=0, DI has a default value of 1, and 
for DW=1, the record holder's DI values are accepted. 

TABLE IV. DW FOR DISORDERS 

Disease DW 

Mouth ulcer 0 

Brain cancer 1 

Fever 0 

 Lungs Disease 1 

The second section discusses a novel approach for 
evaluating the distribution known as the FDB and QIDB. Each 
disorder's spread in the FDB is based on original, personal 
data. QIDB is formed for each entry with DW=1 and DI=0. 
Several QIDB chunks will exist. These chunks are needed to 
make sure that each particular QIDB and distribution of FDB is 
synchronized. 

TABLE V. PATIENT RELEASED DATA WITH DW AND DI 

Postal Code Age Disorder DW DI 

38677 36 Mouth ulcer 0 1 

38602 38 Brain cancer 1 0 

38678 42 Fever 0 1 

38685 46 Fever 0 1 

38905 52 Fever 0 1 

38906 56 Fever 0 1 

38909 53 Fever 0 1 

38673 58 Lungs Disease 1 1 

38607 65 Lungs Disease 1 0 

38655 68     Brain cancer 1 1 

TABLE VI. FREQUENCY DISTRIBUTION BLOCK 

Disease Probability 

Mouth ulcer 0.1 

Brain cancer 0.2 

Fever 0.5 

Lungs Disease 0.2 

A. Model and Terminology for Proposed Personalized 

Privacy 

Let R be a connection providing personal information about 
a set of people. There are four groups of attributes in R. 

• Unique Identifiers Uj - It can be used to identify 
individuals who are eliminated from R. 

• Quasi identifiers QIj - its value can be combined with 
publicly available information to determine a person's 
identity. 
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• Delicate attributes Dj – It is secretive or delicate to the 
record holder. 

• Non quasi identifiers NQIj – It doesn’t fall into any of 
the three categories. 

The goal of proposed method is to obtain a generalized 
table R* such that distribution of every QIDB is comparable to 
the diversity of the entire distribution as seen in FDB. For ease 
of use, the full set of quasi identifiers is denoted by QI, and its 
values by q. In a similar manner, there is a single delicate 
attribute Di and its value d. Relation R comprises of m number 
of tuples R={r1,r2,…,rn}. Record holder data can be obtained 
by referring as rj.d to represent delicate value and rj.q for quasi 

identifier value 1≤ j ≤ m. 

1) Delicate Weight- for every tuple r ∈R, its delicate 

weight is added. This value is derived from Relation W(ds,dw) 

where ds indicates disorder and dw indicates delicate weight. 

W contains p records 

rj.dw={ wj.dw if wj.ds=ri.d 1≤ i ≤ p } for every 1 ≤ j ≤ m 

Table IV provides the dw value for every disorder. Table I 
is used to create this distribution. 

2) Delicate Information - for every tuple r ∈ R, its 

Delicate Information is indicated as r.di. 

rj .di= {1 if ri .dw=0  ud      rj.dw=1 } for every  1 ≤ j ≤ m 

The value of user defined (ud), is either 0 or 1. If the value 
of ri.di is zero, the user is not prepared to share his information, 
and if it is one, the user agrees. 

Table V shows the values of dw and di assuming that the 
record holder will approve di value for DW=1. Additionally, it 
can be seen that if dw=0, the corresponding di is set to 1, 
showing that the entries’ sensitivity is not really important. 

3) Thresholds - To improve and enhance effectiveness of 

disclosure, generalization, and suppression, values of threshold 

are established for a number of personalized privacy aspects. 

• Tn - It indicates minimum number of entries in R. 

• Titr - It indicates maximum number of required 
iterations. 

• Tsup - It indicates minimum number of delicate values 
for suppression. 

• Tdis – It indicates minimum number of delicate values 
for disclosure 

• Tacc – It indicates minimum number of thresholds for 
addition or subtraction. 

Several threshold values are suggested because the 
dispersion aspect is being taken into account. The first value, 
which was never specified in the earlier representations, 
denotes the bare minimum number of item sets that must be 
provided in order to execute anonymization. Titr is calculated 
using information of the Value domain hierarchy's height. The 
generalization is greater and information loss is 
correspondingly greater when the value of Titr is high. Tsup 

denotes the absolute minimal amount of sensitive distribution 
that could exist in QIDB for that block's deletion following 
Titr. The threshold value Tdis represents the amount that can 
be added or removed from every frequency distribution for 
every disorder in order to make it equal to the FDB 
distribution. The frequency of QIDB and FDB will not be 
completely the same, thus while examining the distribution of 
every disorder is examined if the frequency in that qidb.v.d± 
Tacc always Tdis > Tacc. 

4) Frequency Distribution Block - Distribution of every 

wj.ds in regards to the original distribution ri.d is stored in 

relation FDB(ds,p) where d represents disorder and p 

represents probability distribution of it Every p for ds is 

computed by mapping every ds in R (values of ri.d=fdbv.ds) to 

the total no. of tuples in R, for every 1 ≤ v ≤ 𝑘 . Considering 

there are m entries in the relation. 

5) Quasi– Identifier Distribution Block- for every rj.d 

where rj.dw=1 & r.di=0 a new QIDB is generated comprising 

ri.s for every 1 ≤ j ≤ m. The relation QIDB.V(q,d) where 

qidb.vl.q=rj.q & qidb.vl.d=rj.d. Considering there are m QIDB 

chunks. 

TABLE VII. QIDB.1 DATA 

Postal Code Age Disorder 

38602 38 Brain cancer 

TABLE VIII. QIDB.2 DATA 

Postal Code Age Disorder 

38607 65 Lungs Disease 

Table VI illustrates the frequency distribution of every 
disorder. This distribution demonstrates that the fever is a 
widespread disorder with a higher frequency—roughly 50 
percent in the reported data. Every QIDB maintains the exact 
similar distribution. Due to the fact that the quasi values 
<38602, 28> and <38607, 55> have the DW and DI values of 1 
and 0 respectively, in the first cycle 2 blocks of QIDB will be 
produced for these values as shown in Table VII and Table 
VII. Table VII shows Brain cancer disease probability is 0.2 in 
distribution block. In the same way Table VIII shows 
Probability of Lungs disease is 0.2 in the frequency distribution 
block. It is calculated from delicate weight of delicate 
information. 

6) Generalization - A generalization function provides the 

general domain of an attribute R.Q. Function will return a 

generalized value in the domain provided a value r.q in the 

original domain. 

7) Check Frequency- for every QIDB, examine 

CFq(QIDB.V ) with QIDB.V FD which is equal to the FD in 

FDB. It is performed as follows 

Let c be the total number of entries in QIDB.V for every 
UNIQ(qidb.vl.d) obtain total number of mappings which match 
qidb.vl.d to the total number of entries that is x in QIDB.V, 
thus CFq will return true if  
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For every 1 ≤ v ≤ m such that fdbv.ds=qidb.vl .d 

fdbv.p = (unique (qidb.vl .d) / x) ± Tacc 

This is examined in each cycle if a QIDB satisfies the FD 
then this chunk won’t be taken into account for the next 
iteration. 

8) Suppression- After Titr iterations, SUP(QIDB.v) 

remove the chunk if it meets the following criteria 

For every 1 ≤  𝑢 ≤  𝑚 such that for every 

fdbu.ds=qidb.vl.d ^ fdbu.ds=wj.ds ^ wj.dw=1 for every j 1≤ j 

≤ 𝑘 

Count (qidb.vl.d) ≤ Tsup 

9) Disclosure - After Titr iterations, DIS(QIDB.v) adds 

extra records if it meets the following criteria for every 1 ≤ 𝑙 
≤ x such that for every fdbu.ds=qids.vl.d ^ fdbu.ds=wi.d ^ 

wi.dw=1 for some i 1≤ i ≤ 𝑘 

(unique (qidb.vl .d) / x) = Tdis ± fdbv.p 

B. Personalized Privacy Breach 

Assume an attacker who tries to estimate important 
information from a record holder h. In the worst situation, the 

attacker only pays attention to the tuples tuples r*∈R* whose 

Q value rj*.q covers x.q for all j such that 1≤ j ≤ 𝑛 since it is 

assumed that the adversary knows Q of H. Q-group is formed 
by these tuples. That is, if rj* and rjp* are two such tuples then 

rj*.q=rjp*.q for all j such that 1≤ j ≤ 𝑛. The adversary cannot 

deduce a sensitive attribute of h if this group is not established. 

1) Required Q-Group/ Actual (h) - Given an individual h, 

the Required Q-group ReqG(H) is the only Q-group in r* 

covers h.q. Considering Actual (X) represents those records 

which are generalized to RG(H). 

The attacker has no knowledge about Actual (H). To 
acquire Actual (H), the adversary must locate some external 
data base External (H) that should be covered in ReqG(H). 

2) External DataBase Ext (x)- External (H) is a collection 

of individuals whose value is covered by ReqG(H). 

Actual (H) ⊆ External (H) 

The adversary uses a combinational strategy to deduce 
sensitive attribute of h. let us consider that h.s is present in one 
of ri* and h is not repeated. The possible reconstruction of the 
ReqG(X) contains h different record holders h1, h2, h3,…,hr 
who belong to External(H) but there can be only y in ReqG(H). 
This can be seen by the probabilistic nature and can be 
represented as perm(x,y). 

perm(x,y) is Possible Reconstruction that can be created by 
with h holders and y mappings. Breach Probability represents 
the probability of inferred information. Let us consider Actual 
N represents actual number of entries with sensitive attribute 
from which h can be deduced. 

Breach probability = Actual N/perm(x,y) 

Breach probability will decide the privacy factors, If it is 
100 percent then h can be deduced; if it is poor then the 
inference will be tough for the adversary. 

C. Quasi-Identifier Distribution Block - Anonymization 

Algorithm 

Since it is assumed that the sensitivity distribution in every 
location is typically fairly uniform, this technique processes 
quasi values sequentially. Consider the following algorithm of 
QIDB. 

Algorithm 1: QIDB-Anonymization 

Input: personal data R with DW-DI, threshold values Tn, Titr, 

Tsup, Tdis, Tacc and initialized FDB(ds,p) 

 

Output: Released table T * 

Step 1: if (n< Tn ) then return value 1 

Step 2: for each rj.s where rj.dw=1 & rj.di=0 a new QIDB is 

generated comprising rj.d and rj.q for every 1 ≤ j ≤ 𝑛. 

Step 3: inital_iteration=0,  

            receive_flag=0  

            gen=Initial G(R) 

Step 4: while (initial_iteration< Titr and receive_flag=0) 

              QIDB chunks are deleted if CFq() returns true then 

examines the value of QIDB if it is 0 then receive_flag=1 

             Iteration = iteration + 1  

              gen = next G(R) 

Step 5: if receive_flag=0 then             

              execute sup( ) and dis( ) 

Step 6: Examine value of QIDB if it is 0 then receive_flag=1 

Step 7: release R* if receive_flag=1 

The resultant anonymization after implementing Personal 
Anonymization of one of the QIDB with Tacc =0.1 chunk is 
depicted in Table IX. 

TABLE IX. RESULTANT DW-DI BASED QIDB ANONYMIZATION WITH TACC 

=0.1 

ZIP Code Age Disorder 

386** [30-50] Brain cancer 

386** [30-50] Mouth ulcer 

386** [30-50] Lungs Disease 

386** [30-50] Fever 

386** [30-50] Fever 

IV. EXPERIMENTAL FINDINGS AND DISCUSSION 

Effectiveness of proposed method in comparison to k-
anonymity as well as l-diversity is obtained. The investigation 
made use of a common dataset. 400-records of adult dataset are 
taken into account with the relevant quasi-attributes: age, 
gender, marital status, and profession. Age is the only attribute 
that is numerical; all other attributes are categorical.  For 
DW=1, probability is utilized to determine the DI value. 

In Fig. 1, it is shown that data loss for proposed method is 
less than k-anonymity and l-diversity. Number of records can 
be increased in the proportion to see the information loss in 
three methods and compare it. 
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Fig. 1. Information Loss of DW-DI Proposed Personal Anonymization 

Technique Compared with l-Diversity and k-Anonymity Technique. 

 

Fig. 2. Minimal Distortion Parameter of DW-DI Personal Anonymization 

Compared to l-Diversity k-Anonymity Technique. 

 

Fig. 3. Discernibility Metric Parameter of DW-DI Personal Anonymization 

Compare to l-Diversity and k-Anonymity Technique. 

For quasi identification, a generalization hierarchy is 
created and employed and a distance vector is produced and is 
used in this approach. The generalization hierarchy can go up 
to a maximum level of 10. In Fig. 1, the information loss factor 
is displayed. The data quality improves when there is less data 
loss. The concept of minimal distortion centers on penalizing 
every value that has been generalized or repressed. When a 
hierarchy inside the domain generalization hierarchy is 
extended to the next level, it is given a penalty. In Fig. 2, 

minimum distortion is displayed. A penalty of 10 is applied in 
test for each generalization. Fig. 3 illustrates how this 
Discernibility Metric determines the cost by penalizing every 
tuple for being unrecognizable from other tuples. In Fig. 4, 
runtime is displayed. For the test, the threshold values Tn = 
400, Titr = 10, Tdis = 0.01, Tsup = 1, Tacc = 01 was used. 

 

Fig. 4. Run Time of DW-DI Personal Anonymization Compare to l-Diversity 

and k-Anonymity Technique. 

V. CONCLUSION AND FUTURE WORK 

Since the runtime and quality of the data are better with 
personalized privacy, it is an essential research direction. 
Because all entries do not need to be private, using DW not 
only enhances the signal of sensitivity but also increases the 
usefulness of the data. Since many of the record holders are 
willing to expose their identities, DI is an extra flag that 
increases the quality of the data in the DW record. Therefore, 
DW-DI is a better solution for personalized privacy than 
employing a guarding node alone. Using anonymization 
depending on QIDB, several quasi groups can be separately 
generalized. This method improves confidentiality by checking 
each QIDB chunk for a FD of sensitive values that is roughly 
equivalent to the FD of sensitive values in the original 
contents. Additionally, it defeats probabilistic assault, attribute 
connection and record connection. When a specific sensitivity's 
frequency distribution is localized in a small area of an 
individual pattern, this method performs effectively. 

Future research can go in a number of different ways as it 
examines QIDB anonymization of DW-DI personal privacy. 
Firstly, the impact of sequential and multiple distributions of 
released data have not been taken into account. Research on 
sensitivity weighting can be taken into consideration. In this 
method, records are processed sequentially to see if the 
generalized record fits the QIDB generalized value, and if they 
do, the record is added to the block. Different techniques can 
be investigated as an option to sequential processing. Multi-
dimensional data and unorganized schema can both be used 
with this technique. 
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Abstract—The understanding of DNA damage intensity – 
concentration-level is critical for biological and biomedical 
research, such as cellular homeostasis, tumor suppression, 
immunity, and gametogenesis. Therefore, recognizing and 
quantifying DNA damage intensity levels is a substantial issue, 
which requires further robust and effective approaches. DNA 
damage has several intensity levels. These levels of DNA damage 
in malignant cells and in other unhealthy cells are significant in 
the assessment of lesion stages located in normal cells. There is a 
need to get more insight from the available biological data to 
predict, explore and classify DNA damage intensity levels. 
Herein, the development process relied on the available biological 
dataset related to DNA damage signaling pathways, which plays 
a crucial role in DNA damage in the mammalian cell system. The 
biological dataset that was used in the proposed model consists of 
15000 records intensity – concentration-level for a set of five 
proteins which regulate DNA damage. This research paper 
proposes an innovative deep learning model, which consists of an 
attention-based long short term-memory (AT-LSTM) model for 
DNA damage multi class predictions. The proposed model splits 
the prediction procedure into dual stages. For the first stage, we 
adopt the related feature sequences which are inserted as input to 
the LSTM neural network. In the next stage, the attention 
feature is applied efficiently to adopt the related feature 
sequences which are inserted as input to the softmax layer for 
prediction in the following frame. Our developed framework not 
only solves the long-term dependence problem of prediction 
effectively, but also enhances the interpretability of the 
prediction methods that was established on the neural network. 
We conducted a novel proposed model on big and complex 
biological datasets to perform prediction and multi classification 
tasks. Indeed, the (AT-LSTM) model has the ability to predict 
and classify the DNA damage in several classes: No-Damage, 
Low-damage, Medium-damage, High-damage, and Excess-
damage. The experimental results show that our framework for 
DNA damage intensity level can be considered as state of the art 
for the biological DNA damage prediction domain. 

Keywords—Mammalian cell; deep learning techniques; 
attention; LSTM; classification; DNA damage 

I. INTRODUCTION 
Mammalian cells have a complicated organism system. 

Specifically, each cell has a sequence of response procedures 
through a parent cell which is split into binary offspring cells; 
this is termed the cell-sequence-cycle with a total time of 24 
hours. It consists of five phases, as shown in Fig. 1(a), Gap1 

(G1) 8-10 hours, DNA synthesis (S) 6-8 hours, Gap2 (G2) 4-6 
hours, Mitosis (M) around 4 hours and Quiescence (G0) silent 
mode. Furthermore, the mammalian cell has substantial 
impact on living cell dynamics, involving cell proliferation 
with differentiation [1]. However, mammalian cells usually 
stay in the early state or resting state, either Quiescence the G0 
phase or initial G1phase, but the cell cycle developments to S 
phase further than the check point when actual growing 
influences motivate a cell necessarily. After DNA duplication 
through the S phase, the cell cycle developments complete the 
G2 phase to the final phase called the M phase. At the end of 
the cell cycle, specifically through M phase, the cell is 
necessarily separated into two new cells, called daughter cells. 
It signifies the complete progression process in the cell cycle 
as illustrated in Figure 1(a), (b). Also, this progression process 
is controlled by several complex networks. These networks 
enclose several biochemical species such as genes and 
proteins [2]. 

A mammal cell is commonly damaged and harmed by 
different resources like ultraviolet (UV)-irradiation, also 
ionization-radiation (IR), or other toxic chemical elements that 
are able to influence and cause breaks inside double-stranded 
DNA. This leads to DNA damage, and simulates an 
exceptional signal in the cell. Precisely, this DNA damage 
signal fires a DNA damage signaling pathway. The signaling 
pathway cooperates with the cell cycle controlling system to 
tentatively stop the cell cycle evolution in order to repair 
damaged DNA. Naturally, DNA damage is organized through 
a sub-network with five components, as shown in Fig. 2, and 
they cooperate over these steps (1) double significant elements 
at the launch are activated such as Ataxia telangiectasia 
mutated (ATM) and Rad3-related (ATR) protein kinases are 
activated via DNA damage, (2) ATM and ATR prompt p53 
and checkpoint kinase 1 (Chk1), (3) initiated p53 stimulates 
the synthesis of p21, (4) then p21 prompting cell cycle halt. 
Accordingly, the signaling pathway for DNA damage takes 
straight action on the cell cycle arrangement mechanism, 
supporting cellular homeostasis and genetic constancy. 
Besides, any cell that has significant DNA damage might 
prompt apoptosis and perform planned cell death [3], [4]. 

The influence of DNA damage in mammalian cells is one 
great cause of human illnesses, and as such has gained much 
interest in research since the mid-1990s. DNA damage and 
oxidative stress are identifying factors for the source, 
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development, aetiology and progression of numerous different 
types of human disorders and diseases, such as cancer. 
Therefore, an abundance of present-day investigation in the 
DNA damage domain is dedicated towards sympathetic 
mechanisms and natural allegations of harmful DNA. This 
harmful DNA can go through alterations, such as mutations on 
its genetics; these types of mutations ultimately prime the 
expansion of tumors. DNA damage is also concerned in the 
growth of further prevalent human illnesses ranging from 
neurodegenerative disorders, such as Alzheimer’s illness, to 
chronic obstructive pulmonary disease (COPD). Further, they 
have also been linked to diverse illnesses, such as pulmonary 
illnesses, brain injury and other chronic inflammation related 
to disorders [5]. 

 
(a) The Main Phases inside Mammalian Cell Cycle System. 

 
(b) Illustration for Mammalian Cell Progression and Division Process 
Fig. 1. Cell Cycle System Stages and Progression for Mammal Cell. 

 
Fig. 2. The Main Elements for DNA Damage Signaling Pathway. 

Essentially, biological discoveries have shown that 
mammalian cells are able to approximate the intensity- 
concentrations of DNA damage and choose a suitable cell fate, 
like applying DNA reparation; otherwise, cell cycle arrest, or 
apoptosis death. Nevertheless, it is uncertain the manner in 
which a cell decides the suitable cell destiny. A confirmation 
of the affiliation among the intensity (proteins concentration) 
for DNA damage and the energetic behavior of the 
biochemical elements implicated in cell cycle controlling 
techniques and the signaling pathway for DNA damage is 
crucial for clarifying the techniques of cell destiny purposes. 

DNA damage has a number of intensity-concentration 
levels; these levels of DNA damage in malignant cells and in 
further diseased cells are significant in the assessment of the 
lesion stages that appear in normal cells. A wealth of 
laboratory research has been concerned with distinguishing 
and comprehending DNA damage levels and DNA repair 
capacity, as well as the techniques employed through mutually 
abnormal and normal cells. In addition, since certain 
significant diseases, such as cancer, are the essential reason of 
premature mortality over the globe, there is a predominance 
and rapid assertiveness of research on illustrative DNA 
damage in cancer cells [6]. Mainly, as mentioned before, 
clarifying the DNA damage level will be helpful for 
treatments and research purposes, even if there is a scarcity in 
the available data. Consequently, this article aims to present a 
novel artificial deep learning model to classify and predict 
DNA damage levels based on available DNA damage 
intensity-concentration levels from a bench mark model. The 
bench mark model delivers a novel dataset for DNA signaling 
network and classifies the DNA damage into several levels. 
We rely on this dataset to train and test the novel proposed 
model to predict the weather of the DNA damage and classify 
them in several classes. 

The research introduces and validates the novel model to 
predict and classify DNA damage levels. To achieve the goals, 
outcomes have been investigated with DNA damage datasets. 
The research objectives and contributions are represented as 
follows: 

1) This research aims to propose a novel deep learning 
model by employing an Attention – Long Short Term 
Memory. 

2) Experiments are to be applied on DNA damage 
datasets. 

3) The ATT-LSTM deep learning classifier for DNA 
damage is to be employed, and the efficiency of the ATT-
LSTM deep learning classifier is to be determined. 

4) The developed framework not only solves the long-
term dependence problem of prediction effectively, but also 
enhances the interpretability of the prediction methods 
established on the neural network. 

The paper is structured as follows. Section II offers a 
literature review. Section III encloses the utilized method and 
model architecture and implementation. Section IV 
encompasses the results and investigation. Section V presents 
the conclusions. 
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II. RELATED WORK 
Declaration and quantification of DNA damage is an 

actual substantial topic in biological and biomedical study 
areas, which requires further influential and active methods. 
Defining the DNA damage level is a significant point to 
decide the fate of the cell, such as if the cell recovers the DNA 
damage, or kills itself, or develops into an abnormal cell and 
forms into a serious diseases such as cancer [7]. Besides, the 
defining level can help to get more insight over drug treatment 
experiments. Several attempts have been made to classify 
DNA damage levels. For instance, numerous classical 
machine-learning methods have been employed in classifying 
the data that were related to gene expression, involving Fisher 
linear discriminant analysis [8], decision tree, k nearest 
neighbor [9], multi-layer perceptron [10], support vector 
machine [11] [12], boosting, and self-organizing map [13]. In 
addition, concerning clustering gene expression data, various 
machine learning techniques have been utilized [14]; they 
include hierarchical clustering [15], graph theoretic 
approaches [16] [17] and self-organizing map [18]. 
Concerning disease and treatment for DNA damage also, 
another attempt is available in the literature based on use of 
the machine learning classifiers on illness datasets, like 
Leukemia disease dataset, Lymphoma malignance data set and 
colon tumor dataset. Researchers have also attempted to 
explore many features by utilizing classical methods, like 
multi-layer perceptron neural network, k-nearest neighbor, 
structure adaptive _SOM- self organizing map and SVM 
(support vector machine); these have been employed for 
classification [19]. In addition, they have joined the classifiers 
to increase the performance of classification. The 
experimental consequences indicate that the ensemble with 
some basic classifiers produces the greatest classification rate 
on the benchmark dataset. 

Other researchers have established an SVM classifier 
exactly for mtDNA missense variants [20]. Therefore, in the 
process which is associated in the training and validation of 
the model, they employed 2,835 mtDNA damaging and 
neutral amino acid replacements. In the abovementioned 
dataset, each instance is well-defined through a fixture of three 
attributes created on evolutionary preservation in Eukaryote 
modified amino acids. Consequently, the proposed classifier 
achieved better than other web-available tested predictors. 
However, lately, a Deep learning model has been offered [21]. 
The model is based on a weak label learning method; they 
used this method to investigate the whole slide images (WSIs) 
of Hematoxylin besides Eosin (H&E). Their occupation was 
Self-supervised pre-training technique and heterogeneity 
aware deep Multiple Instance Learning (DeepSMILE) and 
they engaged it on cancer tissue images. Their model 
improvements recommended the genomic label classification 
performance without collecting larger datasets. There is also a 
deep learn pipeline based open source, called FociNet [22]. It 
is interested in image classification and was established to 
mechanically segment full-field fluorescent images and divide 
DNA damage of each cell. The outcome from the model 
indicated that FociNet reached satisfying performance in 
classification. Since it classifies a solitary cell in a normal, 
injured, or no signaling (no fusion-protein expression) state, 
and it also shows exceptional matching in the assessment of 

DNA damage, contingent on fluorescent foci images from 
different imaging platforms [23]. Evaluation of the 
performance of convolutional Neural Network was done to 
examine the amount of DNA damage by means of comet 
assay images and was matched to further approaches in the 
literature. The novelty of their work was employing 
convolutional Neural Network as a novel scheme to classify 
the comet objects on segmented comet assay inside the 
images. Additionally, numerous deep learning models were 
applied on DNA damage images [24] [25] [26]. However, 
almost all the available deep learning models in the available 
literature are based on image datasets for DNA damage, while 
few available deep learning models are based on DNA 
damage intensity – concentration datasets; this is due to a 
scarcity in experimentally observed data concentration 
datasets. Therefore, while it is challenging to envision these 
complicated relationships using only DNA damage, 
investigators can systematically confirm these associations 
with a mathematical-numerical model that incorporates data 
from experiments toward a kinematic mathematical model 
which includes the cell cycle regulation techniques with the 
DNA damage signaling pathway. Various scientists have 
developed valuable kinetic mathematical models. These 
models are associated with the cell cycle regulation 
mechanism to estimate the exchanges of natural species [1], 
[7], [27], [28], [29], [30], [31]. 

A mathematical model was proposed as a benchmark 
model of the DNA damage-signaling pathway and mimic cell 
fate selection [30]. The outcome from the novel model was 
that it offers a dataset for the DNA damage signaling pathway. 
This dataset exposes the proteins’ concentration levels and 
activities to deal with DNA damage level. For instance, the 
researchers presented the DNA damage signaling pathway- 
proteins set-concentrations without DNA damage [30]. These 
observations from the delivered dataset qualitatively match 
with biologically appropriate facts. In addition, diverse 
intensities of DNA damage were found, such as Low-damage, 
Medium-damage, High-damage, and Excess-damage. These 
aforementioned DNA damage levels bear a resemblance to 
actual DNA damage, and are triggered by several values such 
as 100, 200, 400, and 800 J/m2 doses of UV-irradiation. 
Further explanation will be clarified in the dataset preparation 
and analysis section and how we utilized this dataset to train 
and test the proposed artificial deep learning model to predict 
the DNA damage level into several classes. 

III. PROPOSED WORK AND OVERVIEW OF SYSTEM 
ARCHITECTURE (ATTENTION – BASED LSTM) – AT-LSTM 

MODEL 
Currently, there is no effective computational model, 

neither a machine learning nor a deep learning model that can 
be utilized to validate the influence of the intensity- 
concentration of DNA damage on cell cycle system 
progression. Consequently, the crucial contributions of this 
paper essentially comprise the following: we employ the 
attention model to effectively extract the features of DNA 
damage big and complex dataset and the LSTM layer in the 
proposed model performs additive interactions, which can 
help improve gradient flow over long sequences in training 
[32]. Matched with classical models, AT-LSTM can 
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competently maintain and work with non-stationary sequences 
and detect the nonlinear relationships [33]. Furthermore, 
compared with deep learning models like RNN, the AT-
LSTM can avert the long-term dependence issues and give 
rise to superior interpretability [34]. The mechanism for the 
attention in the proposed model makes it simple to recognize 
how the information in the input sequence influences the final 
created sequence through the model output process [35]. This 
might assist in discovering the interior operation mechanism 
of the model and debug certain precise inputs and outputs. 
Further, the experimental results on DNA damage datasets 
determine that AT-LSTM accomplishes more enhanced tasks 
than standard models. 

1) The architecture of the AT-LSTM model: The proposed 
attention-based LSTM (AT-LSTM) model for DNA damage 
dataset multiclass prediction comprises two parts: the attention 
model and the LSTM deep learning model. The attention 
mechanism is able to adaptively choose the furthermost 
related input features and provide higher weights to the 
corresponding original feature sequence. Then and there, we 
utilize the outcomes of the LSTM deep learning model as 
input for the attention model to predict the DNA damage level 
and assign it to several classes. 

2) LSTM model: For a stated input raw, 𝑋 =
(𝑥1, 𝑥2, … , 𝑥𝑛)𝑇 = (𝑥1, 𝑥2, … , 𝑥𝑚) ∈ 𝑅(𝑛×𝑚) , n represents the 
numeral of feature orders -sequences, m stands for the length 
of the window. 𝑥𝑘 = (𝑥1𝑘 , 𝑥2𝑘, … , 𝑥𝑚𝑘)𝑇 ∈ 𝑅𝑚 is utilized to 
denote a sequence (vector) of length m. For biological DNA 
damage, this sequence can be a protein concentration 
measurement for the sub-network, which represent the DNA 
signaling network. We use  𝑥𝑡 = (𝑥𝑡1, 𝑥𝑡2, … , 𝑥𝑡𝑛)𝑇 ∈
𝑅𝑛 to represent a set-group of vectors of n features at time t. 
Long Short-Term Memory (LSTM) model is declared as 
follows: Let 𝑥𝑡 , ℎ𝑡  𝑎𝑛𝑑 𝐶𝑡 stand for the input, control state, 
and the cell state on time step t. Delivering a sequence of 
inputs (𝑥1, 𝑥2, … , 𝑥𝑚) the LSTM calculates the group of 
sequence (ℎ1, ℎ2, … , ℎ𝑚) and the C-sequence (𝐶1,𝐶2, … ,𝐶𝑚) 
as follows: 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓              (1) 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓            (2) 

𝑐𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)             (3) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝑐𝑡)              (4) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)             (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡)              (6) 

such that each equation has a set of special symbols, and 
identify several functions. For occurrence, 𝜎 represents the 
function of logistic sigmoid, ∗ is a component wise 
multiplication, and 𝐶𝑡 is the weather of the cell that is required 
to be changed. Also, 𝑊𝑓 ,𝑊𝑖 ,𝑊𝐶 ,𝑊𝑜  and 𝑏𝑓 , 𝑏𝑖 , 𝑏𝐶 , 𝑏𝑜 are a set 
of parameters for the model. Besides, these parameters can be 
learned over the processing. Additionally, ft, it and ot are 
likewise christened as a gate for the forgotten, along with an 
input gate and output gate. In actual fact, the architecture for 

the LSTM unit includes a memory cell, this mean that every 
LSTM unit that contains a memory cell has state Ct at time t, 
which is structured by the three overhead gates. 

3) The attention model: A significant part of human 
artificial is that it does not directly contract with all feedbacks 
from the outside world. As a substitute, human’s first attention 
is on the significant sections to acquire the information they 
require. Correspondingly, the significance of several proteins 
concentrations in the biological data set is also different, big, 
and complex, and the other may be critical. It is also essential 
to emphasize key features first and remove repeated features. 
Accordingly, with the operative information inspired through 
the overhead information, we propose an attention model, and 
this model can apply the optimization part for the input feature 
sequence in DNA damage level prediction. An attention 
mechanism [35] can be defined as mapping an enquiry. 
Moreover, a set of key-value couples to an output, and 
similarly, the components in the system such as keys, query, 
values, including output are all defined as vectors. The 
outcome of the model is calculated as a weighted sum for the 
values, where the weight given to every value is calculated 
through a function related to the compatibility for the query 
with the equivalent key, as shown in Fig. 3. 

The method of producing attention weights and the new 
input features established on attention is illustrated in Fig. 3. 
In the first fragment, 𝑥𝑡 maps to ℎ𝑡 through the following. 

ℎ𝑡 = 𝑓1(ℎ𝑡−1, 𝑥𝑡)              (7) 

where the non-linear activation function is represented by 
𝑓1 , while  ℎ𝑡 ∈ 𝑅𝑠 stands for the hidden state on time 𝑡, and 𝑠 
indicates the size of the hidden state. LSTM is implemented as 
𝑓1 . The main aim for this implementation is to evade the long-
term dependence problem, which typically arises in data 
prediction. 

In the second fragment, we generate an attention 
mechanism by using specifically the deterministic feature in 
the attention model. For an exact feature sequence like 
𝑥𝑘 = (𝑥1𝑘, 𝑥2𝑘, … , 𝑥𝑚𝑘 )𝑇 ∈ 𝑅𝑚, by relying to the 
aforementioned hidden state  ℎ𝑡−1 and the cell state  𝐶𝑡−1 in 
the LSTM unit, we express 

𝛼𝑡𝑘 = 𝑣𝑇 tanh(𝑊1 ∙ [ ℎ𝑡−1,  𝐶𝑡−1] + 𝑊2𝑥𝑘)            (8) 

𝛽𝑡𝑘 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝛼𝑡𝑘) =
exp�𝛼𝑡

𝑘�

∑ 𝛼𝑡
𝑘𝑛

𝑖=1
             (9) 

 
Fig. 3. The Architecture of the Proposed Attention-LSTM Model. 
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The vector v and the two matrices 𝑊1,𝑊2 signify the 
learning abled parameters of the proposed model. The vector 
𝑎𝑘 has a length called m and its 𝑖-th item measures the 
significance of the 𝑘-th input feature sequence at time 𝑡. The 
aforementioned items must be normalized through 
softmax. 𝛽𝑘 represents the weight in attention, which encloses 
a score, and the score shows the amount of attention that 
should be put on the k-th feature sequences. We are able to 
likewise acquire the outcome of the attention model at time t, 
i.e., the sequence of the weighted input feature named as 𝑧𝑡 
can be presented as follows: 

𝑧𝑡 = (𝛽𝑡1𝑥𝑡1,𝛽𝑡2𝑥𝑡2, … ,𝛽𝑡𝑛𝑥𝑡𝑛)𝑇           (10) 

 𝑥𝑡 , in the equations from (1) to (7) swapped via a new 
calculated 𝑧𝑡 to keep up the attention model. However, 
classical prediction frameworks that enclose recurrent neural 
networks usually utilized dataset input features as input, 
besides treating all input feature sequences in an equivalent 
fashion. Nevertheless, the recently acquired 𝑧𝑡 can pay further 
attention to the particular input feature sequence, mining the 
key feature sequences efficiently, and based on attention 
weight, we reduced the influence of the redundant feature 
sequences. Hypothetically, there would be an improvement in 
prediction exactness with 𝑧𝑡  as the input to the softmax layer. 

IV. RESULTS AND DISCUSSIONS 

A. Data Analysis and Simulation 
This section explores how we apply experiential research 

on data sets with an aim to elucidate the validity of our DNA 
damage level prediction framework. First, we will introduce 
the dataset that was utilized in training and testing of the 
proposed model. We relied on available biological datasets 
related to DNA damage signaling pathways, which plays a 
crucial role in DNA damage in mammalian cell systems [30]. 
This Biological dataset consists of 15000 records intensity – 
concentration-level for a five-proteins set which control DNA 
damage. The DNA damage signaling pathway- proteins set-
concentrations without DNA damage was previously 
presented [30]. These obseravtions from the delivered dataset 
were qualitatively analyzed with biologically appropriate 
facts. In addition, diverse intensities of DNA damage were 
performed, such as Low-damage level, Medium-damage level, 
High-damage level, and Excess damage level. Herein, we 
studied and analyzed the aforementioned dataset and proposed 
a novel model which consists of an attention based on long 
short term memory- Neural Network named as LSTM (AT-
LSTM) model for DNA damage multi-classification 
prediction. 

B. Dataset Analysis 
Researchers have assembled a new kinetic based 

mathematical – ordinary differential equations (ODE’s)- 
model that assimilates the G1/S in cell cycle system models, 
and they measured compatibility to the biological credibility 
of the suggested model by confirming numerous mathematical 
mimicry time progression courses of the intensities of 
individual biochemical elements [30]. Furthermore, they as 
well quantitatively recognized the intensity – concentration 
level of DNA damage and provide experimentally observed 
data. 

Certainly, when DNA damage has occured, numerous 
protein kinases are involved at the location of damage and 
launch a special signaling pathway that forces cell-cycle to be 
arrested. The chief kinase at the damage location is 
ATM/ATR, which is activated and established on the type of 
damage and another protein of the gene regulatory protein p53 
is also triggered. Mdm2 usually connects to p53 and 
stimulates its ubiquitylation and destroys the proteasomes. 
Phosphorylation of p53 stops its binding to Mdm2; 
consequently, p53 becomes accumulated to maximium levels 
and inspires transcription of the gene that encrypts the protein 
p21 and arresting of the cell in G1 [30]. 

Mainly, in the evolution process for the model, first, we 
extracted the observation from a base model deprived of DNA 
damage (DDS = 0) to get the time course for selected cell 
cycle regulators. Second, we extracted from an expermintal 
dataset of the benchmark model the required obseravtion with 
four diverse levels of DNA damage: (Low-damage) with DDS 
= 0.002, (Medium-damage) with DDS = 0.004, (High-
damage) with DDS = 0.008, and (Excess-damage) with DDS 
= 0.016. If DNA damage has certainly not arisen, the p21 with 
p53 stop over instead, and with a low level, as illustrated in 
Fig. 5 and 6. DNA damage drives p53 activation which 
prompts p21 [2].The character of p21 is to prevent the activity 
through inhibition of phosphorylation of Rb [1]. 

With the elimination of DNA-damage, [2]p53 and Mdm2 
have a negative feedback loop which is completely reinstated, 
and p53 returns back to a low-slung level. The reduction in 
p53 decreases the scale of p21, as shown in Fig. 4 and 5 when 
DDS=0.004. Likewise, Figure 4 shows all the protein tensity 
for the protien P21 response in all DNA damage states. For 
instance, it shows the values for the P21 tensity in the case 
without DNA damage occurrence as a light-blue line. It 
provides roughly 3000 instances. On the other hand, it shows 
the concentration values for the P21 when DNA damage 
occurrs,; for instance, in case of Low DNA damage, the P21 
can be presented in an orange line, medium damage with a 
gray line, and a high DNA damage level P21 values and 
behaves to recover the DNA damage represented in a yellow 
line, while the P21 response in extreme DNA damage is 
represnted in a dark blue line. We have to be aware about the 
values for each figure, specifically that each element in each 
DNA damage state has roughly 3000 different instances in 
response to DNA damage recovery. 

 
Fig. 4. Time Courses of P21 responses with and without DNA Damage over 

the Simulation of Mammalian Cell. 
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With respect to High DNA damage with a rate of 
DDS=0.008, the time progressions of p21 and p53 are 
revealed in Fig. 5 and 6. The p53 is activated and presented in 
oscillation behavior, which were in settlement by means of 
those previously experimentally detected [30, 6, 29]. 
Furthermore, when DNA damage is presented, the DNA-
damage signal in the sequence triggers p53 instead of Mdm2. 
The triggered p53 similarly can stimulate the synthesis of p21 
which acts as an inhibitor. Meanwhile, p21 stops the 
phosphorylation of Rb. Fig. 6 indicates all the protein tensity 
for the protein P53 response in all DNA damage states. For 
example, it explores the values for the P53 tensity in the case 
without DNA damage incidence, the light blue line. On the 
other hand, it displays the concentration values for the P53 
when DNA occurred, such as in the Low DNA damage, in 
which case the P53 is presented with an orange line, and the 
medium damage is represented with a gray line. In the case of 
high DNA damage levels, P53 values and behaves to recover 
the DNA damage that is represented in a yellow line, while the 
P53 responds in extreme DNA damage cases, represented in a 
dark blue line. 

 
Fig. 5. Time Courses of P53 with and without DNA Damage over the 

Simulation of Mammalian Cell. 

Fig. 6- 8 ilustrate the responses of Mdm2, ATM/ATR and 
lm respectively in cooprating to handle the DNA damage 
cases. Each figure, as explained before, shows how the values 
in protiens tensity of each element will change during the 
DNA damage, whether it occured or not. As demonstraed 
before, we have to be alert that the values for each figure of 
each elelment in each DNA damage state has around 3000 
different instances in response to DNA damage recovery. 

 
Fig. 6. Time Courses of Mdm2 with and without DNA Damage over the 

Simulation of Mammalian Cell. 

 
Fig. 7. Time Courses of ATM/ATR with and without DNA Damage over 

the Simulation of Mammalian Cell. 

 
Fig. 8. Time Courses of lm with and without DNA Damage over the 

Simulation of Mammalian Cell. 

Herein, we revealed a brief examination of biological 
background, specifically cell cycle, with more deliberate focus 
on DNA damage pathways as a complicated system. As 
demonstrated before, the novel proposed deep learning 
Attention based LSTM model is trained and tested depended 
on the obtained dataset delivered by [30]. 

C. Experiments 

We performed several experiments on the proposed 
attention-based LSTM model for DNA damage classification. 
The proposed model was trained on 12000 samples and was 
tested on 3000 samples. The dataset is in-of-domain for DNA 
damage classification and the tested dataset that was used is 
also from the same dataset. There are three cross-validation 
methods which are often employed to evaluate the success rate 
of the predictor; namely, the K-fold cross validation, sub-
sampling and jackknife test. The Jackknife test is the least 
arbitrary and most objective, and it has been mostly assumed 
by researchers to inspect the quality of diverse predictors. This 
method is source and time consuming. Therefore, in this paper 
we utlized an early stopping choice to elude a model’s 
overfitting through setting the patience option to three epochs, 
and we utlized k-fold cross validation where K was set to 1, 
such that a single train/test split is generated to evaluate the 
attention-based LSTM model for DNA damage classification. 

D. Training 
The framework developed by Keras and Python was used 

to train the attention-based LSTM model for DNA damage 
classification. For the classification task, SGD optimization 
algorithm was used with learning rate values set to 0.01 and 

96 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

momentum set to 0.0, and the model’s batch size set to 6. The 
model initially incorporated 331,525 parameters. The model 
used 256 LSTM units and the attention dimension was set to 
255. Also, the proposed model size proved to require 1.7 
seconds per epoch for the classification task. The training data 
was randomly shuffled at each epoch for the classification 
task. The proposed attention-based LSTM model for DNA 
damage classification task was trained to minimize the 
categorical-crossentropy validation loss for the DNA damage 
classification task while maximizing validation accuracy for 
the same classification task. 

E. Results Investigation 
On performing experiments, it can be assured that the 

researchers have done extensive experiments on the attention-
based LSTM model by testing different hyper-parameters. The 
proposed model was also experimented using three different 
configurations, such as BiLSTM with Attention layer, LSTM 
with Attention Layer and LSTM with Attention and Dropout 
layers. The classification performances measured will be listed 
in an accuracy score automatic metric evaluation. The results 
in Table I show the efficiency of the proposed Attention-
Based LSTM model for DNA damage classification. It can be 
noticed from Table I that the proposed model obtained an 
excellent result when we used LSTM with the attentional 
approach, such that the model obtained an accuracy of 93.43. 
In comparison to other configurations listed in Table I, the 
proposed model (LSTM with Attention) obtained a better 
accuracy than the other configurations. These results suggest 
that the proposed model is effective and accurate in 
classifying DNA damage in a validation dataset. Also, as seen 
from Table I, the BiLSTM with attention configurations has 
obtained a competitive result, such that it obtained an accuracy 
of 93.13, which indicates that the BiLSTM performs very well 
in classification tasks. Adding a dropout layer to the model’s 
design negatively impacts the model’s performance and 
quality, such that the model obtained an accuracy of 75.43, as 
illustrated in Table I. Therefore, it can be summarized that the 
proposed model outperforms the models that used BiLSTM 
and Dropout layer. More importantly, results presented in 
Table I and Fig. 9 show the performance of the model that 
exploited the attention approach, and LSTM is higher than the 
other models. In addition, as shown in Fig. 10, it can be seen 
that the error on the training data decreases as the learning 
continues, and at the same time, the error of actual valdiation 
data decreases as the training continues, and this pattern 
proves that the proposed AT-LSTM model is not facing the 
problem of overfitting. 

Moreover, as shown in Fig. 11, plot of accuracy, we found 
that the model is trained very well, as the trend for accuracy 
on both training and test datasets were still rising from epoch 
100 till epoch 213, and this is an indication of the proposed 
model’s performance and accurate classification. 

Fig. 12. (a,b,c,d,e) illustrates how the AT-LSTM model 
classifies the responses of P21, P53, Mdm2, ATM/ATR and 
lm, respectively in cooperating to handle the DNA damage. 
Each figure shows how the values in protein tensity of each 
element changes during DNA damage, and how it occurred in 
each class. The x-axis represents the diverse classes for the 

DNA damage level while the y-axis represents the amount of 
each protein concentration during the DNA damage. 

TABLE I. EXPERIMENTAL RESULTS 

Model Configuration  Accuracy Number of epochs 
BiLSTM +Attention  93.13 228 
The proposed model  
( LSTM with Attention ) 93.43 213 

LSTM + Attention + Dropout 75.43 71 

 
Fig. 9. Model Accuracy within Number of Epochs. 

 
Fig. 10. Model Loss. 

 
Fig. 11. Model Accuracy. 
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(a) P21 Response Appearance in each Class 

 
(b) P53 Response Appearance in each Class 

 
(c) MDM2 Response Appearance in each Class 

 
(d) ATM/ATR Response Appearance in each Class 

 
(e) Im Response Appearance in each Class 

Fig. 12. AT-LSTM Model Classification for each Protein in Response to 
DNA Damage Level. 

V. CONCLUSION 
DNA damage in mammalian cells causes genetic illnesses 

and a diversity of cancers. Therefore, more investigation and 
analysis can help the therapeutic process. Almost all 
classification prediction models that are used to explore DNA 
damage are based on DNA damage images, while few studies 
and models are based on DNA damage intensity. In this paper, 
we developed a novel deep learning model; in essence an 
Attention-based LSTM model to perform classification tasks 
of DNA Damage Levels. The proposed model was able to 
overcome other models and obtained an accuracy of 93.43%. 
These results confirm that the proposed model is effective and 
accurate in predicting and classifying DNA damage on a 
validation dataset. The attention approach was able to extract 
the complex features from the dataset and enhanced the 
proposed model quality and performance. The proposed model 
is considered as a novel work since AT-LSTM has never been 
applied in the DNA damage field, and can be employed to 
assist the investigation and studies of DNA damage since it 
provided a promising prediction of results. 
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Abstract—The concentrate process is the most sensitive in 

mineral processing plants (MPP), and the optimization of the 

process based on intelligent computational models (machine 

learning for recovery percentage modelling) can offer significant 

savings for the plant. Recent theoretical developments have 

revealed that many of the parameters commonly assumed as 

constants in gravity concentration modelling have a dynamic 

nature; however, there still lacks a universal way to model these 

factors accurately. This paper aims to understand the model 

effect of operational parameters of a jig (gravimetric 

concentrator) on the recovery percentage of the interest mineral 

(gold) through empirical modeling.  The recovery percentage of 

mineral particles in a vibrated bed of big particles is studied by 

experimental data. The data used for the modelling were from 

experimental test in a pilot-scale jig supplemented by a two-

month field sampling campaign for collecting 151 tests varying 

the most significant parameters (amplitude and frequency of 

pulsation, water flow, height of the artificial porous bed, and 

particle size). It is found the recovery percentage (%R) decreases 

with increasing pulsation amplitude (A) and frequency (F) when 

the size ratio of small to large particles (d/D) is smaller than 

0.148. An empirical model was developed through machine 

learning techniques, specifically an artificial neural network 

(ANN) model was built and trained to predict the jig recovery 

percentage as a function of operation parameters and is then 

used to validate the recovery as a function of vibration 

conditions. The performance of the ANN model was compared 

with a new 65 experimental data of the recovery percentage. 

Results showed that the model (R2 = 0.9172 and RMSE = 0.105) 

was accurate and therefore could be efficiently applied to predict 

the recovery percentage in a jig device. 

Keywords—Empirical modeling; dynamic gravimetric 

concentration model; gravimetric concentration; machine learning 

for recovery percentage modelling; mineral processing 

I. INTRODUCTION 

Recently more and more attention is paid to the methods of 
increasing the amount (yield) of gold concentrates obtained in 
separation by gravimetric processes that have an undesired 
gangue minerals (commercially worthless minerals) content. 
The purpose of gravity separation processes in jigs is to 
produce maximum amount of concentrate having desired gold 
content. This problem has been discussed during fifty last years 
in many research papers [1]–[32]. 

The mineral concentrate zone is a highly nonlinear process 
that requiring control; its parameters vary with time and 

depend on the mineral feed rate and its size and density 
composition [30]–[34]. 

Although the use of neural network models is well 
established in the literature, it should be noted that such 
models,  that depend on a large amount of data in the mineral 
processing industry is not very frequent, seeing the need to 
require such intelligent systems for further planning of design 
and optimization tasks, with which it is possible to understand, 
explain and test without the need to intervene in the real 
process [24], [35]. Machine learning models in general and 
artificial neural network models in particular, can be used to 
design and optimize control systems of concentrate discharge 
in jigs without the need to require a complex model that 
describes in detail the phenomena involved inside the 
equipment. 

Regretfully, the lack of knowledge about all the phenomena 
that occur in this type of process is a frequent condition in 
practice in the mineral processing industry. Such situation 
occurs due to the low availability of phenomenological studies 
and due to some difficulties in modeling, inherited from past 
experiences; insufficient computational power led to the false 
appreciation that neural network models are complex. In 
addition, future research is needed to implement advanced 
control functions through the use of computer vision and 
multivariate data analysis. Such situations are directly reflected 
in the low availability of accurate models, which causes, for 
example, design problems in mining-metallurgical processes 
that must vary their operating conditions due to the 
heterogeneity of the ore to be processed. Today, it is possible 
to overcome such difficulties and use machine learning models 
such as neural networks to predict and describe the behavior of 
these processes, exploiting the capabilities of the model to 
analyze large amounts of data on the operational variables of 
the process while works with the process itself [32]–[34], [36]. 

Over the years, DEM and CFD models with a more 
detailed description of the gravimetric concentration 
phenomenon are being used more often [16], [29]. However, in 
spite of that progress, some challenges remain. For instance, 
one of the main goals that has not been accomplished so far is 
an agreed mathematical description of the percentage of 
mineral recovery (%R) and the operational parameters of the 
equipment (amplitude and frequency of pulsation, water flow, 
height of the artificial porous bed and size distribution). The 
%R turns out to be of paramount importance since it is directly 
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related to the amount of grams of gold per tons of ore 
concentrated (gpt):  ideally, the gold percentage recovered 
from the concentrate stream should be equal to 100%. 

Currently, the literature provides different ways to 
determine the %R, depending on the final application. As 
mentioned before, in some DEM and CFD models the authors 
use constant or linear approximations for %R [2], [13], [37]. 
Some other authors use empirical correlations describing the 
%R in terms of parameters mainly related to the geometry of 
the  equipment and granulometric distribution of the mineral 
[31], [32], [38]. In spite of the many available ways to 
determine the %R in gravimetric equipment , the main 
observed concern about the above approaches is that they are 
only useful in the systems from which they were developed [2]. 

The fundamental purpose of this work is to apply and 
promote the use of artificial neural network models (ANN), in 
the analysis of gravimetric concentration processes for the 
design and control of equipment. The motivation for a work 
like this arises from the evident need to include the dynamic 
behavior of this type of process as fundamental elements in the 
design tasks in mineral processing engineering. In this regard, 
there is a large number of computational tools that already 
offer assistance for CAD (Computer Aided Design) without 
having written support that justifies such uses. Therefore, the 
inclusion of the concept of "machine learning" as the 
foundation of intelligent modeling is imperative, leading to the 
best use of the model as an analysis tool and support for 
process design and control tasks [2], [16], [24]. Since the 
existing works on gravimetric concentration equipment such as 
the jig, so far focus directly on a statistical analysis and 
describe the recovery percentages through experimental 
equations, and the mathematical models that currently describe 
the phenomenon are highly computationally demanding, 
making them unattractive for rapid tasks of optimization and 
control of equipment. 

In this work, an accepted methodology for obtaining ANN 
is used in the modeling of the gravimetric concentration stage 
in the mineral processing industry. The efficient design and 
optimization tasks of the jig (which is the main equipment of 
the concentration stage in a mineral processing plant for gold 
extraction) require the process model to be able to study its 
behavior. Therefore, a good effort is dedicated here to the 
deduction and validation of an ANN model for the jig, 
counting on data available from a real pilot jig. This paper aims 
to develop a model to study the %R in a gravimetric pilot plant 
and its interaction with other internal process variables. First, a 
artificial neural network model is obtained to describe the 
dynamic behavior of the pilot plant. Then, the model is tested 
and assessed in terms of their ability to predict %R in the 
studied pilot plant. 

The rest of the work is organized as follows: in Section II, a 
review of modeling in mineral processing is presented. In 
Section III, the ANN model is defined, mentioning the 
procedure for obtaining it, while in Section IV, said procedure 
is applied to the jig. Section V shows the simulation results of 
the obtained model and discusses its qualitative and 
quantitative validation, ending with a Section VI of 
conclusions and future work. 

II. RELATED WORKS 

Jig is a gravimetric concentration equipment where mineral 
particles move in a flow of water pulsating, resulting at the end 
of the process in a stratification of particles of different 
densities and sizes. The stratification of the particles inside the 
jig occurs in a complex multiphase flow field. The particles are 
subjected to different hydrodynamic forces caused by the 
movement of the fluid, giving rise to different trajectories that 
depend on the velocity field of the fluid and particle properties. 
various variables operations affect the motion of particles 
among which can be included the flow of food from water and 
mineral, the amplitude and frequency of pulsation of the fluid, 
among others [2]. 

Over the past decades, considerable efforts have been made 
to design and modify the jigging process to increase gold 
recovery percentages and optimize processes [1]–[32]. Early in 
1970s and late 1990s, mono-size small particles separation 
through a packed bed of mono-size large particles was studied 
by physical experiments [18], [39]–[48]. Later numerical 
models were also employed and the studies were extended to a 
much wider range of controlling variables on particle 
separation [3], [5], [9], [11], [15], [16], [19]–[21], [25]–[27], 
[29], [36], [37]. 

From the percentage recovery point of view, a jig can be 
classified as a complex system with multivariable nonlinear 
dynamics, large uncertainty according to external disturbances 
and both model structure and parameters, and multiple space 
and time scales dynamics [4]. Therefore, controlling recovery 
in jigs is, in general, not a straightforward task. These issues 
motivated the study of recovery behavior of jig by means of 
modeling and simulation tools. As pointed out by Dong et al. 
[4], there are several benefits to modeling jig: plant design and 
optimization, experimental design, testing research hypotheses, 
design and evaluation of control strategies, forecasting, 
analysis of plant-wide performance, and education [4], [28]. 

For design and optimization purposes of jig, the PET 
(potential energy theory) [8], [47] and DEM (discrete element 
method) [25], [38] simulation models are widely used to try 
understand the gravimetric concentration process in jigs. 
However, the above contributions don’t address the recovery to 
the concentration of mineral particles widely distributed in size 
and density. Therefore, the investigations of Ospina and Usuga 
[15] and Ospina et al. [16] were the starting point. In these 
previous works, the authors evaluate the sensitivity of the 
mineral recovery through the variation of the operational 
parameters of the equipment, from a statistical and numerical 
analysis, using descriptive models, in the present investigation 
it is intended to model the jig through predictive intelligent 
systems. 

Intelligent systems are in many places, from vehicles to cell 
phones and even in some common household appliances such 
as refrigerators and microwave ovens. This is nothing more 
than a black box that includes input/output. Among the scopes 
that can be achieved with this type of systems are the 
following: System identification techniques applied in real 
processes, investigating the current methodologies that are 
being studied; implement parameter estimates by means of 
neural networks to different systems, taking into account the 
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variables to manipulate and the data collected; validate with 
experimental data in real time the results obtained with the 
neural network model against using a mathematical model to 
confirm if there is a significant decrease in error and general 
improvements in the automatic control of processes, and 
encourage research and learning of neural networks for use in 
different areas of knowledge. 

Artificial neural networks arise within the field of artificial 
intelligence, simulating the behavior of a biological neural 
network, in order to solve complex problems that would be 
very difficult to solve using conventional algorithms [49]–[52]. 
There are different types of artificial neural networks, which 
are used for different applications depending on their 
development. These networks are widely used for tasks such 
as: data classification, pattern detection, obtaining models of 
the retina of the eye and brain function, probability assessment, 
optimization, computer vision, and in the case of this research 
it was used for the prediction of variables in the mining 
industry. 

However, in the field of modeling systems for mineral 
processing (grinding, classifying and concentrating), artificial 
neural networks are relatively recent, but their use is increasing 
in this type of systems due to the efficiency of the results that 
they can generate, avoiding the implementation of complex 
calculations with better performance [16], [24]. Currently, the 
intelligence systems by means of artificial neural networks can 
be summarized into four structures: i) supervised learning: the 
neural network learns a set of inputs and the desired outputs to 
solve the problem [53]–[56], ii) direct inverse learning: the 
neural network learns from the feedback of a system, so that, 
when the signal is obtained, it determines the parameters to be 
performed [52], [57]–[60], iii) utility backpropagation: this 
structure optimizes the mathematical equation that represents 
the system, where its main disadvantage is that it requires a 
model of the system to be analyzed [61]–[65] and iv) adaptive 
critical learning: similar to the utility backpropagation 
structure, but without the need for a model of the plant [66]–
[68]. Although this type of structures are present and well 
accepted in different industrial processes, it is evident that in 
mineral processing applications and especially in the prediction 
of variables of interest such as mineral recovery, the existing 
studies of this type of design are based on simulations, this 
research being a starting point for the implementation of 
intelligent systems in gravimetric concentration equipment 
where experimental data obtained from a pilot scale jig is 
worked on. 

This paper aims to use an ANN model to study the 
recovery percentage (yield) in a pilot jig and its interaction 
with other internal process variables (pulsation amplitude and 
frequency, water flow, particle size distribution and height of 
the artificial porous bed.). First an ANN model is obtained to 
predict recovery percentage by experimental data from the 
pilot jig. Then, the model is tested and assessed in terms of 
their ability to predict recovery with 65 other experimental 
tests different from those used for training the neural network. 

III. METHODOLOGY 

Mineral processing is considered fundamental to the 
mining industry. Classically, the term mineral processing or 

mineralurgy is used to describe the transformation operations 
involved in the upgrading and recovery of minerals [69]. These 
operations are carried out sequentially to obtain a raw material 
useful in subsequent processes or a final product desirable in 
the market. The operations that are grouped under the name 
mineral processing can be divided into four groups: size 
reduction, classification, concentration, and refining. Each 
stands out within a mineralurgical process, according to the 
mineralogical characteristics of the feed and the specifications 
of the final product. In a gravimetric concentration equipment a 
stream called feed is divided into two: a stream called 
concentrate, which has a high content of the species of interest 
and another stream called tails, in which this content is 
substantially decreased [2], [19]–[21]. Different operational 
parameters such as amplitude and frequency of water pulsation, 
bed thickness and feed flow characteristics affect the 
stratification process. In the following, the methodological 
application to obtain an artificial neural network model of a 
pilot-scale jig is shown. 

The following methodology was proposed and followed 
step by step. This methodology attempts to bring together the 
theoretical component, the practical component, and the 
planning of the work. 

1) Approach of an Experimental Design. Development of 

the Experimental Design. Assembly of jig at laboratory scale. 

2) According to the proposed experiment design, the 

procedures to carry out the experimental tests on the laboratory 

scale jig and the data collection are planned. 

3) Conducting tests in the jig at laboratory scale with 

alluvial ore sample suspensions to observe the concentration 

process in jigs, varying the proposed conditions. Sample 

collection and characterization. 

4) Analysis of the results of the tests carried out. 

5) Formulation of the ANN model that better predict the 

recovery percentage in jigs. 

6) Validation of the obtained model with jig data at 

laboratory scale. The model was simulated in 

MATLAB®9.11(R2021b) using own code installed in a 

computer with an 8-core processor and 12GB of RAM. We 

used 216 samples (with sampling time T s = 0.1 s) for model 

identification and validation. 

The aim is to estimate the percentage recovery of high-
density minerals from low-density minerals in a jig according 
to a stratification of the particles present in a feed stream (Fa) 
whose solids load is less than 10% in volume. The stratification 
is produced by the transmission of mechanical energy which is 
generated by the movement of a plunger that exerts pressure on 
the water (Fh2o) in the internal chamber of the jig in a harmonic 
way, generating a movement in pulses (ascent and descent) of 
the particulate system that enters the separation chamber of the 
jig, so that a stratification of the bed formed by the particles is 
obtained, which is later used to produce the separation of the 
minerals. The separation chamber of the jig is open to the 
atmosphere. Inside it there is a screen where a bed of particles 
is deposited with an intermediate density with respect to the 
minerals to be separated. The particle bed has an initial height 
H0 (packed bed) that rises to a height Hmax, (fully fluidized bed) 
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according to the upward and downward movement of Fh2o. The 
Fh2o current contains water at a flow rate greater than or equal 
to the minimum fluidization velocity of the particles to be 
separated. The anharmonic motion of Fh2o generates a 
hydrodynamic interaction between the two phases present in 
the process (solid-solid, solid-liquid interaction). This 
interaction alters the movement of the mineral particles in the 
separation chamber of the jig. The upward movement of water 
and mineral particles is called the fluidization stage. In this 
stage the mineral particles rise from a height H0 to a height 
Hmax, initiating the stratification of the particles. At the 
beginning of stratification, the mineral particles with higher 
density and larger size tend to be deposited in the lower part of 
the bed, while the particles with lower density and smaller size 
are in the upper part of the bed. When the descent stage begins, 
the denser particles have a higher sedimentation velocity than 
the less dense particles, this allows that before the compaction 
of the bed, the heavier mineral particles are deposited quickly 
below the screen, obtaining after several cycles of pulsation, a 
complete separation of the mineral particles in two streams: 
Frejection and Fconcentrated.  The process is carried out under 
ambient temperature conditions and no chemical reaction is 
present. A diagram of the general process is shown in Fig. 1. 
The jig from which actual data were taken to train and validate 
the model has the conditions reported in Table I. 

A full factorial experimental design was developed 
involving the variables that exert the greatest control in the 
operation of the equipment (water flow, pulse amplitude, pulse 
frequency, granulometry, APB height) by means of an 
experimental matrix. This factorial design consists of five 
factors where the frequency, water flow and granulometry each 
have three levels (high, medium, low) and the amplitude and 
APB height each have two levels (high and low) resulting in a 
total of 108 tests plus replicates, a total of 216 tests. Table II 
summarizes the values considered for the different operating 
parameters. The response variable is the main metallurgical 
index (Recovery percentage (%R)). 

Regarding the method of data collection and analysis. 
Primary data were used, which were collected through each of 
the ore samples generated from the experimental design (see 
Table I) by quantifying the gold mineral content in each of the 
151 samples for identification and the 65 samples for 
validation, through two methods known as fire assay and time 
sequence analysis [7]. The effect of the operational parameters 
(see Table 2) on %R could be predicted from a sequential order 
of recovery percentage values (trend at equal time intervals). 

The neural network method was selected because of its 
great capacity to adapt to different types of problems, the 
previous experience with the use of neural networks [70]–[73], 
and the ease of implementation of this type of technique, in 
addition to being a technique with great potential that is 
causing a revolution by proving to be the future of technology. 

An artificial neural network (ANN) is an automatic 
learning and processing paradigm inspired by the functioning 
of the human nervous system [58], [59], [65]–[67], [74]. A 
neural network is composed of a set of neurons interconnected 
by links, where each neuron takes as inputs the outputs of the 
preceding neurons, multiplies each of these inputs by a weight 

and, by means of an activation function, calculates an output. 
This output is in turn the input of the neuron it precedes. The 
union of all these interconnected neurons the artificial neural 
network [50], [51], [54], [55]. 

 

Fig. 1. Jig Diagram. 

TABLE I. PILOT SCALE JIG CHARACTERISTICS 

Feature value 

Mineral Feed Flow (Fa) 200 g/min 

Water flow (Fh2o) [1.5-2.5] gal/min 

Mineral size (granulometry) [125-850] µm 

Artificial porous bed height (APB) [2.5-3.75] cm 

Pulse amplitude [5-7] mm 

Pulse frequency [5-9] Hz 

APB particle diameter 3 mm 

TABLE II. OPERATING PARAMETERS AND RESPECTIVE OPERATING 

LEVELS 

Levels High Medium Low 

Frequency (Hz)-F 9 7 5 

Pulse amplitude (mm)-A 7 - 5 

Granulometry (mesh series Tyler)-T +50 (1) -50 +100 (2) -100 (3) 

Water flow (gal/min)-H 2,5 2,0 1,5 

Artificial porous bed height (cm) 3,75 - 2,5 

Separation Chamber 
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The artificial neural network as well as biological networks 
learn by repetition, and the more data you must train and the 
more times you train the network the better results you will get 
[62], [63], [67]. Training an ANN is a process that modifies the 
value of the weights associated with each neuron, so that the 
ANN can generate an output from the data presented in the 
input  [52]. The weights are really the way the neuron learns. 
These weights will be modified in a certain way to adapt the 
value of the output in such a way as to minimize its error with 
respect to the real result that the artificial neuron should 
produce [55], [75]. 

Based on the above arguments, the following questions 
arise for this methodological development: What data are 
relevant for the management of the problem to be addressed?, 
which variables are relevant to address and manage this 
problem?, where can the data be obtained?, how to prepare and 
encode the data?, what type of network should be chosen?, 
how many hidden layers and how many neurons are necessary 
to manage the possible solution to the proposed problem?, 
what learning rule to choose?, and what initialization is given 
to the weights?. These data will be acquired by means of 
experimental tests using the pilot plant of the jig. The data 
obtained from the experimental tests will be organized in a 
spreadsheet to be later entered into the software that will be 
used to code the neural network (Matlab®(R2021b)). The 
network to be designed will be initially selected with a 
configuration of one hidden layer with 13 neurons in each 
layer, five inputs, one output and a learning coefficient of 0.3 
and random weights. However, once implemented, several 
tests will be performed to determine if a change in any of the 
parameters is necessary to obtain better results. The structure 
intended to be implemented for this proposed model is shown 
in Fig. 2. This structure has the possibility of being changed if 
a better alternative is discovered in the future during the 
process of development, research, and implementation. 

As regards the activation functions, several functions were 
tested, among them the logsig, the ReLu, the softplus, the 
hardlim and the tansig, choosing in the end the logsig since it is 
the function that reaches a low margin of error in the shortest 
time for this specific process with the input data obtained. 

Finally, it is possible to observe that the neural network was 
developed with its own code (the Matlab library was not used) 
along with the database with which it would be trained. The 
Matlab program consists of three parts: i) Network 
configuration: This is the main part, where the neural network 
is configured and trained. This was done using arrays of cells, 
so that it was possible to store arrays of different sizes in a 
single variable. Each row of the network variable is a different 
type of data, such as the weights of each layer, biases, errors, 
and so on, ii) Feedforward: In this file the forward propagation 
stage of the network was performed, where all the elements of 
the database are passed through the neural network, obtaining 
an output, and iii) Backpropagation: The backpropagation 
algorithm implemented for this network was gradient descent, 
where the aim is to minimize the error by calculating the partial 
derivatives of the error or cost function (mean squared error in 
this case), in terms of the weights of each neuron, modifying 
them in order to reduce the error in the output. 

 

Fig. 2. Neural Network Configuration for Intelligent System. 

Several tests were performed to verify the learning of this 
network and that the data delivered by it were consistent even 
with parameters that it had not received in the training stage, 
obtaining more than acceptable values, and thus proceeding to 
the implementation stage. 

To assess the performance of ANN model, was followed 
the procedures suggested by Cruz et al.[58]. After visual 
evaluation and tests for fitting the behavior, the two criteria: 
Root Mean Square Error (RMSE), and coefficient of 
determination (R2) were applied [31], [32], [34] (see Eqs. (1) 
and (2)): 

𝑅𝑆𝑀𝐸 = √
∑ (𝑥−𝑥𝑡)

2𝑛
𝑖=1

𝑛
             (1) 

𝑅2 = 1 −
∑ (𝑥−𝑥𝑡)

2𝑛
𝑖=1

∑ (𝑥−�̅�)2𝑛
𝑖=1

             (2) 

where 𝑥 is experimental data of the recovery percentage, 𝑥𝑡  

is ANN output, 𝑛  is the sample size and �̅�  is the mean of 
experimental data for the recovery percentage. 

IV. RESULTS 

This section presents the results obtained in this research, 
which includes the description of the intelligent 
implementation. The neural network was trained from plant 
experimental data, using the database “JigRNA.xlsx”, which 
have 151 rows of data, the first column being the pulsation 
frequency value, the second the pulse amplitude value, the 
third the ore size, the fourth the water flow value, the fifth the 
APB value, and the sixth to the mineral recovery percentage 
value (output). Table III shows a portion of the recorded data. 

Once the results of the experimental tests were obtained, 
the variables values were normalized in the interval 0 to 1, this 
in order to work with less uncertainty the data that would be 
entered into the neural network and have a free response of 
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engineering units. Eq (3) shows how the data were normalized 
and Table IV shows a portion of the normalized data. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑣𝑎𝑙𝑢𝑒 =
(𝑉𝑎𝑙𝑢𝑒𝑟𝑒𝑎𝑙−𝑉𝑎𝑙𝑢𝑒𝑚𝑖𝑚)

(𝑉𝑎𝑙𝑢𝑒𝑚𝑎𝑥−𝑉𝑎𝑙𝑢𝑒𝑚𝑖𝑛)
           (3) 

After normalization, a multilayer perceptron ANN with five 
inputs (corresponding to the five parameters used in Table IV) 
was created using proprietary code in a Matlab® script. The 
program identifies the five input and the output (%R). From the 
simulations performed, errors of less than 2% were obtained 
with 13 neurons in the hidden layer and starting the training 
process for 200 epochs. The results of the network without 
training and the training performance are shown in Fig. 3 and 4 
respectively. 

Fig. 3 shows the unsorted distribution of the data for the 
untrained neural network, once the training algorithm is started, 
it converges in only 40 epochs (see Fig. 4), making the network 
follow the input patterns that have been provided. 

The performance of the ANN model was compared in two 
stages. In the first stage (Fig. 5), the identification data are 
shown with the absolute errors (maximum, average and 
minimum) that are reported in Table V. 

TABLE III. RANDOM DATABASE USED TO TRAIN THE ANN 

F A T H APB %R 

5 7 1 2 3,75 68,69 

7 5 3 2,5 3,75 6,8 

5 7 2 2,5 2,5 13,7 

9 7 2 2 3,75 31,1 

7 5 3 1,5 2,5 93,5 

5 5 2 2 3,75 14,64 

5 7 3 1,5 3,75 50,08 

TABLE IV. NORMALIZED DATABASE USED TO TRAIN THE ANN 

F A T H APB %R 

0 1 0 0,5 0 0,6905 

0,5 0 1 1 1 0,0683 

0 1 0,5 1 0,5451 0,1376 

1 1 0,5 0,5 1 0,3126 

0,5 0 1 0 0,545 0,9399 

0 0 0,5 0,5 1 0,1471 

0 1 1 0 1 0,5034 

TABLE V. ERRORS IN IDENTIFICATION 

Model Max. Error  Mean Error  Min. Error 

ANN 0,4449 0,0630 3,4382e-06 

 

Fig. 3. ANN Response without Learning. 

 

Fig. 4. Training Performance. 

 

Fig. 5. ANN Performance. 

In the second stage the model is compared by means of the 
validation data (Fig. 6) with their respective R2 and RSME 
presented in Table VI. Additionally, Fig. 7 shows the 
histogram of the errors made by the Neural Network for the 
validation data. 
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Fig. 6. Relationship of the Validation Data with the ANN Output. 

TABLE VI. ERRORS IN VALIDATION 

Model R2  RSME  

ANN 0,9172 0,105 

 

Fig. 7. Histogram of ANN Errors with Validation Data. 

It can be seen from Fig. 5 to 7 and Tables V and VI that the 
performance of ANN model may be suitable for prediction of 
recovery percentage in gravimetric concentration equipment in 
the mineral processing industry, both in identification and 
validation, yielding errors of less than 2%, which is adequate 
for engineering purposes, especially to implement an 
optimization strategy for the jig concentration process. 

The ANN model result in its matrix form can be expressed 
according to Eqs. (4) to (9). In the hidden layer Eq. (6) the 
inputs to the network 𝑋5×1were shown one by one (see Table 
4). These result in an output 𝑌13×1

1  (Eq. (7)) for each neuron 
from applying the activation function 𝑓1(𝑎13×1

1 )  (logsig). 
Subsequently, the outputs of the neurons of the hidden layer 
are fed to the neuron of the output layer (Eq (8)) to obtain the 
output of the whole network or each input supplied (Eq. (9)). 

𝑎𝑛×1
𝑘 = 𝑊𝑛×𝑝

𝑘 ⋅ 𝑌𝑝×1
𝑘−1 + 𝑏𝑛×1

𝑘             (4) 

𝑌𝑛×1
𝑘 = 𝑓𝑘(𝑎𝑛×1

𝑘 )              (5) 

𝑎13×1
1 = 𝑊13×5

1 ⋅ 𝑋13×1 + 𝑏13×1
1             (6) 

𝑌13×1
1 = 𝑓1(𝑎13×1

1 )             (7) 

𝑎1×13
2 = 𝑊1×13

2 ⋅ 𝑌13×1
1 + 𝑏1×1

2             (8) 

𝑌1×1
2 = 𝑓2(𝑎1×1

2 )              (9) 

In Eq. (4) to (9), the 𝑊𝑘  are the weights of each of the 
connections of the neurons with the upstream and downstream 
layers and the 𝑏𝑘are the biases of each of the neurons. These 
two parameters are trained for each input supplied to the 
network and are updated epoch by epoch until the neuron 
output is as close as possible to the experimental data. The 
values of these parameters after training and validation are 
shown in Tables VII to IX. 

TABLE VII. INPUT-NEURON WEIGHT MATRIX HIDDEN LAYER (𝑊13×5
1 ) 

Neuron F A T H APB 

1 13,169 -8,118 9,593 -14,15 -7,127 

2 13,338 23,438 14,351 6,829 -39,237 

3 -2,497 -8,079 2,932 -1,547 -8,782 

4 25,019 2,770 -40,937 3,161 2,032 

5 2,287 5,335  1,892 3,824 3,860 

6 -21,545 7,757 -12,758 -5,941 -14,059 

7 -12,903 11,024 -9,002 0,628 8,4 

8 9,771 -0,809 -20,987 -0,855 -1,302 

9 13,742 -8,853 -6,582 -6,028 19,347 

10 0,271 3,452 1,864 3,541 0,165 

11 -7,925 5,39 2,966 7,421 -1,126 

12 41,617 24,659 -23,697 -48,221 71,691 

13 13,914 8,624 3,308 7,510 13,214 

TABLE VIII. WEIGHT MATRIX NEURONS HIDDEN LAYER-NEURON OUTPUT 

LAYER (𝑊1×13
2 ) 

Neuron Hidden Layer Output Neuron 

1 6,5676 

2 -4,5756 

3 -6,4016 

4 -12,4363 

5 -20,2859 

6 6,5559 

7 -5,5759 

8 15,4027 

9 -10,4933 

10 18,7184 

11 -6,7827 

12 5,4746 

13 4,9074 
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In Table VII, each row represents a neuron of the hidden 
layer, and each column represents the connection to each of the 
inputs (corresponding to the five operational variables of the 
jig). Similarly in Table VIII, each row corresponds to an output 
of the hidden layer neurons, and each column is the connection 
from the hidden layer to the output neuron of the network. 
Finally, Table IX can be interpreted as follows: each row 
corresponds to the bias of each of the hidden layer neurons. 
The bias value for the output layer neuron was 𝑏1×1

2 =6,4373. 

TABLE IX. BIAS MATRIX NEURONS HIDDEN LAYER 

Neuron Hidden Layer Bias (𝒃𝟏𝟑×𝟏
𝟏 ) 

1 -11,6266 

2 -4,9026 

3 11,9266 

4 -0,1623 

5 -7,4530 

6 23,4868 

7 -4,3211 

8 4,6968 

9 0,7725 

10 -3,1677 

11 -6,9047 

12 -16,4843 

13 -20,1379 

V. DISCUSSION OF RESULTS 

In this paper we proposed as a contribution an ANN model 
for the estimation of the recovery percentage in a gold 
gravimetric concentration equipment known as a jig, which 
was based on the development of its own code in Matlab®, 
based on experimental data from a laboratory-scale jig (see 
Figure 1). With respect to traditional empirical and DEM-CFD 
modelling [15], [16], [20], [25], [26], artificial intelligence 
applications can become more efficient than the conventional 
techniques still used in the mineral processing industry as the 
ones proposed in this research and supported by [24] where is 
emphasized that in the ANN model, the input variables can 
include other controlling variables, such as other particle 
properties and system dimensions, feature that is very similar 
to phenomenologically based models. 

Comparing both the identification and validation errors. It 
can be said that the performance of the ANN model adequately 
predicts the response variable (RSME=0.105), despite the great 
dependence and sensitivity of the recovery percentage with 
respect to variability. Of the five main operational parameters 
of the equipment (frequency and amplitude of pulsation, water 
flow, height of the artificial porous bed, and size of the mineral 
to be separated). The error in the ANN model could be 
decreased by two orders of magnitude if more delve into the 
number of neurons and hidden layers in the network that give a 
better fit with respect to the data provided. The above was 
evidenced in [58] where it is ratified that the use of different 
neural networks, whether they use the gradient method or the 

convolutional ones, converges to a global minimum of the 
error. 

The prediction performance of the model is compared by 
experimental data (see Fig. 5 and 6). Note that, since the 
validation data were recorded from laboratory-scale jig, It is 
necessary to be able to validate the model taking into account 
more ore samples and on a full-scale jig, as there could be a 
significant lag between the result of the pilot plant and the data 
recorded on an industrial-scale jig [3]. This type of 
inconvenience can be easily compensated with the application 
of scaling techniques, integrating the total plant and control 
design [3], [32]. 

The average prediction errors that were estimated using the 
validation data sequence for the model, are shown in Tables V 
and VI. We see that the ANN model fits well, but one of the 
limitations of these prediction errors is that a significant 
number of dynamics (Particle-particle interaction and particle-
fluid interaction) remains unmodeled. This may be since when 
employed models that depend heavily on data (empirical), built 
through experimentation and observation, the interpretability of 
many other phenomena that occur in this type of process is 
limited to the little knowledge that this type of structures 
present, in addition to other effects that can only be adequately 
modeled in a phenomenological mathematical structure. 

This paper has shown that the modeling framework based 
on ANN models may give models that are as useful, accurate, 
and reliable as with phenomenological modeling, even if the 
system is well understood. Such models may serve as an 
alternative that may be attractive especially for systems that are 
not well understood, as in the case of jig. Moreover, we believe 
ANN model developed in this framework has significant 
advantages over many other non-linear empirical modeling 
frameworks. The reason is that it admits interpretability of the 
model through the intuitive and easily understandable 
operating regime concept, and the fact that the machine 
learning models can be interpreted independently. 

VI. CONCLUSIONS 

In this work, ANN model was developed, and their 
performance was evaluated by means of absolute errors. It can 
be said that the application of this type of model in real mineral 
processes can guarantee an adequate optimization of highly 
dynamic processes, since the expected results can be obtained 
in a shorter time without the need to use complex mathematical 
models, which are often difficult to obtain, or the phenomena 
involved in most of them cannot be understood in depth. 

ANN models have a wide use in present day engineering. 
In this contribution, special attention is paid to control oriented 
models. As is well known, chemical, biochemical, and mining-
metallurgical models are complex and nonlinear due to the 
multiple interacting phenomena, making them hard to 
implement in process control tasks. Although an ANN model 
(a type of black-box model) is not able to capture and predict 
the essential phenomena (mass, energy, and momentum 
transfer), gives significant rapid response with respect to the 
variables that are intended to intervene, thus providing 
strategies to rationally optimize and to control industrial scale 
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jigs since in this type of process a large amount of data can be 
obtained from both input and output variables. 

With the implementation of this type of advanced modeling 
strategy, there was a significant reduction in the error when 
comparing the conventional empirical data against the 
experimental data using neural networks and, in turn, a better 
response to the operational variability of the processes was 
evidenced. Considering the results obtained, it can be affirmed 
that neural networks can be the pillar of the so-called fourth 
industrial revolution, proving to be useful in multiple fields, 
offering high efficiency and reliability in the optimization of 
industrial processes. 

It is concluded from the identification and validation 
performed that the ANN model is very sensitive to the data 
provided. Further simulations on the ANN model, changing the 
number of neurons in the hidden layer could show very 
significant changes in the errors of both the identification and 
validation data. 

As a future work derived from the present research, it is 
intended to complement the architecture of the proposed 
system by including other artificial intelligence models for the 
analysis of recovery percentage, using, for example, fuzzy 
logic, in order to enable the implementation of early warning 
systems and  particle-particle interaction and particle-fluid 
interaction for monitoring recovery percentage. 
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Abstract—Software companies aim to develop high-quality 

software projects with the best global resources at the best cost. 

To achieve this global software development (GSD), an approach 

should be used which adopts work on projects across multiple 

distributed locations, and this is also known as distributed 

development. When companies attempt to implement GSD, they 

face numerous challenges owing to the nature of GSD and its 

differences from traditional methods. The objectives of this study 

were to identify the top software development factors that affect 

the overall success or failure of a software project using 

exploratory data analysis to find relationships between these 

factors, and to develop and compare risk prediction models that 

use machine learning classification techniques such as logistic 

regression, decision tree, random forest, support vector machine, 

K-nearest neighbors, and Naive Bayes. The findings of this study 

are as follows: in GSD, the top 18 factors influencing the software 

project are listed; and experiments show that the logistic 

regression and random forest models provide the best results, 

with an accuracy of 89% and 85%, respectively, and an area 

under the curve of 73% and 71%, respectively. 

Keywords—Global software development; distributed 

development; risk prediction model; machine learning 

I. INTRODUCTION 

The entire software development approach has permanently 
changed in the last two decades to support distributed 
development environments with distributed teams [1]. This 
strategy can be described as a contract between two parties, 
with the client representing advanced countries and the vendor 
representing developing countries, with the goal of achieving 
mutual interests [2]. Therefore, the main reason for the 
widespread use of global software development (GSD) is that 
clients worldwide need highly specialized resources and tools 
at a reasonable price [3]. 

In addition, GSD has seen a considerable increase in 
contracts and business in recent years. The use of distributed 
development teams in various time zones and geographic 
locations may be referred to as the ‘new age’ of development 
projects employing GSD [4]. The affordable price of GSD is a 
significant factor contributing to its appeal. Consequently, 
there has been great success in the mutual benefit between 
clients and vendors [5], [6]. Some benefits of adopting GSD 
include sharing knowledge, using the most recent technologies, 
access to resources, economic benefits, lower expenses, and 
successful overall project completion [7], [8]. 

In addition, the challenges and limitations that have a 
significant effect on GSD should be pointed out. For example, 

it can be difficult for distributed teams to communicate with 
each other and work together due to language barriers, cultural 
norms and limits, time zones, leadership, team capabilities, and 
project management [9]–[11]. One of the most serious issues 
confronting GSD is the location, distance, and communication 
between the distributed teams [12]. In addition, the problem of 
team communication has been solved owing to the benefits of 
using agile methods such as scrum [8]. 

However, risks remain when clients attempt to adopt and 
use this approach in their projects. It can also yield the opposite 
results if it is misused. In the beginning, the term "risk" can be 
identified as a collection of software project characteristics, 
situations, and regulations that present a hazard to a project's 
overall success. It is also important to determine how often 
these risks occur, and how to prepare for them [13]. 

The Project Management Institute (PMI) shows that most 
risk management methods and procedures are ignored and 
thrown out, especially in the IT industry, because they are too 
general or only work in a specific situation [14]. Despite this, 
software projects that use techniques and tools to predict risk 
can detect approximately 70% and avoid 90% of harmful risks 
[15]. 

So, companies need to know the benefits and the risks of 
adopting the GSD approach, in an early stage of the 
development, to avoid any financial loss. In addition, 
companies need to also know if adopting GSD approach is 
suitable for their project or it will have negative results. 
Therefore, a software risk prediction model using the machine 
learning classification techniques was provided in this study, to 
make a prediction of the success or failure of the software 
project in the domain of GSD. 

In this study, the following are discussed: First, previous 
systematic literature reviews were reviewed to identify the top 
software risk factors affecting GSD. Second, a dataset was 
collected from software projects in various regions of the 
world. Third, exploratory data analysis (EDA) was conducted 
to find different insights and correlations between these factors 
and each other. Fourth, software risk prediction models were 
built using different supervised machine learning classification 
techniques. Finally, software risk prediction models were 
evaluated and represented to determine the best model suitable 
for the GSD approach. 

As a result, this study answers two main questions in the 
section between parentheses. RQ1: Which software risk factors 
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are essential to the GSD domain and significantly affect the 
software risk prediction? (Section III-A) 

RQ2: What are the best machine learning techniques for 
software risk prediction in GSD? (Section V) 

The remainder of this paper is organized as follows. 
Section II presents related work. The methodology is described 
in detail in Section III. Section IV presents an examination and 
measurement of the precision. Section V presents the results of 
the proposed model. Section VI discusses the validity threats. 
In Section VII the conclusion is presented, finally, in Section 
VIII, additional work is listed to be considered in the future. 

II. RELATED WORKS 

This section presents two types of studies. The first one 
concerns a systematic literature review related to GSD factors, 
and the second one is related to software risk prediction using 
machine learning and other techniques. 

A. Systematic Literature Review for GSD Factors: 

In [5], an empirical investigation was conducted to figure 
out the top requirements of engineering (RE) practices in GSD. 
Among the 66 practices, the results showed that only six key 
factors play an important role in GSD, as listed below: 

1) Identify and consult with system stakeholders. 

2) Prioritize requirements. 

3) Define system boundaries. 

4) Define standard templates for requirements. 

5) Check if requirements document meet your standards. 

6) Uniquely identify each requirement. 

The dataset was collected by conducting an online survey 
questionnaire. For the evaluation of these factors, 56 experts 
from GSD were involved. Limitation and future work: the 
questionnaire relied only on closed questions and focused only 
on the company size, testing these factors, and trying to 
develop a framework to be used in the future. 

In [16], the authors tried to prioritize the success factors 
that affect requirement change management (RCM) in the 
GSD. Fuzzy logic analytical hierarchy progress (FAHB) was 
used to conduct the prioritization. The result of this study was 
to find out the RCM success factors and categorize them into 
four groups: team, technology, process, and organizational 
management. The dataset was collected by conducting a 
questionnaire survey and retrieved around 81 responses. 
Evaluation metrics for the prioritization were conducted by 
using experts’ responses. Limitations and future work: sample 
size of the dataset needs to be widened, and organization size 
and types should be considered, in addition, success factors, 
barriers, and best practices need more investigation and 
analysis. 

The authors in [17], focused on scaling agile projects in the 
domain of GSD. They mapped 44 agile practices to the SAFe 
Framework. Instructions were given for how the SAFe 
practices can be used in agile global software development 
(AGSD) projects. The dataset was collected by reviewing 86 
studies. Of these studies, only 24 papers discussed the scaling 
of agile, from which the authors selected 44 practices to be 
mapped on the SAFe Framework. Limitations and future work: 

(AGSD) practices need to be evaluated and should also be 
tested in the real industry. In addition, the mapped process of 
these practices needs to be evaluated. 

B. Software Risk Prediction Models: 

In [15], a software risk prediction model was created based 
on risk analysis of the project by using its context history and 
project characteristics in the software development life cycle 
(SDLC) as shown in Fig. 1. The model is called the Atropos 
model and consisted of six main phases listed below: 

1) Data Gathering through interface and bulk uploading. 

2) Similarity by characteristics of the project. 

3) Store context histories of the project. 

4) Similarities by context histories. 

5) Recommendation of any potential risks. 

6) Risk management and monitoring. 

The dataset was collected based on 153 software projects 
from a financial company. Evaluation metrics of the model 
showed an acceptance rate of 73% and an accuracy rate of 
83%, and these results were assessed by 18 experts.  
Limitations and Future work for the model are to improve the 
model’s accuracy, to improve the proposed model and 
methodology, additional use of prototype, the number of 
practitioners, and the duration of the study (5 weeks only). 

In [9], artificial neural network (ANN) model was created 
to predict the risk factors in GSD. The model used algorithms 
such as Levenberg–Marquardt, Bayesian Regularization, and 
Scaled Conjugate Gradient. The dataset was collected by 
sending 760 questionnaires to companies. 390 were received, 
and 116 were rejected, leaving 274 responses that were used as 
the primary data set. Evaluation metrics of the model were 
conducted by using least mean square error (MSE), and the 
results showed that Bayesian Regularization gave better results 
as compared with the other two approaches and matched the 
results from these studies [18], [19]. Limitations and Future 
work for the model are the sample dataset needs to include 
many companies and random data collection should be used to 
generalize the model, also the author recommended to use deep 
learning to get more insights and accurate results in the future. 

 

Fig. 1. Shows the Atropos Six-Stage Model [15]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

113 | P a g e  

www.ijacsa.thesai.org 

In [20], the authors provided a software reliability 
prediction algorithm. They used fuzzy logic and ANN in their 
model. The dataset was collected from John Musa of Bell 
Laboratories and received from the IEEE repository. 
Evaluation metrics of the model were conducted by using root 
mean square deviation error (RMSE) and showed that the 
fuzzy-neural method was the best compared to other 
algorithms. Limitations and future work for the model: the 
model is restricted to one factor (time to failure). In addition, 
many software risk factors should be used to evaluate this 
model better. 

The authors in [21]developed a fuzzy logic hybridized 
framework for software risk prediction models during the 
decision-making process. Technique for order of preference by 
similarity to ideal solution (IF-TOPSIS), fuzzy decision-
making trial and evaluation laboratory (DEMATEL), and crow 
search algorithm (CSA), optimized adaptive neuro-fuzzy 
inference system (ANFIS) were used for the software model 
prediction. The dataset consisted of 93 software projects, 70% 
used for training and the remaining used for testing and 
validating the model. The results showed that integrated fuzzy 
was accurate in software risk prediction.Limitations and future 
work: make a set of decisions and use many software factors 
and advanced machine learning techniques to improve and 
validate the results. 

To reduce cost risks, the authors of [22] amplified the 
constructive cost model (COCOMO-II) in the GSD context. 
The dataset was collected by conducting a questionnaire and 

receiving around 175 responses. Evaluation metrics of the 
model were conducted by using Magnitude of Relative 
Estimates (MRE) and experts’ judgment. Limitations and 
Future Work: the model is in an early stage and needs more 
validation and evaluation. In addition, mathematical or 
machine learning (ML) techniques may be used in the future. 

In [23], the authors developed ML models for defect 
prediction in the domain of software reliability and 
performance. The models were built using ANN, random forest 
(RF), random tree (RT), decision table (DT), linear regression 
(LR), Gaussian processes (GP), SMOreg, and M5P. The 
dataset for these models was from the NASA promise 
repository. The results showed that the combination of 
different ML algorithms is effective in the prediction of 
software defects. Evaluation matrices used were correlation 
coefficient (R²), mean absolute error (MAE), (RMSE), relative 
absolute error (RAE), and root relative squared error (RRSE). 
Limitation and Future works: different datasets and ML 
algorithms can be used to evaluate the results. In addition, 
more investigation into software factors should be conducted to 
improve these results. 

Most previous studies concentrated on a limited number of 
factors, as summarized in Table I. In addition, the dataset needs 
to be enlarged to include more regions, and (ML) techniques 
need to be improved and evaluated using real data from 
software companies, as will be provided in the subsequent 
section. 

TABLE I. OVERVIEW OF PREVIOUS RESEARCH STUDIES FOR SOFTWARE PREDICTION MODELS

Reference Dataset ML Techniques and algorithms Evaluation metrics Limitation and Future work 

 

(Filippetto 

et al, 

2021) [15] 

The dataset was collected based on 

153 software projects from a financial 

company.  

Risk analysis of the project by 

using its context history and 

project characteristics in the 

(SDLC). 

Acceptance rate of 73% 

and an Accuracy rate of 

83%, and these results 

were assessed by 

experts 

1. Improve the proposed model 

methodology and accuracy. 

2. Additional use of prototype. 

3. Number of practitioners and the 

duration of the case study should be 

increased. 

 (Iftikhar 

et al, 

2021) 

 [9] 

The dataset was collected by sending 

760 questionnaires to companies. 390 

were received, and 116 were rejected, 

leaving 274 valid responses.  

(ANN) model was created to 

predict the risk factors in GSD 

such as: Levenberg–Marquardt, 

Bayesian Regularization, and 

Scaled Conjugate Gradient. 

 MSE 

1. the sample dataset needs to include 

many companies and random data 

collection should be used to generalize 

the model. 

2. Deep learning should be used to get 

more accurate results. 

(Sahu et 

al, 2018)  

[20] 

The dataset was collected from John 

Musa of Bell Laboratories and 

received from the IEEE repository. 

Fuzzy logic and ANN were used 

for building a software reliability 

prediction model. 

RMSE 

1. Model was restricted to one factor 

(time to failure). 

2. Many software risk factors should be 

used to evaluate this model better. 

(Suresh et 

al,2021) 

[21] 

The dataset consisted of 93 software 

projects, 70% used for training and 

the remaining used for testing and 

validating the model. 

Fuzzy logic hybridized framework 

for software risk prediction 

models during the decision-

making process. 

CSA 

1. Make a group of decisions making 

and use sophisticated ML techniques 

2. Use many software factors 

(Khan et 

al,2021)  

[22] 

The dataset was collected by 

conducting a questionnaire and 

receiving around 175 responses  

Amplified COCOMO-II Model in 

the context of GSD. 

 (MRE, experts’ 

judgment  

1. The model is in an early stage and 

needs more validation. 

2. Mathematical or ML techniques may 

be used in the future. 

(Assim et 

al,2020) 

[23] 

The dataset for these models was from 

the NASA promise repository  

ANN, RF, RT, DT, LR, GP, 

SMOreg, and M5P were used. 

(R²), (MAE), (RMSE), 

(RAE) and (RRSE) 

1. different datasets and ML algorithms 

can be used to evaluate the results. 

2. Investigation into more software 

factors to improve these results. 
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III. RESEARCH METHODOLOGY 

This section describes the methodology used to develop the 
GSD-applicable software risk-prediction model. Fig. 2 
illustrates the six phases of the proposed model. Systematic 
Literature review (SLR) analysis (Section III-A), dataset 
selection (Section III-B), dataset preprocessing (Section III-C), 
modeling (Section III-D), experimental evaluation (Section 
IV), and risk prediction results (Section V). 

A. Systematic Literature Review Analysis: 

The proposal to build the software risk prediction model 
was based on many systematic literature reviews (SLR) that 
collected the software risk factors that affect the software in 
GSD. SLRs included empirical studies published between 2018 
and 2022. After reviewing these studies, a list of 145 factors 
essential to software project success was created. (Available in 
Appendix “I”). 

Then, these factors were analyzed and reprocessed to 
determine the most significant factors in the GSD domain. To 
do this, the following three steps were followed: 

1) Merging step: There were several duplicates; therefore, 

the first step in removing these duplicated factors was to 

merge the duplicates, which helped lower the total number by 

more than half. 

2) Filtration step: After the merging stage, the factors 

were ranked and filtered by selecting only those with a 

frequency rate of greater than 50 percent. In this manner, the 

top 18  factors that affect software in the GSD domain can be 

collected. 

3) Categorization step: In this phase, the top 18 factors 

were categorized into four categories: requirements, 

management, technical, and cultural, as shown in Table II to 

answer RQ1. 

B. Dataset Selection 

This subsection describes the data collection procedure and 
descriptive analysis of the dataset used to construct the model. 
The dataset was collected through a questionnaire survey and 
interviews with software companies and experts from various 
global regions. The main target was to focus on organizations 
that had extensive experience with outsourcing and were 
already using the GSD method. The dataset consists of 
information from 140 software projects in the GSD domain. 
Then, the data was gathered by conducting a questionnaire 
survey and interviews with companies and experts. The 
questionnaire is based on the top 18 factors listed in Table II. 
The data were collected from various regions that support a 
wide range of clients and vendors, including western Europe, 
central and eastern Europe, Africa, and the Middle East. 

The dataset attributes were project ID, region, job, 
experience, company type, requirement clarity, project scope, 
requirement changes, project planning, project size, project 
management, communication, cost, commitment, modern 
technologies, roles and responsibilities, skilled staff, 
organizational stability, language and culture, time difference, 
progress, team size, methodology, and project status. 

Then, the attributes were classified into numerical and 
categorical categories. The independent and dependent 
attributes were then determined. The dependent attribute is 
"Project Status." The remaining 23 attributes were independent 
attributes. Table III presents a more detailed description of the 
attributes of the dataset.  In addition, Appendix “II” provides a 
sample of the questionnaire with attributes represented as 
questions. 

 

Fig. 2. A Proposed Model for Software Risk Prediction. 

TABLE II. TOP 18 SOFTWARE FACTORS THAT AFFECT GSD 

Requirement Factors 

1. Requirement ambiguity 

2. Requirement changes 

3. Requirements scope 

4. New technologies 

5. Project size 

Management Factors 

6. Competence level of project manager 

7. No planning or inadequate planning 

8. Low commitment of stockholders 

9. Progress measure 

10. Cost balance 

11. Lack of roles and responsibilities 

12. Team size  

Technical factors 

13. Staff does not have required skills 

14. Unstable organizational environment 

15. Methodology followed 

16. Communication infrastructure and process 

Cultural factors 

17. Language and culture differences 

18. Time zone difference 
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TABLE III. DATASET VARIABLES AND DESCRIPTIVE STATISTICS

n Attributes Type Description Mean Std Min 50% Max 

1 Project ID Numerical (int64) 
Project unique ID, which starts with one and 

ends by 140 
___ ___ 1 ___ 140 

2 Region Categorical (object) 

Region attributes lie in 5 main regions:  

Western Europe, Central, and Eastern 

Europe, Asia, Africa, and the Middle East. 

___ ___ ___ ___ ___ 

3 Job Categorical (object) 
The job role of the person/company 

developer who filled the form 
___ ___ ___ ___ ___ 

4 Experience Numerical (int64) 
Team/individual experience measured in 

years 
3.925 4.171 1 3 30 

5 Company Type Numerical (int64) 
company types measured by (national, 

international, and startup) 
0.535 0.528 0 1 2 

6 Requirement Clarity Numerical (int64) 

the level of requirements clearness is 

measured as (clear, moderate, unclear, and 

ambiguous) 

2.1 0.798 1 2 4 

7 Project Scope Numerical (int64) 
the project scope is measured as (clear, 

moderate, unclear, and ambiguous) 
2.071 0.810 1 2 4 

8 Requirement Changes Numerical (int64) 
the project scope is measured as (minor, 

normal, heavy, and messy) 
2.55 0.798 1 2 4 

9 Project Planning Numerical (int64) 
the project planning is measured as (clear, 

moderate, unclear, and ambiguous) 
2.214 0.863 1 2 4 

10 Project Size Numerical (int64) 
the project size is measured as (Enterprise, 

large, medium, and small) 
2.185 0.918 1 2 4 

11 Project Management Numerical (int64) 
Project manager’s quality is measured as 

(Expert, Moderate, Basic, and None) 
2.142 0.844 1 2 4 

12 Communication Numerical (int64) 
communication is measured as (Excellent, 

Moderate, need enhancements, and worst) 
2.028 0.804 1 2 4 

13 Cost Numerical (int64) 
cost is measured as (balanced, moderate, and 

not balanced) 
1.842 0.626 1 2 3 

14 Commitment Numerical (int64) 
stakeholders’ commitment is measured as 

(High, moderate, and low) 
1.75 0.669 1 2 3 

15 Modern Technologies Numerical (int64) 
modern technologies are measured as (many, 

normal, and few) 
1.75 0.613 1 2 3 

16 
Roles and 

Responsibilities 
Numerical (int64) 

responsibilities are measured as (clear, 

moderate, and unclear) 
1.721 0.74 1 2 3 

17 Skilled Staff Numerical (int64) 
skilled staff are measured as (Agree, 

moderate, and disagree) 
1.485 0.64 1 1 3 

18 Organization Stability Numerical (int64) 
organizational stability is measured as (stable, 

normal, and unstable) 
1.607 0.716 1 1 3 

19 Language and Culture Numerical (int64) 

language and culture are measured as 

(reasonable, can be handled, and 

unreasonable) 

1.55 0.627 1 1 3 

20 Time Difference Numerical (int64) 
Time Difference is measured as (reasonable, 

can be handled, and unreasonable) 
1.7 0.675 1 2 3 

21 Progress Categorical (object) 
Progress level Measured by (task level, 

module level, sprint level, and delivery level) 
___ ___ ___ ___ ___ 

22 Team Size Numerical (int64) Team size measured by team members 0.807 0.855 0 1 4 

23 Methodology Categorical (object) 

the methodology was measured as (waterfall, 

scrum, Kanban, extreme programming, 

feature-driven, lean development, crystal, and 

dynamic system development, and rapid 

development ) 

___ ___ ___ ___ ___ 

24 Project status Numerical (int64) 
Project status represents this project is 

success or failed 
0.814 0.39 0 1 1 

C. Dataset Preprocessing 

In this subsection, the data preprocessing techniques are 
presented. This phase can be considered as the initial phase for 
building the machine learning model. Real-world data are often 
incomplete, inconsistent, or incorrect (because they have 
outliers or mistakes). Thus, preprocessing techniques must be 
conducted to help refactor the dataset to keep it clean, 
formatted, and organized [24]. This subsection includes four 
steps of dataset preprocessing: identifying the dataset, finding, 

and handling missing values, encoding categorical attributes, 
and feature selection. 

1) Identify dataset: During data preparation, it is essential 

to identify insights into the dataset because improper handling 

may lead to misleading software model results and serious 

model risks. Table III shows that the dataset is divided into 

two main types: categorical and numerical. It also provides a 

full picture of the dataset's characteristics, such as its type, 
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description, mean, standard deviation (Std), and minimum and 

maximum values. 

2) Finding and handling missing attributes: Incomplete 

data can lead to inaccurate results. Consequently, these 

situations may be addressed by finding the mean of the 

attributes using numerical data. This is more efficient than the 

usual methods of treating missing values, which include 

omitting the entire row or column, as this might lead to data 

misrepresentation or bias in the dataset. Alternatively, mean, 

median, or mode can be used. 

3) Encoding categorical data: As it is known, machine 

learning deals with numerical attributes only. Thus, 

categorical attributes can't be used until they are transformed 

into numerical data. As a result, only four categorical 

attributes which are: "Region," "Job," "Progress," and 

"Methodology" should be transformed into numerical 

attributes. The Python scikit-learn library label encoder 

technique was used to transform the categorical attributes into 

numerical attributes. In this technique, each label is assigned a 

unique integer based on the alphabetical ordering [25]. 

4) Feature selection: From the list of 24 attributes in 

Table III, Independent attributes that are significant to the 

model must be chosen. Therefore, weak attributes or attributes 

that do not have a relationship with the model should be 

excluded.  To determine these relationships, a correlation 

analysis was conducted, which is a common multivariate 

(EDA) that relies on statistical techniques to measure the 

linear relationship between attributes and each other to obtain 

a better insight into the factors and their relationships [26]. 

The correlation coefficient is the unit of measurement used to 

calculate the intensity between the two variables. It has three 

types: 

a) Positive correlation: (0 to 1) means that both 

attributes are in the same direction; an increase in one will 

increase the other, and vice versa 

b) Negative correlation: (-1 to 0) means that both 

attributes move in the opposite direction; an increase in one 

will decrease the other, and vice versa. 

c) Weak/zero correlation: (0) means that the two 

attributes do not affect each other. 

The formula for the correlation coefficient can be written 
as: 

𝑹 =
𝜮(𝒙𝒊−�̅�) (𝒚𝒊−�̅�)

√𝜮(𝒙𝒊−�̅�)𝟐 𝜮(𝒚𝒊−�̅�)𝟐
                 (1) 

where R is the correlation coefficient, usually from -1 to 1, 

𝒙𝒊 is the value from the X dataset, 𝒙 is the mean value of the X 

dataset, 𝒚𝒊 is the value from the Y dataset, and 𝒚 is the mean 
value of the Y dataset. More details regarding the dataset 
attribute correlation are presented in Fig. 3. 

 

Fig. 3. Correlation Analysis for Dataset Attributes. 

Fig. 4 represents the independent attributes that have R >= 
0.4 (“Project Scope,” “Project Planning,”  “Responsibilities,” 
“and Skilled Staff”) and independent attributes that have R <= 
0 (“Region” and “Experience”), which will be excluded from 
the dataset so as not to affect the proposed model. 

 

Fig. 4. Correlation Coefficient (R) between Attributes. 

D. Machine Learning Model Builder 

In this subsection, the implementation of ML models is 
discussed. The category for the proposed ML model is called a 
"supervised problem" because the dataset is labeled (one with 
the correct answer) which can be used to teach the model how 
to predict software risk [27]. The model is based on the top six 
machine-learning classification algorithms: logistic regression, 
(DT), (RF), support vector machine (SVM), K-nearest 
neighbor (KNN), and naïve Bayes. 

1) Logistic regression: The logistic regression algorithm 

is a classification technique based on statistical procedures. 

Logistic regression is a widely used ML algorithm for binary 

classification that makes predictions based on the sigmoid 

function [28]. 
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The sigmoid function can be defined as a mathematical 
procedural function that takes any real number and maps it to a 
probability between one and zero. The formula for the sigmoid 
function can be expressed as: 

σ(x) =
1

1+e−x 
               (2) 

where 𝝈(𝒙)  is the sigmoid function that returns values 
ranging from zero to one, 𝒙  represents the sample, 𝒆−𝒙  

represents the inverse of the exponential function 
  𝟏  

  𝒆𝒙   
 

2) Decision tree (DT): The decision tree algorithm can be 

represented as a hierarchical or flowchart which represents the 

data with decisions [25]. The decision tree has many branches 

created by splitting the dataset into subsets based on the 

essential attributes, and each branch can be considered as an 

if-else statement. To create the hierarchical structure in the 

decision tree, the Gini index algorithm was used to select the 

best attribute selection measures (ASM) to split the data. The 

Gini index algorithm can be written as: 

𝑮𝒊𝒏𝒊(𝑫) = 𝟏 − ∑ 𝑷𝒊𝟐𝒄
𝒊=𝟏                (3) 

where 𝒄  is the total number of classes, and 𝑷𝒊  is the 
probability of picking the data point with class 𝒊 

3) Random forest (RF): An RF is a collection of decision 

trees. It is a common ensemble method that aggregates the 

results of multiple models. RF uses the bagging technique, 

which allows each tree to be trained on random dataset 

sampling and takes the majority vote from the trees [25]. 

4) Support Vector machine (SVM): SVM is a machine 

learning algorithm that can be used for classification and 

regression analysis [26]. The purpose of SVM is to classify 

data based on hyperplanes in an N-dimensional (number of 

attributes) space, which is the border between positive and 

negative classes, maximizing the distance between data points 

from different classes. 

5) K-Neatest Neighbour (KNN): The KNN is an analogy-

based ML algorithm. In general, it uses the Euclidean distance 

to calculate the distance between points and each other and 

then assigns the label of new data based on the labels of the 

nearest data points. The Euclidean distance can be written as 

𝒅 (𝒚, 𝒙) = √∑ (𝒙𝒊 − 𝒚𝒊)
𝟐𝒏

𝒊=𝟏                        (4) 

where d is the Euclidean distance; (𝒚, 𝒙) is the two-point 
Euclidean N-space; 𝒙𝒊, 𝒚𝒊 represent the Euclidean vectors; n = 
N-space (attribute numbers). 

6) Naïve bays: The naive Bayes algorithm depends on 

Bayes’ theorem, which describes the probability of an event 

based on prior knowledge. Naive Bayes assumes that each 

feature is independent of the other [27]. The calculation of 

naïve Bayes can be represented as: 

𝑷(𝑨|𝑩) =  
P(B | A) * P(A)

P(B)
                 (5) 

where 𝑃(𝐴|𝐵)  is a conditional probability, that is, the 
probability of an event A occurring given that B is true. 

𝑃(𝐵|𝐴)  is also a conditional probability: the probability of 
event B occurring given that A is true, P(A) and P(B) are the 
probabilities of observing A and B, respectively, without any 
conditions. 

IV. EXPERIMENTAL EVALUATION 

For model evaluation, different techniques and algorithms 
are described in this section. The essential part of any model is 
to determine whether it is accurate. Five evaluation metrics 
were used to measure the confusion matrix, accuracy, recall, 
precision, and area under the curve (AUC). 

1) Confusion matrix: A confusion matrix is the best way 

to solve binary classification problems [35] because it shows 

the actual and predicted values and summarizes them in a 

matrix, as shown in Table IV. 

2) Accuracy: Accuracy is the most important indicator for 

measuring a model's performance [29]. The purpose of the 

accuracy was to measure the percentage of the total number of 

correctly classified examples predicted over the total number 

of examples. The metric equation can be written as. 

𝑨𝑪𝑪 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
             (6) 

3) Recall: The recall evaluation metric, also known as the 

true positive rate (TPR), is used to determine the proportion of 

correctly classified positive classes [29]. The metric equation 

can be written as 

𝑹(𝑻𝑷𝑹) =
𝑻𝑷

𝑻𝑷+𝑻𝑵
                 (7) 

4) Precision: The primary purpose of precision metrics is 

to measure the positive patterns from the total predicted 

patterns in a positive class [29]. The metric equation can be 

written as 

𝑷 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                        (8) 

5) AUC: The area under the ROC curve (AUC) is a 

popular metric for comparing and optimizing machine-

learning models [25]. A higher AUC indicates a better model 

performance. For classification evaluation, the AUC is more 

accurate than the accuracy metric, although the computational 

cost is high compared to the accuracy metric [25]. The AUC 

metric equation can be expressed as follows: 

𝑨𝑼𝑪 =
𝑺𝑷− 𝑻𝒑(𝑻𝒏 + 𝟏 ) / 𝟐 

𝑻𝒑𝑻𝒏
                (9) 

where 𝐒𝑷 is the summation of all the positive examples, 𝐓𝑷 
is the number of positive examples, and 𝐓𝒏 is the number of 
negative examples. 

TABLE IV. CONFUSION MATRIX VALUE SUMMARIZATION 

 Predicted (0) Predicted (1) 

Actual  (0) True Negative (TN) False Positive (FP) 

Actual (1) False Negative (FN) True Positive (TP) 
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V. RESULT AND DISCUSSION 

In this section, the results of the software risk prediction 
model were discussed using six classification machine learning 
algorithms: logistic regression, DT, RF, SVM, (KNN), and 
naïve Bayes, and by using the dataset of 140 software projects 
in the real industry of global software development. Algorithm 
I present the pseudocode for the risk-prediction model using 
training data of 80% and 20% of the testing data. 

Algorithm I: Pseudo-Code for Risk Prediction Model 

Input: Import the dataset from a CSV File. 

1: Data Preprocessing Phase: [ data cleaning, missing 

values] 

2: Feature Transformation and  Categorical Feature 

Encoding: 

3: Apply EDA and Feature Selection 

4: Dataset split: 80% for training and 20% for testing. 

5: Set: Model = Logistic Regression, SVM, KNN, DT, RF, 

and Naïve Bayes 

7: for each Model do 

8:     Select: the ML model to use 

9:     Use: the training dataset to feed the proposed model 

10:   Apply: Testing the model using a training dataset 

11:   Calculate: confusion matrix  

12:   Calculate: The Accuracy metrics  

13:   Calculate: The Recall metrics 

14:   Calculate: The Precision metrics 

15:   Calculate: the AUC  metrics 

16:end for  

The software risk prediction model was constructed using 
the top six classification techniques: logistic regression, SVM, 
KNN, DT, RF, and naïve Bayes. Five evaluation metrics were 
used to find the most optimal ML algorithms to fit the risk 
prediction model. The model was conducted using the 
programming language Python and other third-party packages 
such as NumPy, Pandas, Scikit-Learn, Pandas, Matplotlib, and 
Seaborn, running on the MacBook Pro with the following 
specifications: Intel Core i5, 2.0Ghz, 16GB, and 512GB SSD. 
Table V presents a comparison of the six ML classification 
techniques using different evaluation metrics. Finally, the 
following research question was answered: 

RQ2: What are the best machine learning techniques for 
software risk prediction in GSD? 

Table V indicates that the top three techniques with the 
highest accuracy, AUC, recall, and precision were logistic 
regression, random forest, and SVM, with accuracy 
percentages of 89%, 85%, and 82%; AUC percentages of 73%, 
71%, and 48%; recall percentages of 96%, 92%, and 96%; and 
precision percentages of 92%, 92%, and 85%, respectively. 

TABLE V. SUMMARIZATION OF CONFUSION MATRIX VALUES 

Model Name Accuracy AUC RECALL Precision 

Logistic Regression 0.89 0.73 0.96 0.92 

SVM 0.82 0.48 0.96 0.85 

KNN 0.71 0.52 0.79 0.86 

DT 0.71 0.62 0.75 0.90 

Random Forest 0.85 0.71 0.92 0.92 

Naïve Bayes 0.71 0.62 0.75 0.90 

Therefore, logistic regression can be considered the 
optimum ML algorithm for software risk prediction in the 
domain of GSD, with an accuracy rate of approximately 90%. 
Further details regarding the algorithm’s confusion matrix 
showing the four values of true positives, true negatives, false 
positives, and false negatives are shown in Fig. 5. 

 

Fig. 5. The ML Confusion Matrix for the Six Algorithms. 

In addition, to improve the results of other algorithms, 
another technique was applied for splitting the dataset called 
cross-validation, which is a statistical method for splitting data 
to test and train a model on different iterations. In other words, 
cross-validation split the training dataset into k smaller sets. 
This technique helped us improve the accuracy of most of the 
six algorithms, obtain better insights, and solve overfitting 
classification problems. 

Table VI Shows a comparison of the six ML classification 
techniques after applying the cross-validation technique using 
five k-fold; four of them were used for the model training, and 
the remaining fold was used for validating the model. 

TABLE VI. ML ALGORITHMS ARE SUBJECTED TO CROSS-VALIDATION 

Model Name Accuracy AUC RECALL Precision 

Logistic Regression 0.80 0.72 0.92 0.85 

SVM 0.81 0.75 1 0.81 

KNN 0.80 0.74 0.93 0.85 

DT 0.78 0.65 0.85 0.90 

Random Forest 0.80 0.81 0.92 0.84 

Naïve Bayes 0.80 0.84 0.84 0.91 
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After applying the cross-validation technique, the accuracy 
of the KNN, DT, and naïve Bayes were increased by 9% to 
reach 80%. Thus, from Table VI can be observed that the 
accuracy of the six algorithms is approximately 80%, and the 
top three algorithms are Support Vector Machine, KNN, and 
logistic regression, with accuracy percentages of 81, 80, and 
80%, respectively. 

VI. THREATS TO VALIDITY 

This section discusses the reality of the study, based on 
internal and external threats and construct validity [30]. 

Internal validity relates to whether the investigated software 
risk prediction model is affected by other factors, such as 
Python Scikit-learn library parameters. Unfortunately, there is 
no standard method to choose this parameter, but the standard 
parameters and best practices was used in the Scikit-learn 
library to solve this problem [25]. The standard parameters, 
best practices, and configuration related to ML implementation 
for the six classification algorithms are provided in Appendix 
“III”. Another internal threat is the split of the dataset; the 
dataset was divided into training and test sets at proportions of 
80% and 20%, respectively. Random assignments were 
avoided to avoid influencing the model results. In addition, 
another preferred technique was used, called cross-validation, 
which splits the dataset into smaller datasets to train and test 
the model and calculate the average of these results to 
determine the most accurate result for the risk prediction 
model. 

External validity is related to the generalization of the 
software risk-prediction model [30]. Dataset samples were 
tried to obtain from most of the companies that outsource and 
apply the GSD concept in different regions; however, with a 
limited number of datasets, some difficulties in generalizing 
the findings appear. In addition, there were difficulties in 
obtaining the data set because outsourcing companies often had 
to pay for their data, which limited the size of the dataset that 
could use. 

The final threat is related to the reliability of the proposed 
model, this point was considered when conducting the model 
to validate and analyze its performance using the confusion 
matrix, accuracy indicator, recall metric, precision metrics, and 
AUC metrics. Also, these results were compared with those of 
the top six classification algorithms to determine the best one 
for the proposed model. 

VII. CONCLUSION 

Obtaining a solid and accurate software risk-prediction 
model has always been difficult in global software 
development. The applied model will help software companies, 
experts, project managers, and developers predict software risk, 
which will reduce the amount of time and money spent on this 
approach. 

A dataset of 140 software projects in different regions was 
used to build the model, and was collected using 18 software 
factors, which were carefully collected from past studies and 
reviewed by experts. The data preprocessing phase consisted of 
four steps: identifying the dataset, handling missing values, 

encoding categorical attributes, feature selection, and 
conducting EDA analysis. Two techniques were used for the 
dataset splitting. The first technique is the common traditional 
technique, which uses 80% for training and 20% for testing 
without using any random or shuffle to avoid influencing the 
results of the model. The other technique is cross-validation 
using 5-k folds, with 4-folds used for model training and the 
remaining used to validate the model. 

The results show that the top two algorithms were logistic 
regression and random forest with accuracy percentages of 
89% and 85%, respectively. Also, cross-validation was used 
technique to improve the accuracy of the other models by 
approximately 80% and obtained better results. 

VIII. FUTURE WORK 

Below are suggestions to improve the proposed model and 
the dataset that can be considered in the future: 

1) The dataset needs to be expanded, by gathering the 

dataset from distributed locations that adopt the GSD 

approach. 

2) Generalization of the findings. 

3) Enhancing the accuracy of the ML algorithms. 
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APPENDIX 

1) factors that affect software in the GSD and explaining 

the three steps [collected, merged, and filtered] applied to 

these factors: https://github.com/Al3ameed/ML_Classification 

_GSD/blob/main/software%20factors.docx  

2) An Example of the Questionnaire form (published on 

GitHub): https://github.com/Al3ameed/ML_Classification_ 

GSD/blob/main/questionnaire_samples.zip  

3) ML classification and a sample of  the dataset that used 

for model prediction: https://github.com/Al3ameed/ML_ 

Classification_GSD 
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Abstract—Named entity recognition (NER) is a sequential 
labelling task in categorizing textual nuggets into specific types. 
Named entity boundary detection can be recognized as a 
prominent research area under the NER domain which has been 
heavily adapted for information extraction, event extraction, 
information retrieval, sentiment analysis etc. Named entities 
(NE) can be identified as per flat NEs and nested NEs in nature 
and limited research attempts have been made for nested NE 
boundary detection. NER in low resource settings has been 
identified as a current trend. This research work has been scoped 
down to unveil the uniqueness in NE boundary detection based 
on Sinhala related contents which have been extracted from 
social media. The prime objective of this research attempt is to 
enhance the approach of named entity boundary detection. 
Considering the low resource settings, as the initial step, the 
linguistic patterns, complexity matrices and structures of the 
extracted social media statements have been analyzed further. A 
dedicated corpus of more than 100,000 tuples of Sinhala related 
social media content has been annotated by an expert panel. As 
per the scientific novelties, NE head word detection loss function, 
which was introduced in HelaNER 1.0, has been further 
improved and the NE boundary detection has been further 
enhanced through tuning up the stack pointer networks. 
Additionally, NE linking has been improved as a by-product of 
the previously mentioned enhancements. Various 
experimentations have been conducted, evaluated and the 
outcome has revealed that our enhancements have achieved the 
state-of-art performance over the existing baselines. 

Keywords—Computational linguistics; deep neural networks; 
natural language processing; named entity boundary detection; 
named entity recognition 

I. INTRODUCTION 
Named entity recognition (NER) is an active research area 

and a prominent computational task under the key area of 
natural language processing (NLP) [1]. Further, NER can be 
recognized as a semantic level sequential labelling task in 
terms of identifying textual spans into the specified categories 
such as Person, Location and Organization. Several textual 
spans can be categorized under the above-mentioned 
predefined categories which are known as named entities 
(NE). Named entities can be categorized into two main 
different aspects such as named entity type and the named 
entity boundary. When it comes for the NE type aspect, two 
variations can be established such as fine-grained NERs and 
coarse-grained NERs. Fine-grained NERs typically consider 
much larger scopes and its contribution towards the NE 
boundary aspect would be slightly low. When it comes for 
coarse-grained NERs, which is considered as high potential 
capabilities in demonstrating the NE boundary related aspects 

on the basis of specific niche NE types. The specific niche NE 
types have already been taken into the consideration under the 
flat NE boundary aspects [2]. Considering the NE boundary 
and type aspects still there is a potential vacuum under NE 
boundary avenues compared to the other variation, NE type 
component. 

A novel approach has been invented through a recent 
prominent research activity to detect the respective boundaries 
of named entities [2]. The solution has been focused on the 
domain of Sinhala statements which have been extracted from 
social media such as Facebook, YouTube, and Twitter. This 
solution has been further enhanced from HelaNER 2.0 where 
an enhanced algorithm has been demonstrated to determine 
the respective named entity mention boundaries. These novel 
enhancements would be worthwhile to showcase the 
importance of addressing the social linguistic issues specially 
for low resource language settings. Named entity boundary 
detection still can be recognized as an unknown area 
considering Sinhala language. In terms of manipulating the 
social media contents which have been published in Sinhala, it 
is really worthwhile to undercover these types of niche 
domains. Compared to the other available benchmarks for NE 
boundary detection, several novel avenues and enhancements 
have been identified and showcased from this research 
attempt. The main contributions of this paper consist of the 
following: 

1) The size of the combinational multi-layer classifier 
which is dedicated for NE head word detection along with the 
NE type detection has been increased. Additionally, the NE 
head word detection loss function has been further improved. 
Due to these enhancements in HelaNER 2.0, the performance 
of detecting the NE head words has been increased. 

2) The stack pointer network which has been used for NE 
boundary detection under [2], has been further tuned up and 
improved. Specially, the 2nd and 3rd hidden layers which are 
dedicated for deriving character level representations have 
been further enhanced. These enhancements have been 
critically demonstrated and evaluated in the respective sections 
of this paper. Due to this enhancement, the overall accuracy for 
NE boundary detection process has been increased in a 
considerable margin compared with the other existing 
benchmarks. 

3) As a by-product, the overall NE linking process has 
been further improved due to the above-mentioned 
enhancements. These novel enhancements have been critically 
analyzed and showcased under the methodological section. 
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4) Those main contributions have been critically evaluated 
considering the state-of-the-art benchmarks. The corpus has 
been increased compared to our previous research attempt [2]. 
The results have been demonstrated under the experimental 
results section. 

The ultimate motivation of this research attempt is to 
develop a novel framework for named entity boundary 
detection for social media analysis. Detecting both NE 
boundary and NE type for named entities as an aggregate 
mechanism will eventually tune up the accuracy and 
performance of NE linking to knowledge bases. This proposed 
novel framework allows to capture the named entity boundary 
detection along with their respective named entity types by 
filling out the research gap which has been identified where 
the overall solution is capable of handling multiple domains 
including Sinhala. This framework can be further introduced 
as a specialized niche version for the domain Sinhala and is 
capable of enhancing up to a more generalized version 
considering multiple domains. 

The rest of this paper is organized as follows. Related 
work about named entity (NE) boundary detection along with 
the specific NE type is given in Section II. Section III presents 
the scientific methodology of the overall approach in detail 
manner. Section IV introduces the experimental results of this 
entire solution along with the comprehensive evaluation 
procedure which has been conducted considering the existing 
prominent baselines. The discussion and future avenues of this 
novel mechanism have been discussed in Section V. 

II. RELATED WORK 
Multiple deep neural and non-neural based computational 

systems have been established to showcase the usage of 
detecting NER in social media analysis in the recent past. 
Some of such systems have shown promising results over the 
existing benchmarks. The overall literature review would be 
separated into two sections such as analyzing the existing NE 
boundary detection systems along with the respective 
algorithms and critically analyze the statements which have 
been circulated in the social media platforms. 

A. Analyzing NE Boundary Detection 
Due to the low language resources settings, deep transfer 

learning has been adapted to determine the starting and ending 
indices of name entities [3]. Such a system has been 
introduced to overcome certain issues such as removing the 
noisy data and avoiding hand-crafted feature settings. Due to 
the noisiness of the corpus, the system has failed in 
determining the respective NE types along with detecting the 
boundaries. In terms of enhancing NER, multiple NE linking 
mechanisms of detecting boundaries have been introduced 
considering the lexical and morphosyntactic features [4]. 
Classifying textual segmentations into text span identification 
has been identified as a significant drawback of this approach. 
A novel stack pointer networks-based approach along with 
deep adversarial transfer learning which is capable of 
detecting the NE boundaries has been demonstrated [5]. This 
system has a unique capability of deriving both starting and 
ending NE boundary tags but still has failed in detecting the 
respective NE type. In terms of addressing the issue of [6], a 

context encoding neural model has been invented [7]. A 
combination of Bi-LSTM (Long Short-Term Memory) model 
with a CNN (Convolutional Neural Network) to capture 
character-level features relates to NE type and boundary 
aspects can be identified as the main contribution of the 
above-mentioned approach. Even though this model has 
performed well in capturing NE boundaries still the NE type 
capturing has to be improved further. 

BDRYBOT, a neural based model for detecting NE 
boundaries has been demonstrated considering the NE linking 
procedures [1]. The model has been consisted with a CNN in 
terms of enhancing the character level contextual 
representations. The encoding phase has been enriched with a 
Bi-GRU (Gated Recurrent Units) model instead of Bi-LSTM 
considering low computational consumption. When it comes 
for the NE type detection along with NE boundary detection, 
still the system has not been improved to achieve up to that 
level and can be stated as a future avenue. A novel 
multitasking learning neural based boundary detection model 
has been introduced considering the nature of inner and outer 
layers of nested entity mentions [8]. This approach has been 
enriched with sequential classification tasks in terms of 
reducing the computational costs hence it has demonstrated 
some promising results in nested NER over the existing 
benchmarks. Even though this model has shown some 
promising results, still it has been limited for extracting 
implicit NE mention regions. Another hybrid NE tagging 
architecture has been showcased considering dual neural 
models, Bi-LSTM, and stack LSTM [9]. Here, a special NE 
tagging pattern, IOBES scheme has been adapted [10]. 
Though the NE identification performance has been boosted 
up due to this novel NE tagging pattern still this has been 
limited to NE explicit variations. 

A novel deep neural network based exhaustive approach 
has been invented for nested NE mention recognition [11]. 
Here, both NE boundary related information and NE type 
related information have been considered. Additionally, inner 
NE feature representation also has been considered under this 
approach. Bi-LSTM model has been developed to fulfill the 
objectives by visualizing the character-based feature 
representations on top of contextual word vectors. Compared 
to the other well-known approaches which have been 
dedicated for nested NE tasks [12] [13] [14], the exhaustive 
model has shown promising outcomes under the time related 
complexities as well. Still there is a vacuum for entity mention 
outside feature representations apart from only limiting to 
inside feature mappings. A recent deep neural based approach, 
anchor region networks, has been demonstrated to showcase 
the value and impact of nested NEs [15]. The primary 
assumption has been set off as the head or main words would 
govern the whole structure of entity mention nuggets 
considering the respective boundary aspects. These 
fundamentals have been used to determine the benchmarking 
models with some major enhancements. Span based models 
[16] [17] [18] have been considered as a revolutionary 
approach for determining NER. Classification of sentence 
nuggets into the respective subsequences using span-based 
architecture [19] has been exhibited recently. Both multitask 
learning and BERT based classifications have been used to 
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play with the boundary level aspects of NEs. Even though this 
has been accepted as a novel methodology, still the conducted 
experiments have been revealed that the performance of 
detecting NE boundaries through span-based models is poor. 

An enhanced Machine Reading Comprehensive (MRC) 
model has been introduced in terms of addressing both flat 
NERs and nested NERs scenarios [20]. This novel model has 
focused on the theoretical approaches under the sequential 
labelling domain. In nature, MRC models are dedicated for 
extracting NE mention spans regardless of flat or nested 
nature [21]. The text classification objective has been 
accomplished using BERT based models [22]. Even though 
this model has been performed well enough for coarse-grained 
NER types, still there is a demand for such an advancement 
for considering fine-grained NER types as well. There is a 
trend of adapting object detection and mapping techniques in 
the theory of computer vision for extracting NE mentions. One 
of such advancements has been exhibited as NE boundary 
regression model [23]. In this approach, Nested NE mention 
detection has been conducted considering the overlapping of 
each NE mentions in the context by applying a concept called 
NE bounding boxes. A deep neural network model called 
convolutional feature maps has been invented for NE 
boundary detection. The same technique has been used for 
textual information extraction and information retrieval from 
movie reviews recently [24] [25]. Even though this model has 
showcased some promising results over the existing 
benchmarks still NE type detection aspect has been missed. 

B. Analyzing Social Media Statements 
Even though Sinhala is a morphological rich language, 

very limited amount of NLP resources has been introduced 
considering both micro level and macro level tasks in 
computational linguistics. Hence, very minimum facilities can 
be observed for accomplishing major activities like named 
entity boundary detection for Sinhala context. The paradigms 
of Sinhala social media statements analysis can be listed down 
as lexicon-based approaches and machine learning approaches 
[26]. The lexicon-based category has been specialized in 
applying for scenarios such as catering online forums, online 
blog posts and comments which have been extracted from 
online channels [27]. A specific speech lexicon has been 
adapted in terms of capturing verbs and nouns in the context 
[28]. Here, a NE recognizer has been used to detect the related 
nouns in the context. Since the whole procedure has been 
dominated under a particular lexicon, the approach can be 
recognized as a restrictive limited approach. In the recent past, 
an overwhelming demand has been experienced for the 
adaption of machine learning based models in capturing hate 
speech related contents. A novel approach has been introduced 
to pick out hate speech related content from German corpus 
[29]. This approach has been enriched with the adaption of 
transfer learning, web scrapping mechanisms and usage of 
Bag-Of-Words (BOW). Another similar approach has been 
conducted to extract speech related content from Indonesian 
language [30]. Here, a random forest classifier has been 
adapted to showcase the value of word n-gram feature 
representations in classifying social media statements. 

When it comes for the avenues in deep learning for 
classifying social media statements, the linguistic level 

matrices under micro level and macro level should be 
examined. A significant corpus is essential for implementing a 
valid supervised type of deep neural based model for 
accomplishing the analysis of extracted statements. Crowd 
sourcing can be identified as a handy approach to fulfill the 
issue of corpus unavailability [31] [32]. Those extracted data 
would be used to determine the respective word embeddings 
since it has been identified as the state of the art which has 
been discovered under textual processing [32] [33]. A unique 
classifier which has been invented adapting ensemble 
fundamentals has shown some promising results in classifying 
sexist and racist corpora [34]. Another novel LSTM based 
model has been introduced in terms of classifying speech 
related content in Italian language [35]. Those attempts can be 
identified as the fundamentals in deep neural models which 
have been invented for classifying social media content. 

III. RESEARCH METHODOLOGY 
The overall methodological approach can be categorized 

into two main components such as discovering the Sinhala 
related posts, comments, and statements which have been 
spread out in social media context through mandatory 
features, complexity measurements and other related aspects 
and constructing a novel framework for capturing named 
entity boundary detection considering the respective named 
entity type. 

A. Sinhala NE Boundary Detection 
The ultimate goal is to turn up with a neural based 

methodology to discover and analyze the Sinhala related 
social media context analysis based on a supervised approach. 
As the initial phase, Sinhala social media related corpus has 
been constructed. A specific web crawling mechanism has 
been used to extract the social media statements from 
Facebook, Twitter, and YouTube platforms. Once the 
statements have been crawled, those have been collected to a 
pool to be distributed among multiple set of annotators who 
are responsible for conducting manual annotations. More than 
100,000 social media statements have been crawled for this 
purpose. Once the annotated statements have been 
constructed, then the next sets of preprocessing tasks have 
been determined. Several important intermediate steps have 
been followed such as preprocessing, stemming, parts-of-
speech (POS) tagging to filter the dataset in terms of using it 
in the next phases. Considering the Sinhala POS tagging, due 
to the unavailability of a standard Sinhala POS tag set, a 
special pseudocode has been implemented and demonstrated 
under the Fig. 1. 

Then as per the final step under this section, the specific 
neural model has been designed and implemented. A recurrent 
neural network (RNN) LSTM has been used as the foundation 
for implementing the deep neural model since RNN has been 
accepted as the state-of-the-art in processing sequential 
representations. Some optimal hyper-parameter settings have 
been enriched for obtaining better results under the training 
procedure. The hyper-parameter settings can be identified as a 
vital component of the entire procedure where some of the 
critical evaluations have been conducted considering different 
value adjustments. The deep neural model which is dedicated 
for NE boundary detection can be showcased as per Fig. 2. 
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Fig. 1. Pseudocode for Parts of Speech (POS) Tagging. 

 
Fig. 2. Pseudocode for LSTM based Deep Neural based Model for Sinhala 

NE Boundary Detection. 

B. Determining NE Boundary Detection 
Once the initial methodological step is ready by 

identifying and classifying the named entity identification for 
Sinhala, then the second phase which is determining the NE 
boundary detection can be initiated. The proposed architecture 
of the entire procedure for deriving named entity boundary 
detection can be showcased as Fig. 3. As per the word 
representation, word level embedding, and character level 
embedding have been followed. Since the embedding process 
is at a basic stage for Sinhala, Glove word embedding which 
has been developed based on English corpus will be used as 
the platform. The obtained embedding values have been fed to 
a Bi-LSTM layer in terms of generating the backward and 
forward value sets. 

 
Fig. 3. Proposed Architecture for Named Entity Boundary Detection. 

Special LSTM based deep neural model has been 
developed as the overall NE detection end to end framework. 
A Bi-LSTM layer would be used to derive the word level 
classifiers to obtain the respective head word which acts as the 
dominant words of the pre-defined context. As an example, 
considering English context, “Dilan Perera has been elected as 
the Secretary of the Colombo Sports Club”, Dilan Perera acts 
as a PER mention type while Colombo Sports Club takes 
ORG mention type. Additionally, Colombo could be 
recognized a LOC type. Considering the whole nugget, even 
though there are three main NE mentions, PER mention can 
be considered as the main or the head NE which governs the 
overall semantic contextual representation. So, the first step is 
to determine the head word of each unique sentence nugget. 
Once the head words have been obtained, the relevant 
contextual level representations have been fed into a 
structured classifier called multi-layer perceptron (MLP) along 
with the conditional random fields (CRF). MLP is capable in 
nature to derive the inner representations of the word level 
contextual representations. A combined classifier has been 
used to improve the level of accuracy and this combined 
mechanism can be mentioned as a unique approach which has 
not been used for any of the previous NE boundary detection 
frameworks. The whole process can be visualized as Fig. 4 as 
follows. 

Once the head words have been obtained, the next step is 
to locate the specific entity mention nuggets per each 
dominant word. Here a novel theory called boundary bubbles 
has been introduced. Boundary bubbles (BB) are abstractive 
level contextual representations which are used to visualize 
the NE mention nuggets along with their respective identified 
NE head words. Fig. 5 shows the demonstration of boundary 
bubbles for the previously given example (Dilan Perera has 
been elected as the Secretary of the Colombo Sports Club). 
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Fig. 4. Main System Architecture of NE Type Detection. 

 
Fig. 5. Abstract Level Representation of Boundary Bubbles. 

In terms of capturing mention nuggets, a special algorithm 
has been developed. Several parameters and assumptions have 
to be considered when declaring the specific algorithm. Two 
main such assumptions would be like, at least one word must 
be declared as the head word for that specific mention nugget 
and such a word should be found through the specific 
boundary bubble. The left boundary region and the right 
boundary region of the respective bubble should be 
determined for identifying the mention nuggets. Considering 
left and right boundary related values, two value tuples have 
been defined. A unique loss function has to be determined 
since it’s mandatory to define the loss value under head word 
detection procedure. The head word detection loss function 
can be obtained as: −𝑙𝑜𝑔𝑃(𝑐𝑖|𝑥𝑖).The collective loss function 
would be determined as a weighted average loss value 
considering the respective scenarios including the head word 
detector would be resulting to NILL. The NE mention nuggets 
identifier can be recognized as per (1) as follows. 

 𝜏(𝑥𝑖;∅) = 𝑣𝑖 . [−𝑙𝑜𝑔𝑃(𝑐𝑖|𝑥𝑖) + 𝐿𝑅(𝑥𝑖 ;∅)] + (1 −
𝑣𝑖). [−𝑙𝑜𝑔𝑃(𝑁𝐼𝐿|𝑥𝑖)]              (1) 

𝐿𝑅(𝑥𝑖;∅) = 𝐿𝑙𝑒𝑓𝑡(𝑥𝑖;∅) + 𝐿𝑟𝑖𝑔ℎ𝑡(𝑥𝑖;∅)           (2) 

The respective above stated (2) would determine the 
identical structure for NE mention nuggets along with the 
respective starting and ending boundary regions. Additionally, 
𝑣𝑖under (1), states the respective correlational value of the 
underline boundary bubble, in which the higher the value 
determines the stronger association considering the type of the 
bubble. The whole process would be complex if multiple head 
words per mention nuggets have been established. With all of 
these assumptions and decisions, 𝑣𝑖  can be further 
demonstrated as: 

𝑣𝑖 = � 𝑃(𝑐𝑖|𝑥𝑖)
𝑚𝑎𝑥𝑥𝑡∈𝐵𝑖𝑃(𝑐𝑖|𝑥𝑡)

� 𝛼𝑣               (3) 

Here 𝛼 can be showcased as a specific hyper-parameter. 
Different values can be assigned with the intention of 
analyzing the outcome behavior of the overall procedure. As 
the basic value assignment, 𝛼 = 0 could generate a scenario 
where the determined NE mentions would be annotated with 
the respective boundary bubble type. When it comes for 
extracting the inner most head words, 𝐵𝑖  determines the region 
of the extracted mention nuggets. 

The final segment of the whole process of named entity 
boundary detection and type determination will be the 
boundary region classification. From the previous step, the 
respective NE mention nuggets have been derived and the 
next step is to determine the boundary detection using the 
obtained mention nuggets. In terms of deriving the NE 
boundary detection, a novel NE scope deriving mechanism 
which is called as IOBE (Inside, Outside, Beginning, End) 
pattern has been used. Even though IOB (Inside, Outside, 
Beginning) pattern has been adapted for NE boundary 
detection, usage of IOBE pattern can be identified as the first-
time approach of adapting IOBE pattern along with stack 
pointer networks in terms of deriving the boundary detection. 
Plenty of other different patterns have been used for 
accomplishing different avenues under the named entity 
recognition and named entity boundary detection domains. 
Specially, BEO (Beginning, End, Outside) pattern has been 
used for one of the previous approaches under NE boundary 
assembling mechanisms for named entity recognition in 
biomedical domain [36]. As per our understanding, this is the 
initial attempt of using IOBE pattern for named entity 
boundary detection purposes under the named entity 
recognition domain. Further, this can be mentioned as one of 
the scientific core novelties of this research work. The 
respective design architecture related to NE boundary 
detection can be exhibited as follows under Fig. 6. 

 
Fig. 6. Stack LSTM Architecture of NE Boundary Detection. 

NE linking is a crucial task under information retrieval 
from the respective knowledge bases. Enhancing NE linking 
can be identified as a sub product of this overall procedure. 
Considering the three different components under the NE 
linking, our intention is to enhance the direct mapping through 
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the identification of NE boundaries. An explicit novelty will 
not be achieved from NE linking but a performance increment 
would only be expected due to the enhancements which have 
been exhibited under NE boundary detection. The respective 
enhanced algorithm which is dedicated for NE direct mapping 
purposes can be exhibited as (4). In the respective algorithm, 
𝑝�𝑐𝑖𝑗�𝑒𝑖� determines the respective contextual level 
probabilistic distribution of each entity mention denoted as 𝑒𝑖. 
The Laplacian smoothing has been adapted to avoid the zero 
probability values. 

𝑝�𝑐𝑖𝑗�𝑒𝑖� =
𝑡�𝑒𝑖,𝑐𝑖𝑗�+1

#𝑒𝑖+|𝐶𝑖|
             (4) 

The overall implementation has been carried out in a well 
constructive manner. Python 3.7.4 has been used as the 
primary programming language to implement the overall 
system including all the components. Frameworks such as 
TensorFlow 1.15 and Flask 2.1 have been adapted to deliver 
the whole application in a much standard way. The mandatory 
natural language processing and computational linguistics 
libraries such as Torch 1.7, Spacy 2.1.9, Keras 2.2.4, NLTK 
3.4.5 have been adapted to fulfill the overall implementation 
procedure in a smooth manner. After the system has been 
implemented, the experimentation can be carried out, and the 
related experimental results can be described in detail manner 
as follows. 

IV. EXPERIMENTAL RESULTS 
The overall testing procedure has been conducted 

considering all the required aspects. An extensive 
experimental process has been carried out considering all the 
implemented components which have been mentioned earlier. 
Considering the overall experimental settings, several existing 
baseline mechanisms have been considered such as regional 
based models, conventional CRF models and hypergraph 
based computational models. A unique Sinhala NER corpus 
has been obtained which consists with 120,000 tuples as per 
training purposes, 100,000 tuples as per validation purposes 
and another 80,000 set as per accomplishing testing purposes. 
As per the hardware requirements, a high-performance 
graphics processing unit (GPU) machine has been acquired. 
Major sets of hyper-parameters have been set off for obtaining 
the competitive edge. Experimentations and the respective 
evaluation process have been focused with several sub-
components such as evaluation on Sinhala NE identification, 
evaluation on word embedding, evaluation on NE head word 
detection, evaluation on NE mention boundary detection and 
evaluation on NE linking. 

A. Evaluation on Sinhala NE Identification 
Several annotators have been employed for constructing 

the main corpora such as classifying social media statements 
and grouping the identified named entities into NE categories. 
Hence, the Fleiss’ Kappa [37] values have to be measured to 
evaluate the reliability of the corpus which has been used in 
the entire system. Once the annotation process has been 
accomplished, the inter annotator agreement has been 
processed to evaluate the relevant Kappa statistics. These 
respective individual Kappa statistics can be showcased under 
the Table I as follows. 

TABLE I. KAPPA VALUES FOR NE CATEGORIES 

Kappa Values for Individual NE Categories 

NE 
Class 

Conditional 
Probability Kappa Standard 

Error 
Z 
Value 

P 
Value 

PER 0.84 0.76 0.12 5.12 0.04 

LOC 0.76 0.64 0.12 4.87 0.04 

ORG 0.67 0.62 0.12 4.28 0.03 

DES 0.48 0.57 0.12 3.72 0.02 

PRO 0.43 0.52 0.12 3.24 0.02 

Once the Kappa values have been obtained for the 
respective individual NE categories, then the overall Kappa 
statistics can be obtained and demonstrated as follows. 

According to the values of Table II, the overall Kappa 
value for NE identification and categorization can be 
recognized as 0.72. Considering the overall value and 
according to the classification of the Fleiss’ Kappa, it can be 
concluded that the generated Kappa value has represented a 
good strength in the inter annotator agreements. 

TABLE II. OVERALL KAPPA VALUES FOR NE CATEGORIES 

Overall Kappa 

NE Class Conditional 
Probability Kappa Standard 

Error 
Z 
Value 

P 
Value 

Overall 0.78 0.72 0.11 4.86 0.02 

In terms of evaluating the model on NE type classification, 
set of main parameters have been defined and discussed in the 
previous chapter. The obtained results have been critically 
evaluated with the available benchmarks as per the Table III. 
The newly introduced unique model has been demonstrated as 
BB2022 (boundary bubbles). 

TABLE III. EVALUATION ON NE TYPE CLASSIFICATION 

Model Precision (%) Recall (%) F1 (%) 

SH20161 75.9 70.1 72.8 

KBP2018 72.6 73.0 72.8 

ARN2019 75.2 72.5 73.9 

BB2022 76.2 73.6 74.9 

As per the exhibited comparison outcomes, it can be 
concluded that the proposed novel model performs better than 
the existing NE type detection benchmarks in a competitive 
edge. 

B. Evaluation on Word Embedding 
Due to the low level of language resources settings, a 

transfer learning mechanism must be adapted to derive the 
Sinhala related word embeddings. Specific four main hyper-
parameters have been used in terms of deriving the training 
procedure such as dev detect, test detect, dev all and test all. 
Once the overall testing process has been designed, a unique 
set of 500 tuples have been used for testing procedure 

1 Existing benchmarks which have been implemented and available for 
NE type identification purposes. 
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considering the above-mentioned testing related hyper-
parameter settings. As per the Table IV, the respective highest 
performance has been demonstrated once the value settings 
have been set to 0.6. 

TABLE IV. RESULTS ON WORD EMBEDDING 

Set Dev Detect Test Detect Dev All Test All 

500 84.68 84.27 84.39 84.76 

Once the word embeddings have been obtained, respective 
evaluation has been conducted considering the most 
prominent word embedding techniques such as Glove, 
Word2Vec, ELMo and BERT. The respective comparison can 
be exhibited under Fig. 7 as follows. As per the comparison 
when the k value gets 1.4 a performance increment can be 
observed considering all models except ELMo. When 
Word2Vec, Glove and BERT models have been considered, 
the highest outcome has been demonstrated by our approach 
which is the Glove model. Even though BERT has shown 
some promising results in most of the previous scenarios as 
per the constructive literature survey, the Glove model can be 
mentioned as an optimal alternative approach, especially for 
low resource language settings. 

 
Fig. 7. Performance Comparison on Word Embedding through Transfer 

Learning. 

Later, with the introduction of cross-lingual word 
embeddings, some state-of-the-art word embedding models 
have been invented. One of such prominent mechanisms 
would be the usage of XLM-R for obtaining word embeddings 
considering major text classification tasks [38] [39]. Hence, 
another evaluation approach has been applied to compare the 
proposed model and the XLM-R model where the results can 
be demonstrated under the Fig. 8 as follows. 

As per the comparison between the GloVe and XLM-R 
models, it can be concluded that the maximum outcome has 
been showcased by GloVe even though XLM-R has 
performed well in most of the sections in the graph 
distribution. 

 
Fig. 8. GloVe and XLM-R Performance Comparison on Transfer Learning. 

C. Evaluation on NE Head Word Detection 
NE head word detection has been identified as one of the 

scientific core novelties of this entire research attempt. 
Considering the major evaluation matrices which have been 
stated under the word embedding and the head word loss 
value, the testing procedure can be determined. Considering 
the key factors such as NE mention identifier and the head 
word detection loss value, the respective experimental results 
can be obtained and listed under Table V as follows. 

As per the evaluation purposes, the existing NE head word 
detection mechanisms related to the flat NEs have been 
considered. Those existing benchmarks models have already 
been critically analyzed and reviewed under the 
comprehensive literature survey and the evaluation procedure 
has been conducted respectively. The respective evaluation 
results for the NE head word detection process can be 
showcased as per Table VI. Our novel model has been 
denoted as BB2022 (Boundary Bubbles). As per the 
competitive analysis, the most prominent deep neural based 
NE detection models such as Sohrab et al. 2018 [11], Ju et al. 
2019 [16] and ARN2019 [15] have been used. These models 
have been recompiled and re-generated using the openly 
available source code in the respective code repositories. 
Considering the evaluation results it can be concluded that our 
novel model has performed well against all the prominent 
baselines which are available for NE head word detection. 

TABLE V. RESULTS ON NE HEAD WORD DETECTION 

Metric Precision (%) Recall (%) F1 (%) 

Dev Detect 85.973315 78.53125 82.083945 

Test Detect 78.783828 81.76144  

Dev All 0.2187500 0.239808  

Test All 0.2338790 0.253577  

Dev Gap 85.707962 78.31259 81.844137 

Test Gap 84.696074 78.54994 81.507865 
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TABLE VI. EVALUATION ON NE HEAD WORD DETECTION 

Model Set Precision % Recall % F1 % 

Sohrab2018 

1 71.68 71.25 71.28 
2 71.59 70.48 71.24 
3 71.43 71.39 71.31 
4 72.69 71.59 71.84 
5 71.89 71.52 71.64 
6 72.98 71.42 71.55 

Ju et al2019 

1 69.11 68.87 68.91 
2 68.47 68.24 68.12 
3 68.35 68.29 68.23 
4 68.48 68.22 68.31 
5 68.94 68.47 68.51 
6 69.24 68.86 68.23 

ARN2019 

1 78.13 76.21 78.06 
2 78.21 76.47 78.17 
3 78.65 76.34 78.35 
4 77.98 75.27 77.76 
5 77.83 76.39 77.76 
6 78.11 77.53 78.10 

BB2022 

1 78.95 77.35 78.54 
2 78.24 76.97 78.13 
3 78.88 77.31 78.24 
4 78.65 78.03 78.59 
5 79.16 77.68 78.88 
6 79.14 77.21 78.92 

D. Evaluation on NE Boundary Detection 
This component has already been mentioned as the next 

scientific core novelty of this overall research procedure under 
the methodology section. In other words, this component 
would be the core driving force of the entire solution. The 
respective performance related matrices have been generated 
for the five most prominent NE categories and the respective 
results can be demonstrated under Table VII as follows. 

TABLE VII. RESULTS ON NE BOUNDARY DETECTION 

NE Type Precision (%) Recall (%) F1 (%) 
ORG 0.84 0.89 0.86 
DESIG 0.85 0.85 0.85 
LOC 0.96 0.96 0.96 
PER 0.96 0.95 0.93 
DATE 0.88 0.91 0.89 

Additionally, the accuracy also has been calculated 
considering the major hyper-parameters. Several hyper-
parameters have been set off such as word embedding rate to 
be 25, output dimension to be 4 and the dropout rate as 0.1. 
Once the results have been obtained, the evaluation has been 
conducted. For evaluation purposes, as per the benchmarks, 
the systems which are dedicated for detecting NE boundaries 
have been used. The obtained evaluation results can be 
tabulated under Table VIII as follows. Considering the 
evaluation-outcome it can be concluded that our novel model, 
BB2022 (Boundary Bubbles), has performed well than the 
existing baselines. 

TABLE VIII. EVALUATION ON NE BOUNDARY DETECTION 

Model Precision % Recall % F1 % 
Sohrab2018 76.61 69.20 72.71 
Ju et al2019 79.90 67.08 71.36 
ARN2019 81.34 68.20 72.83 
BB2022 82.18 71.34 76.54 

E. Evaluation on NE Linking 
Conducting the evaluation on NE linking can be described 

as the final phase of the overall evaluation procedure. In terms 
of accomplishing the NE linking procedure, several major 
topics under the Sinhala speech knowledgebase have been 
used. As per the methodology, only the direct mapping 
technique of the NE linking has been used so that the direct 
mapping technique should be evaluated as the evaluation 
criteria on the overall NE linking. Considering the major NE 
linking benchmarks, several prominent systems such as 
DBpedia Spotlight 2, SOTA 3 and VCG 4 can be listed. Our 
model has been evaluated with those existing benchmarks and 
the evaluation results can be showcased under Table IX as 
follows. As per the overall comparison, it can be concluded 
that our novel approach, BB2022 (Boundary Bubbles), has 
performed better than the existing benchmarks. 

TABLE IX. EVALUATION ON NE LINKING 

Model Precision % Recall % F1 % 
DBpedia Spotlight 52.64 52.48 52.53 
SOTA 57.26 51.24 55.24 
VCG 61.25 58.26 60.18 
BB2022 62.47 60.15 61.27 

V. DISCUSSION AND CONCLUSION 
NE boundary detection in Sinhala context can be 

introduced as the core of this entire research attempt. The 
usage of social media for various different kinds of purposes 
has been increased in an alarming rate [8] [9]. There is a high 
demand for a sustainable computational framework for 
identifying and extracting such kind of various inputs which 
have been spread out in social media, especially in low NLP 
resources-based contexts like Sinhala [2]. Considering the 
overall approach of HelaNER 2.0, various enhancements have 
been designed, implemented, and evaluated. Major 
enhancements have been applied under the methodological 
components of word embedding through deep transfer 
learning, NE boundary detection and NE linking. All the 
predefined objectives such as Sinhala social media analysis, 
obtaining word embedding through transfer learning, NE head 
word detection, NE boundary detection and NE linking have 
been achieved. The novelties have been achieved in NE head 
word detection and NE boundary detection components. 
Respective evaluations have been conducted and the outcome 
has revealed that the novel approaches have outperformed the 
existing baselines in the market. Several points can be 
summarized as follows. 

2 https://www.dbpedia-spotlight.org/api 
3 Exploring Neural Entity Representations for Semantic Information, A 

Runge, E Hovy - arXiv preprint arXiv:2011.08951, 2020 - arxiv.org 
4 https://paperswithcode.com/task/entity-linking 
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Compared to the performance dimensions of the previous 
approaches, several avenues have been identified as the key 
performance indexes (KPIs) for HelaNER 2.0. Firstly, word 
embedding through deep transfer learning has been tuned-up 
in terms of considering character level feature representations. 
Secondly, NE head word detection has been improved by 
enhancing the NE head word detection loss function. Also, 
multiple MLP and CRF layers have been adapted as another 
major improvement. Several experimentations have been 
conducted based on different hyper-parameter value 
adjustments. Thirdly, NE boundary detection has been further 
enhanced by introducing stack pointer networks which can be 
identified as the core scientific contribution for the domain of 
NE boundary detection. A constructive evaluation process has 
been followed taking the most prominent approaches which 
have been established as baselines. The overall evaluation 
procedure has been strengthened further through increasing 
the overall evaluation cycles. As per the evaluation outcome, 
it can be concluded that our novel avenues which have been 
introduced under HelaNER 2.0, have outperformed the 
existing benchmarks. As it’s been mentioned earlier, even 
though this approach can be mentioned as a niche specialized 
solution for Sinhala domain, the generalized version of this 
would make a real impact for NE boundary detection in other 
domains. 

Considering all these aspects, few potential avenues can be 
introduced as possible future enhancements under the whole 
process of detecting Sinhala related NE boundaries along with 
the considered NE type. It has been assumed as a particular 
head word would not be shared among more than one sentence 
nuggets under the section of dominant word detection 
considering MLP on top of CRF along with NE type detection 
in the constructive methodological approach. Therefore, 
sharing a given respective head word among several multiple 
sentence nuggets has been considered as a possible future 
enhancement under the overall methodological approach. 
Experimenting on the applicability of sharing a particular head 
word among multiple different sentence nuggets would be a 
major scientific research advancement of this entire domain. 
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Abstract—Face recognition is a significant area of pattern 
recognition and computer vision research. Illumination in face 
recognition is obvious yet challenging task in pattern matching. 
Recent researchers introduced machine learning algorithms to 
solve illumination problems in both indoor and outdoor 
scenarios. The major challenge in machine learning is the lack of 
classification accuracy. Thus, the novel Optimized Neural 
Network Algorithm (ONNA) is used to solve the aforementioned 
drawback. First, we propose a novel Weight Transfer Ideal Filter 
(WTIF) which is employed for pre-processing to remove the dark 
spots and shadows in an image by normalizing low frequency and 
high frequency of illumination. Secondly, Robust Principal 
Component Analysis (RPCA) is employed to perform efficient 
extraction of features based on image area representation. These 
features are given as input to ONNA which classifies the given 
input image under illumination. Thus we achieve the recognition 
of the face under various illumination conditions. Our approach 
is analyzed and compared with existing approaches such as 
Support Vector Machine (SVM) and Random Forest (RF). 
ONNA is better in terms of high accuracy and low error rate. 

Keywords—Face recognition; illumination; neural network; 
robust principal component analysis 

I. INTRODUCTION 
Face recognition is an interesting research area in computer 

science and information technology since 1990 [1] with several 
applications such as biometrics, law enforcement and 
surveillance video systems. Various face recognition methods 
have been developed during the previous two decades, and 
significant progress has been reached. Consequently, the 
efficiency of facial recognition systems under controlled 
conditions has already achieved a sufficient level. 
Unfortunately, the recognition rate of the existing FR system 
needs to be enhanced, also in real-world conditions like noise, 
illumination changes, pose and disguise. Because the accuracy 
of a face recognition technique varies a lot depending on the 
type of illumination and lighting used, illumination is one of 
the major aspects to consider when creating a human face 
recognition system. Due to the 3D geometry of human faces, it 
is noted that variations in illumination conditions form various 
shading and shadows on the face. This may make some facial 
characteristics appear weaker, or it may cause bright or dark 
areas in face images. 

Face recognition accuracy is now quite high under perfect 
illumination; however, there are still issues to be solved under 
varying illumination [2, 3]. Several approaches have been 
developed in recent decades to improve the accuracy of facial 

recognition in different illumination conditions, which can be 
divided into three groups: illumination modeling, illumination 
extraction of invariant features, and face image normalization 
[4]. The Retinex illumination model [5] describes the apparent 
illumination at every spot on the face in terms of that point's 
inherent reflectance, as well as the amount and angle of 
incident illumination. According to this concept, the low spatial 
frequency elements of the face image convey information on 
illumination, but the components with a high spatial frequency 
indicate inherent sensitivity of the face that ought to be 
retrieved for recognition. 

As a result, self-quotient imaging [6] is used to estimate the 
illumination on a smoother version of the image of the face that 
reduced the logarithmic of the actual face image to produce an 
unchangeable representation. Similar filtering can be done in 
the frequency to normalize the low-frequency illumination and 
high-frequency illumination components using a logarithmic 
Gaussian Band Pass Bilateral Filter [7]. As previously 
established, the way faces are represented in the actual world is 
always flawed, as well as the images contain significant flaws. 
As a result of its extreme sensitivity to the flaws and inability 
to cope with information that is lacking, the traditional PCA 
estimation may be distant from the underlying real distribution 
of the facial image. 

To address this issue, a significant sparse learning 
framework named Robust Principal Component Analysis 
(RPCA) is used to extract the features [8] [9]. Some modern 
technologies take advantage of the similarities that every 
human face possesses. To find the most matching area at each 
face location, the area representation is achieved using a 2D 
Fourier magnitude spectrum [10]. 

In this research, we propose a Weight Transfer Ideal Filter 
(WTIF) for face recognition that is robust to illumination 
variation. It is employed to remove dark spots, shadows and 
reflections in an image. Further, Robust Principal Component 
Analysis (RPCA) is used to extract features based on image 
area representation. The proposed WTIF method is used to 
recognize the face accurately based on a position-based voting 
scheme by increasing the features matching. The Optimized 
Neural Network Algorithm (ONNA) improves the 
classification accuracy under illumination and the proposed 
method is analyzed and compared with existing methods such 
as Support Vector Machine (SVM) and Random Forest (RF). 
Consequently, ONNA is better in terms of Accuracy, Equal 
Error Rate. 
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II. RELATED WORK 
Kim et al. [11] presented a method in which ground truth 

image could be employed to train the Illumination 
Normalization (IN) method using a convolutional neural 
network to convert the illumination variant face image into a 
feature map. The result showed that the IN-Net achieved better 
Face Recognition (FR) accuracy. Wu et al. [12] discussed the 
face recognition method across the posture and illumination 
issue, given a modest collection of training samples and one 
sample per gallery. The different illumination samples and 
deep neural network capacity to perform nonlinear 
transformations make multitask deep neural network ideal for 
posture and illumination normalization. Results show that this 
algorithm achieved better results on MultiPIE dataset less 
training data and also verified the effectiveness of introduced 
method. 

Xiangpo Wei et al. [13] developed a face recognition 
approach based on a convolutional neural network (CNN) and 
a local binary pattern feature extraction method (LBP) that 
overcomes the impacts of illumination, posture, and 
expression. Local Binary Pattern (LBP) represents the local 
texture features of an image. CNN is capable of extracting 
image features and reducing their dimensionality. The 
experimental result demonstrated that the method could 
significantly increase the rate of accuracy and also has better 
robustness of illumination and posture. 

Khan et al. [14] presented Particle Swarm Optimization 
(PSO) to optimize textural and wavelet features. The Discrete 
Wavelet Transform had the benefit of isolating significant 
characteristics, which reduced processing time and improved 
recognition accuracy. The results showed that the suggested 
technique is superior and resistant to illumination and has good 
accuracy rate. Han et al. [15] discussed the Accelerated 
Proximal Gradient (APG) technique and illumination 
regression filtering that was applied to remove the illumination 
effect. The results showed the introduced technique was robust 
to illumination. 

Liang et al. [16] presented a method where Wavelet 
transform images of the Low Frequency Sub-Band (LFSB) and 
High Frequency Sub-Band (HFSB) were boosted and denoised, 
which frequently resulted in a loss of information due to less 
attention of HFSB. Furthermore, the Particle Swarm 
Optimization-Neural Network (PSO-NN) was used to classify 
the data. The suggested network can effectively create a robust 
visual impact under varied illumination and greatly increase 
recognition performance, according to experimental results. 

Zhang et al. [17] presented the Expected Patch Log 
Likelihood (EPLL) algorithm that extracted illumination 
weight and used Neighboring Radiance Ratio algorithm (NRR) 
which optimized the initial vector of the Gaussian mixture 
model that utilized redundant data in image. Dewantara et al. 
[18] presented a novel optimized fuzzy based illumination 
constant approach that overcomes the influence of illumination 
for photometric based face recognition. It efficiently eliminates 
the impact of illumination on facial images and has a high level 
of robustness. Output proved that the introduced algorithm 
improved computational time and also that improve the face 
detection performance. 

Baradarani et al. [19] presented the multi resolution 
analysis and sub band filtering the Double-Density Dual-Tree 
Complex Wavelet Transform (DD-DTCWT) was helpful and 
easy for illumination invariant face recognition. Principal 
Component Analysis (PCA) was employed for feature 
extraction and the Extreme Learning Machine (ELM) was used 
for faster classification. The result proved that the introduced 
method has high recognition rate and computational 
complexity. 

Vidya et al. [20] used Discrete Wavelet Transform (DWT) 
that aided in the efficient extraction of features and the 
introduced Selective Illumination Enhancement Technique 
(SIET) which has high incidence of recognition. The result 
showed that the introduced method has average recognition 
rate for Color FERET database. Yang et al. [21] presented 
Nuclear Norm based Matrix Regression (NMR) for face 
recognition and categorization. Result showed that the NMR 
was more reliable for recognition with illumination changes. 

III. PROPOSED METHODOLOGY 
Face recognition consists of three sections such as 

preprocessing, feature extraction, and classification. Fig. 1 
explains the proposed methodology. Optimized Neural 
Network Algorithm (ONNA) is used to improve the 
classification accuracy under illumination conditions and also 
recognizes the face accurately. The scheme comprises 
preprocessing using the proposed method Weight Transfer 
Ideal Filter, to find the most matching area at each face 
location using a 2-D Fourier magnitude spectrum. Robust 
Principal Component Analysis (RPCA) is used for feature 
extraction. ONNA along RPCA gave better results in terms of 
high accuracy and low error rate. 

A. Weight Transfer Ideal Filter 
The main purpose of pre-processing is to improve image 

quality so that it can be processed further by removing or 
minimising unrelated and surplus components in the 
illumination images. Weight Transfer Ideal Filter (WTIF) is 
employed to remove dark spots, shadows and reflection and 
also it reduces low frequency illumination and high frequency 
illumination. WTIF technique is used to recognize the face 
accurately based on a position-based voting scheme by 
increasing the features matching. A Weight Transfer Ideal 
Filter is a complete filter that combines spatial domain and 
range domain filtering to remove noise while preserving edge 
characteristics using (1) and (2). 

𝜇 =  1
𝑎𝑏
∑ 𝑚(𝑛1𝑛1𝑛2 , 𝑛2)              (1) 

𝑍𝑖= ∑ 𝑃𝑃𝑖,𝑗𝑖
𝑘=0 .𝑄𝑖,𝑗. 𝑦𝑖               (2) 

In Weight Transfer Ideal Filter, weights of the pixel decay 
as a function of distance from the filter's center, as provided by, 

𝐺𝜎(a, b) = 1
2𝜋𝜎2

 𝑒−
(𝑎2+𝑏2)
2𝜎2               (3) 

𝐼𝐹(B) = 1
𝑊
∑ 𝐺𝜎𝑠𝑞∈𝑆 (‖𝑃𝑃 − 𝑄‖)𝐺𝜎𝑟(|𝐼(𝑃𝑃) − 𝐼(𝑄)|)𝐼 (𝑄)         (4) 
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Fig. 1. Proposed Methodology. 

The Weight Transfer Ideal Filter is used for smoothing 
nonresponsive noise from two-dimensional signals while 
maintaining image quality. As a result, it's particularly well-
suited to improve the illumination of the face image. The pre-
processing technique is utilized in illumination improvement, 
artifact removal, and alignment. The pre-processing technique 
involved, creates masks for pixels with the greatest amount of 
effort to reduce dark spots and reflection and Fourier 
Magnitude Spectra as Image Area Representation Features. 

Due to slight changes in a person’s facial features and head 
position, even with properly matched face images, matching 
local pixel areas on the faces may not correlate to the same 
spatial structure. We employ a 2-D Fourier magnitude 
spectrum as the feature to describe each local image area to 
limit the outcome of modest mismatch errors in recognition 
[23]. We use the shift-invariance of the Fourier magnitude 
representation to enhance the ability to withstand minor 
mismatch errors and variations in face expression by taking the 
magnitude spectrum instead of the phase spectrum. When the 
2-D Fourier transform is applied to an area in a Nonlinear 
Active Band pass Filter testing image, the magnitude spectrum 
of the resulting testing image may be represented as 

�𝐼𝛿(𝑎,𝑏)(𝑚,𝑛)� ≅ 𝛽𝛿(𝑎,𝑏)�𝑅𝛿(𝑎,𝑏)� (𝑚,𝑛)�+𝛿(𝑚,𝑛)𝛼𝛿(𝑎,𝑏)�        (5) 

Where �𝐼𝛿(𝑎,𝑏)(𝑚,𝑛)�  and �𝑅𝛿(𝑎,𝑏)� (𝑚,𝑛)�  indicate the 
spectral magnitudes of the Gaussian band pass bilateral filter 
pixel value and intrinsic reflectivity of the area, 𝛼𝛿(𝑎,𝑏)� indicate 
the residual constant illumination background and 
the 𝛿(𝑚,𝑛) is the Kronecker delta function. 

B. Feature Extraction using Robust Principal Component 
Analysis 
The output of the matching area representation is given as 

the input to the feature extraction. The Robust Principal 
Component Analysis (RPCA) method is used to extract 
textural features accurately by reducing the sparse error. 

Consider a huge data matrix 𝐻 ∈ ℝ𝑚×𝑛 has a reduced layout I 
but is contaminated by sparse errors element M, i.e., H=I+M. 
The goal is to reclaim a low-rank element I from the 
substantially corrupted matrix H in a reliable manner. Unlike in 
conventional PCA, the noise is small, the entries in M might 
have any magnitude and their support is believed to be simple 
but uncertain. The following is the original concept of Robust 
Principal Component Analysis (RPCA) [24]: 

min (rank (I)+ 𝛾‖𝑀‖0),  s.t. H=I+M            (6) 

Where ‖M‖0 represents the matrix ℓ0norm that is collecting 
nonzero components in the matrix H. Due to the rank 
measure's non-smoothness and non-convexity as well as the 
zero-norm penalty, (1) is hard to solve. Principal Component 
Pursuit (PCP) is solved in the relaxed form using tractable 
convex optimization: 

min (‖𝐼‖∗ +𝛾‖𝑀‖1), s.t. H=I+M            (7) 

Where the rank procedure in (6) is nuclear matrix has taken 
its place‖. ‖∗ , the matrix ℓ1 −norm estimates the matrix ℓ0 -
norm and 𝛾 is regulation variable for balance and has been 
fixed to 1

�max(𝑚,𝑛)�  . It has been demonstrated both 

mathematically and practically that the resolution of (7) 
properly retrieves the low-rank and sparse elements under very 
weak conditions, as provided as the rank of I is not too great 
and the errors M is sparsely maintained [22]. 

C. Optimized Neural Network (ONNA) 
 An Optimized neural network is used to improve the 

classification accuracy under illumination. Firstly, search space 
algorithm is used to extract the features of the image. A search 
in a search space method is an example of a possible solution 
to the problem of determining the relevance of each 
characteristic. Suppose there are n search k dimensional space, 
then the position of search i can be represented as 𝑋𝑖= (𝑥𝑖,1, 
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𝑥𝑖,2 ,....,𝑥𝑖,𝑘)(i= 0,1,2,...,n). The velocity and position of each 
search are updated as follows: 

𝑉𝑖(𝑡+1) = 𝜔𝜔𝑉𝑖(𝑡) + 𝐶1𝑟1[𝑝𝑏𝑒𝑠𝑡(𝑡) - 𝑥𝑖(𝑡)] + 𝐶2𝑟2[𝑔𝑏𝑒𝑠𝑡(𝑡) - 
𝑥𝑖(𝑡)]                (8) 

𝑥𝑖(𝑡+1) = 𝑥𝑖(𝑡) + 𝑉𝑖(𝑡+1)             (9) 

Where 𝐶1 is the cognitive coefficient and 𝐶2 is the social 
coefficient and matching values 𝑟1 and  𝑟2 are two 
independently generated random numbers and 𝜔𝜔 is the inertia 
weight. The maximum generations or the better position of the 
object in the cluster is no more included in the search 
algorithm, which cannot be improved even after a many 
number of generations. Therefore, the proposed searching 
algorithm has proved its efficiency and robustness in 
overcoming complex optimization challenges. 

The range of 𝐶1 𝑎𝑛𝑑 𝐶2 are 𝐶1 ∈ (2.75, 1.25) and 𝐶2∈ (0.5, 
2.25) respectively. The learning factor function expression of 
linear change is described as given below using (10) and (11). 

∆𝑃𝑃𝑏𝑒𝑠𝑡 = 𝑔1 ∗ 𝑟𝑎𝑛𝑑(0,1) ∗ (𝑃𝑃𝑏𝑒𝑠𝑡𝑖,𝑗- 𝑥𝑖,𝑗)          (10) 

∆𝐺𝑏𝑒𝑠𝑡 =  𝑔2 ∗ 𝑟𝑎𝑛𝑑(0,1) ∗ (𝐺𝑏𝑒𝑠𝑡𝑖,𝑗  - 𝑥𝑖,𝑗)         (11) 

Where 𝐶1  and 𝐶2  are learning factors; rand is a positive 
random number between 0 and 1 distributed normally. This 
search algorithm is mainly used to learn the features. Given the 
face images 𝑞1, 𝑞2,..., 𝑞𝑚, the average face of these given face 
images is defined by (12). 

𝜑 = 1
𝑆
∑ 𝑞𝑖𝑆
𝑖=1             (12) 

The difference between each input face and the average 
face is calculated as follows 

Ψ𝑖= 𝑞𝑖-𝜑              (13) 

The covariance matrix CM can then be computed using 

CM= ∑ Ψ𝑖
𝑁
𝑖=1  Ψ𝑖𝑇= 𝐴𝐴𝑇            (14) 

 The component effective method is used to train the 
learned sample. Finally, the error-reduced training sample is 
sent to the classification phase; here the neural network is 
issued to classify the training sample. It classifies the face 
accurately and finalizes feature matching and recognition. 
Finally, the feature matrices that correlate to numerous facial 
images are sent to the neural network as training data. The 
neural network driven feature learning framework, consists of 
3 layers i.e., input layers, an output layer, and a hidden layer. 
For the Facial illumination Recognition problem, the right 
multiplication projection matrices in the hidden layer are also 
employed to get more discriminative characteristics among the 
high-level characteristics. 

Let 𝐺𝑖  = {𝐺𝑖,𝑗𝑡 𝑗 = 1, … ,𝐸𝑙} (t = 1,... ,𝑃𝑃𝑡 ) indicate the 𝑡𝑡ℎ 
multi-channel projection matrix set consisting of 𝐶𝑙 channels of 
projection matrices, where 𝐺𝑖,𝑗

(𝑡)denote the j th channel matrix 
of 𝐺𝑖 ,  𝑃𝑃𝑖  indicate the number of multi-channel projection 
matrix sets, and 𝐸𝑡 indicate the number of channel matrices in 

𝐺𝑖 . The hidden layer can therefore be represented in the 
following way: 

𝐶𝑖 =∑ 𝐺𝑖,𝑗
(𝑡)𝐸𝑡

𝑗=1 𝑄𝑗 , (i=1, 2, ... ,𝑃𝑃𝑡)           (15) 

Where 𝐶𝑖 indicates the matrix in 𝑡𝑡ℎ channel of the output 
and 𝑄𝑗  is the jth channel of the input matrices. If the input layer 
performs proper multiplication, 

𝐶𝑖 = ∑ 𝑄𝑗
𝐸𝑎
𝑗=1  𝐺𝑖,𝑗

(𝑎), (𝑡= 1,2,...,𝑃𝑃𝑎)           (16) 

Then each row of the input matrix is projected onto a 
different feature area, resulting in a dimension reduction result 
at the same time. The resulting error by the given mode or 
result, i.e., the weight of the present related edge in the network 
is computed by combining the hidden layer and output layer 
results. The error of the hidden neuron is also calculated using 
the correlation weight and the error of the next layer’s neuron. 
The network weight is updated with each neuron’s error 
computed. Finally, the optimized neural network algorithm 
classifies the images. Fig. 2 shows the steps in ONNA. 

Algorithm steps 

Input: Dataset, image size 𝑃𝑃, inertia feature 𝜔𝜔, cognitive coefficient 
𝑐𝑐1, social coefficient 𝑐𝑐2, and matching value 

Step 1: Initialize the parameters 𝑥𝑖, pbest, and gbest 
Step 2: Determine the best face feature value selection 
Step 3: Determine and pbest and gbest value 
Step 4: Update 𝑥𝑖for each feature using (17) 
𝑉𝑖(t+1) = 𝜔𝜔𝑉𝑖(t) + 𝐶1𝑟1[𝑝𝑏𝑒𝑠𝑡 (t) - 𝑥𝑖(t)] + 𝐶2𝑟2[𝑔𝑏𝑒𝑠𝑡 (t) - 𝑥𝑖(t)]
                (17) 

𝑥𝑖(t+1) = 𝑥𝑖(t) + 𝑉𝑖(t+1)             (18) 

Step 5: If the matching value is not met, go to step 2 

Step 6: Steps 5 and 6 should be repeated until the set minimal error or 

the matching value is reached. 

Step 7: Take the global best value of the training process. 

Step 8: Set the learning rate, maximum iterations, number of hidden 
layer neurons, features and thresholds between the input and hidden 
layers, between the hidden and output layers, and the algorithm 
termination minimal allowable error. 
Step 9: The training samples should be normalized. 
Step 10: Start the training process by dividing the images into sub-
images to match with the corrupted images and enhance the 
classification decision. 
Step 11: Validate the original data by the trained process, and 
restores the output data to the original order of image. 
Step 12: Testing Process 
Step 13: Hybrid Weight Transfer Ideal Filter is used to recognize the 
face under illumination and matches the features. After that, the 
neural network is used to classify the image and implement the 
Optimized Neural Network Algorithm (ONNA) techniques to 
improve the classification. 
Step14: In this manner, a deep neural network classifier based on a 
position-based voting scheme is used to recognize the face 
accurately. 
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Fig. 2. Steps in Optimized Neural Network Algorithm. 

IV. RESULTS AND DISCUSSIONS 
All the experiments are performed in the Extended Yale-B 

dataset [25] and CMU Multi-PIE dataset [26]. Extended Yale-
B database consists of 16128 images of 28 people under 64 
different illumination conditions. CMU Multi-PIE database 
consists of 750,000 images of 337 people taken under 19 
different illumination conditions. The Optimized neural 
network is introduced in this paper. Compared with SVM and 
RF the proposed method achieves high accuracy and low error 
rate. 

The first column in Fig. 3 shows the input images full of 
dark spots. The proposed Weight Transfer Ideal Filter method 
enhances the low frequency images by removing the dark spots 
as shown in column 2. Column 3 images show the most 
matching area at each face location and the area representation 
is achieved using a 2-D Fourier magnitude spectrum. RPCA 
algorithm is applied to the images in column 3 to extract the 
features. Then the extracted features are given as an input to 

the Optimized Neural Network Algorithm which improves the 
classification accuracy and by increasing local area matching, 
this method recognizes the face under illumination conditions. 
The recognized faces are shown in column 5. 

The proposed method is compared with the existing 
classification methods such as support vector machine (SVM) 
and Random Forest (RF) in terms of accuracy and Error Rate 
as shown in Table 1 and Table 2. The accuracy of the proposed 
method is high compared to the existing classification methods 
because of the optimized neural network. Table 1 shows the 
results of face recognition under varied illumination on the 
Extended Yale-B database and Table 2 shows the results face 
recognition under varied illumination on the CMU-PIE 
database. 

To prove the success rate of the introduced technique, it is 
essential to compare the Optimized Neural Network Algorithm 
with SVM and RF method, and the results are shown in Fig. 4. 
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Fig. 3. Dark Spot Removal and their Result. 

TABLE I. PERFORMANCE ANALYSIS OF FACE ILLUMINATION IMAGE FOR 
OPTIMIZED NEURAL NETWORK ALGORITHM AND EXISTING METHOD ON 

EXTENDED YALE –B DATABASE 

S.No Performance 
analysis  SVM RF Proposed 

method 

1 Accuracy 0.92 0.88 0.95 

2 Error rate 0.037 0.074 0.03 

TABLE II. PERFORMANCE ANALYSIS OF FACE ILLUMINATION IMAGE FOR 
OPTIMIZED NEURAL NETWORK ALGORITHM AND EXISTING METHOD ON 

CMU-PIE DATABASE 

S.No Performance 
analysis  SVM RF Proposed 

method 

1 Accuracy 0.935 0.902 0.97 

2 Error Rate 0.035 0.063 0.028 

 
Fig. 4. Graphical Analysis of Optimized Neural Network Algorithm and 

Existing Classifier on Extended Yale-B Database. 

Finally, the results showed that the performance of the 
proposed system is high in comparison to the existing methods. 

V. CONCLUSION AND FUTURE WORK 
In the presence of varied illumination conditions, 

recognizing a face with good accuracy is the main challenge. In 
this paper, the Optimized Neural Network Algorithm (ONNA) 
is proposed to improve classification accuracy in varied 
illumination. Firstly, a pre-processing technique Weight 
Transfer Ideal Filter is proposed to reduce the dark spots, 
shadows, and reflection in the input image. Secondly, Robust 
Principal Component Analysis (RPCA) is applied to extract 
efficient features based on image area representation and the 
output of the RPCA is given as an input to the optimized neural 
network algorithm (ONNA) which improves the classification 
accuracy under illumination. Experiments are conducted on 
Extended Yale B and CMU-PIE datasets. According to the 
findings of the experiments, the ONNA outperforms the 
existing method such as SVM and RF in recognizing the faces 
under varied illumination in terms of high accuracy and low 
error rate. The future work is to use deep neural architectures 
such as Siamese Neural Network to improve the recognition 
rate. 
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Abstract—Plant leaves are another common source of 

information for determining plant species. According to the 

dataset that has been collected, we propose transfer learning 

models VGG16, VGG19, and MobileNetV2 to examine the 

distinguishing features to identify medicinal plant leaves. We also 

improved algorithm using fine-tuning strategy and analyzed a 

comparison with and without a fine-tuning strategy to transfer 

learning models performance. Several protocols or steps were 

used to conduct this study, including data collection, data 

preparation, feature extraction, classification, and evaluation. 

The distribution of training and validation data is 80% for 

training data and 20% for validation data, with 1500 images of 

thirty species. The testing data consisted of a total of 43 images of 

30 species. Each species class consists of 1-3 images. With a 

validation accuracy of 96.02 percent, MobileNetV2 with fine-

tuning had the best validation accuracy. MobileNetV2 with fine-

tuning also had the best testing accuracy of 81.82%. 

Keywords—Medicinal leaf plant; transfer learning; deep 

learning; phytomedicine 

I. INTRODUCTION 

Leaves have characteristics such as shape and texture to be 
identified with the help of image processing technology and 
deep learning. An object sees identification as geometric 
information with boundaries [1]–[10]. The identified leaf 
object is limited to the boundary identified as leaf size and leaf 
shape, while the leaf texture or pattern is seen from the leaf 
surface [11].  Generally, the size of the leaves can be different, 
but the surface pattern of the leaves does not differ from one 
another [12]–[15]. This study aims to identify medicinal or 
phytomedicine plant species by processing leaf imagery using 
image processing and deep learning [15]–[21]. 

Research on the identification of phytomedicine plant 
leaves has been carried out by several previous studies, for 

example Naresh and Nagendraswamy in 2015 [22], Mukherjee 
and his team in 2016 [23], Venkataraman & Mangayarkarasi 
in 2017 [24], Gao & Lin in 2018 [25], Sivaranjani et al. in 
2019 [26], Pechebovicz et al. in 2020 [27], Bhuiyan et al. in 
2021 [28]. 

In a study by Naresh and Nagendraswamy in 2015, the 
authors employed local binary patterns (LBP) to classify 
medicinal leaf plants. In a study conducted in 2016 by 
Mukherjee and his team, the classification of medicinal plants 
was accomplished with the use of Back Propagation Multi-
Layer Perceptron (BP-MLP) [22], [29]. 

A study on the classification of medicinal plants also was 
carried out by Venkataraman and Mangayarkarasi (2017). 
They utilized the Histogram of Oriented Gradient (HoG)-
Support Vector Machine for their research (SVM) [24]. 
Moreover, Gao and Lin (2018) used the OTSU approach in 
their classification of leaf plants for medicinal purposes. The 
OTSU approach involves using each manually marked edge 
point of the leaf to precisely detect the following outside 
points of the leaf located next to it [25]. The ExG-ExR index 
and the Logistic Regression (LR) classifier were utilized by 
Sivaranjani et al. to classify medicinal plants, and the 
researchers discovered that this method was successful. Based 
on each extracted leaf's color and texture characteristics, the 
Logistic Regression (LR) classifier is utilized to classify the 
various plant species [26]. 

In this study, we propose transfer learning models VGG16, 
VGG19, and MobileNetV2 to study the distinguishing features 
to identify medicinal plant leaves according to the dataset that 
has been collected. We also improved algorithm using fine-
tuning strategy and analysed a comparison with and without a 
fine-tuning strategy to transfer learning model’s performance. 
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II. RELATED WORKS 

Research on leaf image classification has been carried out 
for the last few years. To see the development of research in 
this field, we conducted a literature study on leaf image 
classification research from 2015 to 2021. The overview of 
related works is depicted in Fig. 1. 

 

Fig. 1. Related Works 

Local binary patterns (LBP) were used to classify 
medicinal leaf plants in a study by Naresh and 
Nagendraswamy in 2015 [22]. Back Propagation Multi-Layer 
Perceptron (BP-MLP) and Gray Level Co-occurrence Matrix 
(GLCM) were used to classify medicinal plants in a study by 
Mukherjee and his team in 2016. Results show that combined 
GLCM features can classify things better than basic single 
GLCM features. [23]. 

Venkataraman & Mangayarkarasi (2017) conducted a 
study for classification of medicinal plants using the 
Histogram of Oriented Gradient (HoG)-Support Vector 
Machine (SVM) [24]. Gao & Lin (2018) used the OTSU 
method to classify leaf plants that are used for medicine. 
OTSU method is to use each manually marked edge point of 
the leaf to accurately detect the next outer points of the leaf 
next to it [25]. 

Sivaranjani et al. (2019) used the ExG-ExR index and the 
Logistic Regression (LR) classifier to classify medicinal 
plants, and they found that this worked well. The Logistic 
Regression classifier is used to classify the plant species based 

on the color and texture features of each extracted leaf. This 
classifier has a 93.3 percent accuracy rate [26]. Convolutional 
Neural Networks were used in a study by Pechebovicz et al. 
(2020) to classify medicinal plants [27]. Bhuiyan et al. (2021) 
used Convolutional Neural Networks to conduct research for 
the identification of medicinal plants (CNN) [28]. 

III. RESEARCH METHODOLOGY 

This research was conducted by applying several protocols 
or stages, including data collection, data preparation, feature 
extraction, classification, testing, and evaluation, as shown in 
the Fig. 2. 

The first phase is data collection. The dataset used in this 
research is a public dataset called Medicinal Leaf Dataset. 
This dataset will be made public by Roopashree & Anitha in 
2020 [30], [31]. The dataset collected is the result of photos 
using the Samsung s9+ Model Camera and Canon Inkjet 
Printer. Leaf photos are from leaves picked from different 
plants of the same species available at the study site. Healthy 
and mature leaves were selected for the dataset. The dataset 
consists of 1500 images of thirty species. Each species 
consists of 60 to 100 high quality images. An example of a 
dataset can be seen in the Fig. 3. 

 

Fig. 2. Research Phases. 

 

Fig. 3. Example of Dataset. 
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The dataset consists of 30 species of healthy medicinal 
plants such as Alpinia Galanga (Galanga Leaves), Amaranthus 
Viridis (Green Spinach Leaves), Artocarpus Heterophyllus 
(Jackfruit), Azadirachta Indica (Neem), Santalum Album 
(Sandalwood), Muntingia Calabura (Jamaica cherry), 
Plectranthus amboinicus (Indian Mint), Brassica Juncea 
(Oriental mustard), and many more. 

The next stage is data preparation. The first sub-phase of 
data preparation is image normalization. This process is done 
by multiplying each pixel value by 1./255. The second data 
preparation stage is image augmentation. This stage is carried 
out by applying several image augmentation techniques to 
obtain additional synthetic data [32], [33]. The augmentations 
performed are horizontal_flip, vertical_flip, width_shift, 
height_shift, rotation, fill_mode = 'reflect', zoom 
brightness_range = [0.5, 1.5], featurewise_std_normalization 
= True, shear and featurewise_ center [34]–[37]. There are 
two stages of feature extraction carried out, as shown in the 
Fig. 4. 

In data preparation phase, the dataset folder is named 
according to the scientific name of the species. The dataset is 
broken down for data training, validation, and testing. The 
entire dataset has been segmented to free from the 
background. The distribution of training and validation data is 
80% for training data and 20% for validation data, with 1500 
images of thirty species. The 80/20 dataset composition is 
based on previous research [38]–[45]. Data testing uses new 
data outside the dataset for training and validation. The testing 
data consisted of a total of 43 images of 30 species. Each 
species class consists of 1-3 images. 

The third phase is feature extraction. This study conducted 
experiments to compare three pre-trained models for feature 
extraction on medicinal plant image datasets, namely VGG16, 
VGG19, and MobileNetV2. 

 

Fig. 4. Feature Extraction Methods. 

The fourth phase is classification. The data that has been 
extracted features a pre-trained model, then training and 
model validation is carried out using training and validation 
data. In order to obtain better accuracy results, experiments 
were also conducted to compare the model with fine-tuning 
and without fine-tuning. The VGG16, VGG19, and 
MobileNetV2 model architectures study leaf shape 
information to differentiate different plant species. The input 
leaf size and color channel used are adjusted for the VGG16, 
VGG19, and MobileNetV2 models. 

The fifth phase is testing that is done using new data 
outside the dataset. The testing data obtained by searching 
through Google using the keyword species name of plant. The 
data selected on Google is only focused the leaves object, if 
there is a background in the image, only the leaves are taken 
(cropped). The testing data consisted of a total of 43 images of 
30 species. Each species class consists of 1-3 images. The 
following Fig. 5 is an example of testing data. 

The final phase is evaluation. The evaluation is carried out 
by comparing the experimental results to find the best suitable 
model in the dataset. We evaluated the VGG16, VGG19, and 
MobileNetV2 models for leaf identification on medicinal plant 
leaves by conducting experiments on the collected datasets. 
The evaluation method used is the accuracy method. The 
evaluation was carried out in two stages: evaluation at the 
training stage and evaluation at the validation stage. 

 

Fig. 5. Example of Data Testing. 

IV. RESULT AND DISCUSSION 

This study used the VGG16, VGG19, and MobileNetV2 
classification models for leaf identification on medicinal plant 
leaves. Two different processes are carried out on the same 
classification model and dataset, namely with and without 
fine-tuning implementation. From the implementation results, 
we want to know how the effect of implementation on the 
accuracy results during the training, validation, and testing 
processes using the same dataset and classification model. 

The first stage is the training process. The training process 
is carried out by conducting experiments on 80% of the data 
from the dataset as a whole. The dataset consists of 1500 
images (for 30 classes), meaning that there are about 1200 
data used in this experiment. The experimental results can be 
seen in the Table I. 
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TABLE I. ACCURACY RESULTS ON TRAINING DATA 

Model 
Training Experiment 

Without Fine Tuning  With Fine Tuning 

VGG16 99.24% 95.72%  

VGG19 93.85% 95.51% 

MobileNetV2 98.89% 98.41% 

Based on the data in Table I, the model without fine-tuning 
obtains an accuracy of 99.24% for the VGG16 model, 93.85% 
for the VGG19 model, and 98.89% for the MobileNetV2 
model. In contrast, the models with fine-tuning get 95.72% 
accuracy for the VGG16 model, 95.51% for the VGG19 
model, and 98.41% for the MobileNetV2 model. Moreover, 
the difference Value of training experiment of model 
implementation using the fine-tuning and without fine-tuning 
is depicted in the Fig. 6. 

Based on the data in Table II, the model without fine-
tuning obtains an accuracy of 95.17% for the VGG16 model, 
89.49% for the VGG19 model, and 87.50% for the 
MobileNetV2 model. While the models with fine-tuning get 
93.75% accuracy for the VGG16 model, 92.90% for the 
VGG19 model, and 96.02% for the MobileNetV2 model. 
Moreover, difference value of validation experiment of model 
implementation by using fine tuning and without tuning is 
depicted Fig. 7. 

 

Fig. 6. Difference Value of Training Experiment. 

The second stage is the validation process. The validation 
process is carried out by conducting experiments on 20% of 
the data from the dataset as a whole. The dataset consists of 
1500 images (for 30 classes), meaning that about 300 pieces 
of data are used in this experiment. The experimental results 
can be seen in the Table II. 

TABLE II. DATA ACCURACY RESULTS ON DATA VALIDATION 

Model 
Validation Experiment 

Without Fine Tuning With Fine Tuning 

VGG16 95.17% 93.75% 

VGG19 89.49% 92.90% 

MobileNetV2 87.50% 96.02% 

 

Fig. 7. Difference Value of Validation Experiment. 

Based on the Fig. 7, MobileNetV2 and VGG19 with fine-
tuning can significantly increase the validation accuracy, 
while in VGG16 with fine-tuning, it reduces validation 
accuracy. The third stage is the testing process. Testing data is 
new data that the model has never processed. After the model 
is obtained, then testing is carried out on the model using data 
testing and the result can be seen in Table III. 

TABLE III. ACCURACY RESULTS ON TESTING DATA 

Model 
Testing Experiment 

Without Fine Tuning With Fine Tuning 

VGG16 22.73% 36.36% 

VGG19 15.91% 31.82% 

MobileNetV2 43.18% 81.82% 

From the experiment results, the models with fine-tuning 
both VGG16, VGG19, and MobileNetV2 experienced an 
increase in testing accuracy compared to the model before 
fine-tuning and the result can be seen in Table IV. 

MobileNetV2 obtained the best model by fine-tuning with 
96.02% validation accuracy, 81.82% testing accuracy, 
precision, recall, and f1-score values 0.73, 0.82, and 0.76. The 
following Fig. 8 is a classification report and confusion matrix 
obtained by the MobileNetV2 model by fine-tuning. 

Overall, VGG16 obtained the highest accuracy compared 
to other models during the experiment of training without fine 
tuning (99.24%) and validation without fine tuning (95.17%). 
While in other experiments the MobileNetV2 model is 
superior to other models, as shown in the Table V. 

Based on the experiment result, we recommended 
MobileNetV2 model to identify medicinal plant leaves 
according to the dataset that has been collected. MobileNetV2 
was chosen for further research because it got the best 
accuracy and shorter computation time in recognizing the 
image of medicinal plant leaves [46]–[48]. 
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TABLE IV. DETAIL OF RESULTS ON TESTING DATA 

Class Precision Recall F1-Score 

Alpinia Galanga 1.00 1.00 1.00 

Amaranthus Viridis 0.67 1.00 0.80 

Artocarpus Heterophyllus 1.00 1.00 1.00 

Azadirachta Indica 1.00 1.00 1.00 

Basella Alba 1.00 1.00 1.00 

Brassica Juncea 1.00 1.00 1.00 

Carissa Carandas 0.00 0.00 0.00 

Citrus Limon 1.00 1.00 1.00 

Ficus Auriculata 1.00 1.00 1.00 

Ficus Religiosa 1.00 1.00 1.00 

Hibiscus Rosa-Sinesis 1.00 1.00 1.00 

Jasminum 0.60 1.00 0.75 

Mangifera Indica 0.67 1.00 0.80 

Mentha 1.00 1.00 1.00 

Moringa Oleifera 0.00 0.00 0.00 

Muntingia Calabura 0.33 1.00 0.50 

Muraya Koenigii 0.00 0.00 0.00 

Nerium Oleander 0.00 0.00 0.00 

Nyctanthes Arbor-tristis 1.00 1.00 1.00 

Ocimum Tenuiflorum 0.00 0.00 0.00 

Piper Betle 1.00 1.00 1.00 

Plectranthus Ambonicus 0.00 0.00 0.00 

Pongamis Pinnata 1.00 1.00 1.00 

Psidium Guajava 1.00 1.00 1.00 

Punica Granatum 1.00 1.00 1.00 

Santalum Album 1.00 1.00 1.00 

Syzygium Cumini 0.50 1.00 0.67 

Syzygium Jambos 0.00 0.00 0.00 

Tabernaemontana Divaricata 1.00 1.00 1.00 

Trigonella Foenum-graecum 0.00 0.00 0.00 

Macro avg 0.66 0.66 0.66 

Weighted avg 0.73 0.73 0.73 

 

Fig. 8. Confusion Matrix. 
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TABLE V. OVERALL RESULT OF EXPERIMENT 

Phase Method VGG16 VGG19 MobileNet 

TR WFT 99.24% 93.85% 98.89% 

TR FT 95.72% 95.51% 98.41% 

VA WFT 95.17% 89.49% 87.50% 

VA FT 93.75% 92.90% 96.02% 

TE WFT 22.73% 15.91% 43.18% 

TE FT 36.36% 31.82% 81.82% 

*WFT = without fine tuning, FT = with fine tuning, TR=training, VA=validation, TE=testing 

V. CONCLUSION 

MobileNetV2 obtained the best validation accuracy with 
fine-tuning with a validation accuracy of 96.02%. 
MobileNetV2 also obtained the best testing accuracy with 
fine-tuning of 81.82%. In other models, the testing accuracy 
obtained is far below MobileNetV2. This condition is likely to 
happen because the dataset for training and validation used is 
less diverse and general to build a good model, so the resulting 
model overfits the dataset. In this case, MobileNetV2 with 
fine-tuning is quite able to overcome the weaknesses of the 
dataset used so that when new testing data is given, the 
accuracy results obtained are quite good. In addition, based on 
the experiment results, fine-tuning the model can improve the 
accuracy of the validation and testing produced. 

The limitation of this study is that it ignores the 
background problem of the leaf image. Further research will 
be carried out using a dataset with a complex background by 
adding a segmentation method before being processed by the 
MobileNetV2 model. 
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Abstract—Opinion mining has been a prominent topic of 

research in Indonesia, however there are still many unanswered 

questions. The majority of past research has been on machine 

learning methods and models. A comparison of the effects of 

random splitting and cross-validation on processing performance 

is required. Text data is in Indonesian. The goal of this project is 

to use a machine learning model to conduct opinion mining on 

Indonesian text data using a random splitting and cross 

validation approach. This research consists of five stages: data 

collection, pre-processing, feature extraction, training & testing, 

and evaluation.  Based on the experimental results, the TF-IDF 

feature is better than the Count-Vectorizer (CV) for Indonesian 

text. The best accuracy results are obtained by using TF-IDF as a 

feature and Support Vector Machine (SVM) as a classifier with 

cross validation implementation. The best accuracy reaches 81%. 

From the experimental results, it can also be seen that the 

implementation of cross validation can improve accuracy 

compared to the implementation of random splitting. 

Keywords—Random splitting; cross validation; machine 

learning; Indonesian text 

I. INTRODUCTION 

Opinion mining technology examines and interprets 
enormous amounts of text data automatically. Opinion mining 
is the technique of extracting useful information and 
knowledge from unstructured natural language texts 
automatically [1]–[5]. Opinion mining is a specific sub-field of 
text mining that seeks to automatically discover the polarity of 
opinions (positive, negative, and others) associated with natural 
language texts [6]–[11]. 

The language structure of the dataset determines the main 
challenge in opinion mining. Sentences can be ironic or have 
several meanings depending on the context. For example, 
someone can support school policies in the education sector 

while also breaking school rules—another challenge in 
obtaining opinions in determining the difference between 
subjective and objective texts [12]–[14]. A subjective texts is 
one person's point of view, bias, or opinion. News stories and 
neutral texts are examples of objective writing that deal with 
facts and are supposed to be fully unbiased [6], [15], [16]. 

A machine learning approach can be used for opinion 
mining. Machine learning refers to methods and systems that 
can learn from data automatically. The most common machine 
learning method is supervised learning. It entails creating a 
prediction model that can inductively learn from a training data 
collection [17]. The training data is a set of labelled instances, 
with each example consisting of a pair of input objects 
(specified in a feature set) and the desired output value, in the 
case of a classification model, a class label. After the model 
has been trained, it is ready to be applied to new data [6]. 

Opinion mining in Indonesia has been a popular topic of 
study, yet there are still many open challenges. Indonesia is 
morphologically diverse and ambiguous, with complicated 
morpho-syntactic rules and many irregular forms and a wide 
range of dialects with no written standards. Learning a robust 
general model from Indonesian text might be challenging 
without suitable processing and handling [18]. Furthermore, 
compared to English, Indonesian opinion mining has fewer 
freely available resources in terms of huge net sentiment 
lexicons and annotated opinion sets. These difficulties have 
piqued researchers' interest in Indonesian opinion mining [19]. 

Apart from increasing research on opinion mining on 
Indonesian text data, there are still some gaps. Most of the 
previous research has focused on machine learning models and 
algorithms. There is a need to compare the effect of random 
splitting and cross-validation on improving performance for 
processing Indonesian text data [19], [20]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

146 | P a g e  

www.ijacsa.thesai.org 

Based on the above background, the purpose of this study 
is to conduct opinion mining on Indonesian text data using a 
machine learning model by implementing a random splitting 
and cross validation approach. 

II. RELATED WORK 

The previous research of opinion mining on Indonesian text 
data using a machine learning model has been done by several 
scholars. Research by Fachrina & Widyantoro (2017) 
compares Support Vector Machine and Naïve Bayes Classifier 
to process 2960 Indonesian text data [21]. Research by Suciati 
& Budi (2019) compared the performance of Random Forest 
(RF), Multinomial Naïve Bayes (NB), Logistic Regression 
(LR), Decision Tree (DT), and Extra Tree classifier (ET) using 
ten folds cross-validation to process Indonesian text data. 

The algorithm that achieved the highest score was obtained 
by Logistic Regression (LR) and Decision Tree (DT) [22]. 
Research by Miranda et al. (2019) used Bayes classification to 
process Indonesian text data. This study obtained an accuracy 
of 74.94% [23]. Research by Wisnu et al. (2020) uses the 
Naïve Bayes classifier and K-Nearest Neighbor or KNN to 
process Indonesian text data. This study obtained an accuracy 
of KNN (91.00%) and Naïve Bayes (83.50%) [24]. Research 
by Buntoro et al. (2021) uses the Naïve Bayes Classifier (NBC) 
and a Support Vector Machine (SVM) to process Indonesian 
text data. This study obtained an accuracy of SVM (79.02%) 
and NBC (44.94%)  [25]. 

Most of the previous research has focused on machine 
learning models and algorithms. There is a need to compare the 
effect of random splitting and cross-validation on improving 
performance for processing Indonesian text data. This research 
is proposed to fill the gap by implementing random splitting 
and cross-validation for improving performance for processing 
Indonesian text data. 

III. RESEARCH METHODOLOGY 

This study uses a public dataset to determine negative and 
positive comments on the Indonesian feedback dataset. The 
stages of the research can be seen in the following Fig. 1. 

The first stage is the data collection stage. The dataset used 
for training and testing the model is sentiment data on Twitter 
obtained publicly provided by Sulistya in 2021 at Kaggle [26]. 
The dataset is a collection of feedback data in Indonesian by 
Twitter users on Covid-19. The dataset consists of 1000 
records with 500 records each for the positive class and 500 
tweets for the negative class. The following is an example of a 
dataset. The second stage is the preprocessing stage. This stage 
consists of six stages: data cleansing, case folding, tokenizing, 
stopword, normalization, and stemming. Details of these stages 
can be seen in the Fig. 2: 

Based on Fig. 2 above, at the data cleansing stage, a 
cleaning process is carried out for words that are not needed in 
order to reduce the computational burden, such as text 
containing HTML, links, and scripts. In addition, this stage 
also removes punctuation marks such as periods (.), commas (,) 
and other punctuation marks. In this pre-processing process, 
the case folding method is also applied, namely the process of 
converting words into lower-case letters.The third stage is 

tokenization. This method is implemented to transform the 
text's words into several sequences truncated by spaces or 
specific characters [23], [27], [28]. 

The stop word removal method is a method of deleting a 
word with a unique word from text data such as conjunctions 
and possessive words. In addition, types of words that are less 
meaningful will be removed, such as words: I, and, or by using 
this method. Stop word removal is meant to reduce the burden 
on system performance because the words taken are considered 
essential [29]–[31]. The last stage in the pre-processing process 
is the stemming stage. The method at this stage is done by 
transforming the words in the text to become essential words. 

The third research stage is to perform feature extraction. 
We compare two text features at this stage, namely Count 
Vectorizer (CV) and TF-IDF. The Term Frequency-Inverse 
Document Frequency method, abbreviated as TF-IDF, is the 
most commonly used word weight calculation method in 
opinion mining. The method is known for its efficient 
computation time, ease of implementation, and good results or 
accuracy values. The method works by calculating the value of 
Term Frequency (TF) and Inverse Document Frequency (IDF) 
for each token (word) in the document in the corpus or dataset 
[32]–[34]. 

The fourth stage is the Training and Testing Model. 
Training and testing are done by comparing four classifiers, 
namely Random Forest (RF), Logistic Regression (LR), Naïve 
Bayes (NB), and Support Vector Machine (SVM) 

 

Fig. 1. Main Research Methods. 

 

Fig. 2. Pre-Processing Methods. 
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The Random Forest (RF) method is the development of the 
Classification and Regression Tree (CART) algorithm. This 
method applies bootstrap aggregating and random feature 
selection. This method can be used for classification that works 
by building a classification tree. Increasing the accuracy of the 
RF method is done by generating a child node on each node 
(the node above it) with random selection. Then, the 
classification results from each tree are accumulated and 
selected based on the classification results that appear the most 
[35]–[37]. The RF method has three main parts: the root node, 
internal node, and leaf node. The root node is the node at the 
very top, commonly referred to as the root of the decision tree. 
The internal node is the branch's node with one to two inputs. 
Finally, the leaf node or terminal node is the end node that has 
one input and no output. The calculation on the decision tree 
begins by calculating the entropy value as a determinant of the 
level of attribute impurity and the value of information gain 
[35]–[37]. The Logistic Regression (LR) method is used to 
express the relationship between categorical response variables 
(in the form of polychotomous or dichotomous) with either 
continuous or categorical predictor variables. Logistic 
regression aims to classify each event or observation into 
positive and negative classes [38] [39]. 

The Naïve Bayes (NB) method is a method that can be used 
in opinion mining. This method applies Bayes' theorem theory 
in classification based on attribute values that are conditionally 
independent if given an output value. In short, Bayes' theorem 
is a fundamental statistical approach to pattern recognition 
[40], [41]. The advantage of using the NB method is that the 
value or amount of training data required in data processing 
can be on a small scale and can still be used to determine 
parameter estimates in the data classification process [42]. 

The Support Vector Machine (SVM) method is a method 
with the concept of statistical learning theory, which has given 
better performance results than other classification methods in 
several research cases. This method does not study all the 
training data in the training process, but only a selected number 
of data is used to build a model in the classification process. 
The SVM method does not store all training data but only 
stores a small portion of training data for further processing. 
This has become an advantage in choosing the SVM method 
because not all training data is involved in each training 
iteration [43]. The SVM method works by maximizing the 
decision limit (hyperplane) or finding the best decision limit 
(hyperplane) as a separator of the two data classes depicted in 
the Fig. 3: 

 

Fig. 3. Hyperplane [44]. 

In the picture above (a), there is a choice of possible 
decision limits (hyperplane) for the data set; then, in the picture 
above (b), there is a decision limit (hyperplane) with the 
maximum margin. The margin is the distance between the 
decision boundary (hyperplane) and the closest data from each 
class. This closest data is known as the support vector. The 
hyperplane component with the maximum margin will better 
generalize the classification process. 

For example, in Fig 3 (b), the solid line component shows 
the best decision boundary (hyperplane) with a location in the 
middle of the two classes, while the dotted line component that 
passes through the circle and square data is a support vector. 
The central concept of training on the SVM method is finding 
the hyperplane's location [44], [45]. Experiments were carried 
out using the results of random splitting and cross-validation. 
The third and fourth stages are illustrated in the Fig. 4: 

 

Fig. 4. Experiment Scenario. 

The next stage is an evaluation to compare the best 
accuracy, precision, recall, f1-measure obtained. The 
performance evaluation measurement model is an approach 
that aims to measure the performance or performance of a 
system. This approach is widely used in the case of training or 
data training. Several formulas or equations in the performance 
evaluation measure are usually applied separately or in 
combination to get a better performance analysis perspective. 
Some of the calculations contained in the performance 
evaluation are as follows [46]. The precision method calculates 
the level of accuracy or accuracy of the results between user 
testing and system answers. 

pre = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
              (1) 

The recall is a measurement of the accuracy or accuracy of 
the same information with information that has existed before. 

rec = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (2) 

Accuration is a comparative calculation between the 
information the system answers correctly with the 
comprehensive information. 

acc = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
            (3) 
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IV. RESULT AND DISCUSSION 

This study aims to determine negative and positive 
comments on the Indonesian feedback dataset publicly 
provided by Sulistya (2021) on the Kaggle web using a 
machine learning approach. This study also compares the 
performance of several machine learning methods to find out 
which method has the best performance. 

The second stage carried out in the experiment is the pre-
processing stage. The first stage of pre-processing is data 
cleansing. The cleansing of the dataset is: removing hashtags 
(#) and mentions (@), deleting URLs, deleting punctuation and 
deleting emoticons. The example result of data cleansing can 
be seen in the Table I: 

TABLE I.  RESULT OF DATA CLEANSING 

Process Data #1 Data #2 

Data source 

“Indonesia: APBN 

Sekarat, Covid-19 
Meningkat, 

#BREAKING:Pemerintah 

mengonfirmasi kasus posi 

Text_remove _hastag_ 
and mentions 

“Indonesia:APBN 

Sekarat, Covid-19 

Meningkat, 

: Pemerintah 

mengonfirmasi kasus 

positif Covid 

Text_remove _url 
“Indonesia:APBN 
Sekarat, Covid-19 

Meningkat, 

: Pemerintah 
mengonfirmasi kasus 

positif Covid 

Text_remove _punc 

Indonesia:APBN 

Sekarat, Covid-19 

Meningkat Rakya 

Pemerintah 

mengonfirmasi kasus 

positif Covid1 

Text_remove _emojis 
Indonesia:APBN 
Sekarat, Covid-19 

Meningkat Rakya 

Pemerintah 
mengonfirmasi kasus 

positif Covid1 

Text_remove_emoticons 

Indonesia:APBN 

Sekarat, Covid-19 
Meningkat Rakya 

Pemerintah 

mengonfirmasi kasus 
positif Covid1 

The second preprocessing stage is case folding. This stage 
is done by converting text into lowercase ones. For example, 
“Pemerintah mengkonfirmasi kasus positif COVID19...”, will 
be converted as “pemerintah mengkonfirmasi kasus covid19”. 
The example results of case folding for our dataset can be seen 
in the Fig. 5: 

 

Fig. 5. Example Result of Case Folding. 

The next stage is tokenizing. This stage separates the text 
with white space and punctuation as token delimiters. For 
example, “pemerintah mengkonfirmasi kasus covid19”, will be 
converted as “[pemerintah, mengkonformasi, kasus, positif, 
covid19]”. The example result of tokenizing for our dataset can 
be seen in the Fig. 6: 

 

Fig. 6. Example Results of Tokenizing. 

The next step is stop-word removal. At this stage, the 
words included in the stop-word will be deleted. Stop-word 
deletion is done by matching the dataset with the Indonesian 
stop-word dictionary. For example, “[untuk, mengurangi, 
penyebaran virus, covid]”, will be converted “[mengurangi, 
penyebaran virus, covid]”. The word “untuk” stop-word so as it 
will be deleted. The example result of stop-word removal can 
be seen in the Fig. 7: 

 

Fig. 7. Example Results of Stop-Removal. 

The fifth preprocessing stage is normalization. 
Normalization changes non-standard words (slang words) and 
acronyms into familiar words by matching the dataset with the 
Indonesian normalization dictionary. The results of some 
normalization of words in Indonesian are shown in the Table II 
and Fig. 8: 

TABLE II.  RESULT OF NORMALIZATION 

No. Real Data Normalization 

1 & Dan 

2 1 pun Satupun 

3 7an Tujuan 

4 @ Di 

5 Jkt Jakarta 

6 Nasihat Nasehat 

7 SE Surat edaran 

8 Ababil Abglabil 

9 Abis Habis 

10 Ad Ada 

 

Fig. 8. Example Results of Normalization. 
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The sixth preprocessing stage is stemming. At this stage, 
the affixed words are transformed into basic words using the 
literary method. The method at this stage is done by 
transforming the words in the text to become essential words. 
At this stage, the transformation of affixed words into basic 
words is carried out using the Sastrawi library. For example, 
“[mengurangi, penyebaran virus, covid]”, will be converted 
“[kurang, sebar virus, covid]. The basic words of 
“mengurangi” and “menyebarkan” are “kurang” and “sebar. 
The example result of stemming can be seen in the Fig. 9: 

After completing six stages: data cleansing, case folding, 
tokenization, stopword, normalization, and stemming. The 
example of every step has been elaborated above. Attribute of 
Data#1 is text before method is applied and attribute of Data#2 
is text after applied method. Moreover, an overview result of 
preprocessing stages can be seen in the Table III. 

The third research stage is to perform feature extraction. At 
this stage, feature extraction is carried out on the dataset that 
has been processed in the previous stage. The feature extraction 
stage aims to obtain features used in model training and testing. 
We compare two text features at this stage, namely Count 
Vectorizer (CV) and TF-IDF. 

The fourth stage is the training and testing model. Training 
and testing are done by comparing four classifiers, namely 
Random Forest (RF), Logistic Regression (LR), Naïve Bayes 
(NB), and Support Vector Machine (SVM). Experiments were 
carried out using the approach of random splitting and cross-
validation. 

 

Fig. 9. Example Results of Stemming. 

TABLE III.  RESULT OF DATA PREPROCESSING 

Method Data #1 Data #2 

Cleansing 

_tweets 

Indonesia APBN 
Sekarat Covid 

Meningkat Rakya… 

\n\Untuk Mengurangi 
Penyebaran Virus Covid19\ 

… 

case_folding 
_tweets 

indonesia apbn sekarat 

covid meningkat 

rakyat… 

untuk mengurangi 

penyebaran virus covid 

menduk… 

tweet_tokens 

[Indonesia, apbn, 

sekarat, covid, 
meningkat r… 

[untuk,mengurangi, 

penyebaran, virus, covid, … 

tweet _stopword 

_removal 

[Indonesia, apbn, 
sekarat, covid, 

meningkat, r… 

[mengurangi, penyebaran, 

virus, covid, menduku… 

tweet 

_normalized 

[Indonesia, apbn, 

sekarat, covid, 
meningkat, r… 

[mengurangi, penyebaran, 

virus, covid, menduku… 

tweet_tokens 

_stemmed 

[Indonesia, apbn, 
sekarat, covid, tingkat, 

rak… 

[kurang, sebar, virus, covid, 

dukung, anjur, p… 

The first experiment is training and evaluating machine 
learning models using random splitting. This experiment was 
carried out by randomly dividing the dataset into training and 
testing data with 80% of the training data and 20% of the 
testing data, respectively. Furthermore, an evaluation was 
carried out to compare the best accuracy, precision, recall, f1-
measure obtained. The results of this experiment can be seen in 
the Table IV: 

TABLE IV.  PERFORMANCE EVALUATION 

Process Accuracy Precision Recall F1 

CV&RF 0.76 0.77 0.76 0.76 

TF-IDF&RF 0.77 0.77 0.77 0.77 

CV&LR 0.75 0.75 0.75 0.75 

TF-IDF&LR 0.76 0.76 0.76 0.76 

CV&NB 0.75 0.75 0.74 0.75 

TF-IDF&NB 0.74 0.75 0.74 0.74 

CV & SVM 0.76 0.77 0.76 0.76 

TF-IDF&SVM 0.78 0.78 0.78 0.78 

The second experiment is training and evaluation of 
machine learning models using cross-validation. This stage is 
carried out using 10-fold cross-validation. At this stage, cross-
validation is implemented to find the maximum accuracy of the 
model. After cross-validation, training and model evaluation 
were carried out to measure the resulting accuracy, precision, 
recall, f1-measure results. The results of this experiment can be 
seen in the Table 5: 

TABLE V.  EXPERIMENT WITH CROSS VALIDATION 

Process Accuracy Precision Recall F1 

CV&RF 0.79 0.80 0.79 0.79 

TF-IDF&RF 0.78 0.79 0.79 0.79 

CV&LR 0.78 0.79 0.79 0.79 

TF-IDF&LR 0.81 0.81 0.81 0.81 

CV&NB 0.79 0.80 0.79 0.79 

TF-IDF&NB 0.79 0.80 0.79 0.79 

CV & SVM 0.79 0.79 0.79 0.79 

TF-IDF&SVM 0.81 0.81 0.81 0.81 

According to the Table above, utilizing TF-IDF as a feature 
and Support Vector Machine (SVM) as a classifier with cross 
validation implementation yields the best accuracy results. The 
highest level of accuracy is 81%. It can also be observed from 
the experimental results that cross validation can improve 
accuracy when compared to random splitting. Furthermore, for 
Indonesian language, the TF-IDF feature outperforms the 
Count-Vectorizer (CV). 

V. CONCLUSION 

Based on the experimental results, the TF-IDF feature is 
better than the Count-Vectorizer (CV) for Indonesian text. The 
best accuracy results are obtained by using TF-IDF as a feature 
and Support Vector Machine (SVM) as a classifier with cross 
validation implementation. The best accuracy reaches 81%. 
From the experimental results, it can also be seen that the 
implementation of cross validation can improve accuracy 
compared to the implementation of random splitting. 

This research has not discussed the problem of negation. In 
future research, issues that will be investigated further include 
the implementation of negation handling with the modified 
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syntactic rule method in the pre-processing process to increase 
the accuracy of opinion mining. 
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Abstract—Machine learning algorithms have aided health 

workers (including doctors) in the processing, analysis, and 

diagnosis of medical problems, as well as the detection of disease 

patterns and other patient data. Diabetes mellitus (DM), 

commonly referred to as diabetes, is a gathering of a syndrome 

issue that is portrayed by high glucose levels in the blood over a 

drawn-out period. It is a long-term illness that is a great threat to 

humanity and causes death. Most of the existing machine 

learning algorithms used for the classification and prediction of 

diabetes suffer from embodying redundant or inessential medical 

procedures that cause complications and wastage of time and 

resources. The absence of a correct diagnosis scheme, deficiency 

of economic means, and a general lack of awareness represent 

the main reasons for these negative effects. Hence, preventing the 

sickness altogether through early detection may doubtless cut 

back a considerable burden on the economy and aid the patient 

in diabetes management. This study developed diabetes 

classification using machine learning techniques that will 

minimize the aforementioned drawbacks in the prediction of 

diabetes systems. Decision tree classifiers, logistic regression, 

random forest, and support vector machines are all examples of 

predictive algorithms that were tested in this paper. 1009 records 

of data set were obtained from the Diabetes dataset of Abelvikas, 

Data World. We used a confusion matrix to visualize the 

performance evaluation of the classifiers. The experimental 

result shows that the four machine learning algorithms perform 

well. However, Random Forest outperforms the other three, with 

a prediction accuracy of 100% and has a better prediction level 

when compared with others and existing work. 

Keywords—Machine learning; diabetes mellitus; predictive 

algorithm; correlation map; confusion matrix 

I. INTRODUCTION 

Diabetes is one of the most common and speedily 
increasing diseases within the world [1] and a serious 
pathological state in the world. This polygenic disease is a 
condition in which the body is unable to produce the required 
amount of internal secretion to keep blood sugar levels in 
check (National Center for Biotechnology Information, NCBI). 
In general, a higher risk of diabetes infection is associated with 
female gender, age over 35, and individuals who are 
overweight. 

The day demands to identify and diagnose this diabetes 
condition at an early stage cannot be over-emphasized. The 
diagnosis and analysis of diabetes disease is an important issue 

in classification that is required and must be cost-effective, 
suitable, and valid to be built. 

Diabetes mellitus, also known as diabetes, is a metabolic 
disorder that can result in elevated blood sugar levels (MSD 
Manual). It is a long-lasting disease that occurs when the 
pancreas fails to produce enough insulin or when the body fails 
to properly utilize the insulin that is produced. The insulin in 
the body system regulates the movement of sugar from the 
blood into the cells for energy use. Untreated high diabetes 
blood sugar can cause damage to the critical major organs such 
as the eyes, and kidneys, heart disease, sudden death which can 
lead to chronic damage to other organs, etc. [2, 3]. 

Therefore insulin is a catalyst in the regulation of blood 
sugar hormones. Hyperglycaemia (high blood sugar) is a 
common complication of uncontrolled diabetes that resulted in 
severe damage to nerves and blood vessels of the body's 
systems [4]. Diabetes is one of the most lethal diseases in the 
world, but with the introduction of machine learning, there is 
the potential to find a solution to this pandemic. 

The crux of using a machine learning classifier and data 
mining is to derive knowledge from information stored in the 
dataset and produce a simple pattern description. A diabetes 
diagnostic tool using machine learning needs to be developed 
to predict patients with diabetes to detect the illness early 
before it is pathetic. Machine-learning algorithms (MLA) 
identify patterns from statistical quantities of data and feed 
them into the system to be digitally processed. Much has been 
achieved in the areas of using machine learning algorithms to 
solve many challenges in the health sector with the 
development of technology. Some of these are for the 
prognosis and/or diagnosis of diabetes for active and accurate 
decision-making [5]. Therefore, this paper focuses on the 
application of machine learning techniques to an online dataset 
to uncover hidden patterns in medical diagnosis and predict 
diabetes based on the data collected. To ensure that the 
information obtained from a system built using these 
techniques is reliable, a Support Vector Machine (SVM) and 
Random Forest (RF) are proposed for use in the prediction of 
diabetes in a patient. 

It was discovered that there are three major kinds of 
Diabetes classified into three types: type 1, type 2, and 
gestational diabetes. Type 1 diabetes is distinguished by a lack 
of insulin production and necessitates daily insulin 
administration. Despite the fact that the exact cause of type 1 

This work was financially supported by Yaba College of Technology in 
Lagos, Nigeria. 
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diabetes is unknown, it is unavoidable. The symptoms may 
appear unexpectedly and are caused by excessive urination 
(polyuria), fatigue (polydipsia), persistent hunger, loss of 
weight loss, and vision. Type 2 diabetes (non-insulin-
dependent,) may be caused as a result of insufficient insulin in 
the body and is primarily caused by excess body weight and 
physical inactivity. The third type is gestational 
(hyperglycemia), which is defined as having blood glucose 
levels that are higher than normal but are lower than the 
conditions of diabetes that occur during pregnancy. This 
increases the likelihood of complications during pregnancy and 
childbirth and faces a greater chance of type 2 diabetes in the 
future too [6]. 

Patients with diabetes must undergo a series of tests and 
exams in order to properly diagnose the disease. These tests 
may include unnecessary or redundant medical procedures that 
result in complications and a waste of time and resources. 
Diabetes lowers the standard of living and reduces labor 
productivity, so the economic cost of the disease far outweighs 
the direct medical costs within the care sector. The main causes 
of these negative effects are a lack of a proper diagnosis 
scheme, a lack of financial resources, and a general lack of 
awareness. As a result, preventing the illness entirely through 
early detection will almost certainly reduce the economic 
burden and aid the patient in diabetes management. The 
following are the objectives of the study: 

 Develop the Diabetes prediction system using a 
decision tree classifier, logistic regression, random 
forest, and support vector machine. 

 Evaluate and compare the developed system and the 
performance of each algorithm in the ensemble of 
algorithms based on sensitivity, specificity, and 
accuracy. 

The study is organized into five sections. Section I 
introduces the study by discussing the keywords briefly as well 
as the study's objectives Section II explains various related 
works in the field of diabetes type prediction Section III 
describes the study's methodology in detail. Section IV 
discusses the results of the algorithms. Section V concludes the 
study with recommendations for additional research. 

II. RELATED WORKS 

Several researchers have made contributions to fields 
where diabetes was predicted. Diabetes has a significant 
economic impact on society, and it is the most expensive 
chronic disease. The author [7] addressed the fact that majority 
of diabetes patients are asymptomatic, which leads to delayed 
standard clinical laboratory examinations that create large 
health datasets over a lifetime. They looked at machine 
learning algorithms to help with diabetes screening via routine 
laboratory tests, using data from 62,496 patients' lab tests. The 
following classifications were used; artificial neural networks, 
Bayes naïve, K-nearest neighbor, random forest, regression 
models, and support vector machines. In detecting diabetes, the 
artificial neural network model outperformed the others. Based 
on clinical data processing, computer processing has been used 
to identify diseases [8]. Knowledge extraction from data to aid 

decision-making by experts is a movement in the next 
generation of intelligent health systems [9]. 

The author [10] sought to develop effective models for 
predicting early gestational diabetes mellitus (GDM). The 
seven variables and 73 variables datasets were used to create 
models that predicted early GDM in different situations. In 
early pregnancy, ML models predicted GDM with high 
accuracy and were developed and tested in the Chinese 
population. The study [11] also employed ML and 
classification algorithms, with Logistic Regression providing 
the highest accuracy of 96 percent. Also, [12] carried out the 
use of random forest, KNN, Nave Bayes (NB), and J48 to 
develop diabetes analysis and prediction. The researchers used 
two datasets: PIDD (Pima Indian Diabetes Dataset) and 130 
US hospital diabetes data sets. The developed system achieved 
93.62 percent accuracy in the case of PIDD and 88.56 percent 
accuracy for a large dataset of 130-US hospitals. For large 
dataset analysis, the NB and J48 prediction algorithms were 
found to be superior. The author [13] reviewed diabetes types 
and treatments, as well as some emerging issues that may arise, 
and listed physical activities that will lead to healthy lifestyles. 

Furthermore, [14] presented diabetes prediction based on 
big data from healthcare communities using various machine 
learning algorithms. Using SVM for classification and K-
means for clustering, the developed system used an effective 
strategy for detecting diabetes disease earlier. The study [15] 
implemented a decision tree algorithm to predict diabetes. The 
experiments were carried out on the Pima Indians diabetes 
database, and the results achieved an accuracy of 87 percent. 
However, low sample sizes result in poor accuracy. The system 
that was developed can be used to predict or diagnose other 
diseases in the same family. In a similar vein, [16] used the 
most recent records of 13,309 Canadian patients aged 18 to 90 
years, as well as their laboratory data. They developed 
predictive models using Logistic Regression and Gradient 
Boosting Machine (GBM) techniques and compared them to 
others such as Decision Tree and Random Forest. The GBM 
and LR models outperform the other two models. In this 
experiment, [17] proposed two machine learning classification 
algorithms, Fine Decision Tree and Support Vector Machine, 
which are used to detect diabetes at an early stage. When 
compared to the Fine Decision Tree algorithm, the SVM 
classification algorithm achieved a high percentage of 
accuracy. 

The author [18] applied random forest, decision tree, and 
neural network in their study to predict diabetes mellitus with 
an accuracy of about 81 percent. The Pima Indians diabetes 
dataset from the UCI machine learning repository was used. 
The study [19] proposed using classification algorithms to 
predict diabetes. On a number of criteria, three machine 
learning classification algorithms were researched and 
assessed. According to the experimental findings, the Naive 
Bayes classification algorithm has an accuracy rate of 76.30 
percent. 

In [20] the author proposed the use of the Pima Indians 
diabetes dataset, using Decision Tree, K-Nearest Neighbors, 
Support Vector Machine, and Random Forest to predict 
diabetes at various stages and compare the performance of 
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different classification techniques. While [21] presented a 
Unified Framework for Diabetes Prediction Based on Machine 
Learning. Six machine learning classifications for predicting 
diabetes and various evaluation criteria were used to 
investigate the performance of these classification techniques. 
The analysis results show that Naïve Bayes achieved the 
highest performance than the other classifiers, obtaining the F1 
measure of 0.74. According to [22] in the prediction of 
diabetes using the classification algorithms. Naive Bayes, 
Multilayer Perceptron, and IBK algorithms were used. The 
Naive Bayes algorithm shows 100% accuracy compared to 
IBK 88% and Multilayer perceptron 88%. 

Research work made by [23] developed a machine 
learning-based framework for detecting type 2 diabetes in 
electronic health records. The system created a semi-automated 
framework based on machine learning. A data-informed 
framework for identifying subjects with and without T2DM 
from EHR was proposed using machine learning and feature 
engineering. The author in [24] created an Ontology-based 
Diabetes Management system, a computer-based system that 
assists physicians in correctly diagnosing diabetes mellitus 
disease in patients. They used the Bayesian Optimization 
technique to boost prediction accuracy. Similarly, [25] 
developed a medical expert system for diabetes diagnosis, a 
diabetes ontology with 9 sub-classes, and a web-based 
application with web service architecture. With test data from 
65 patients, an overall consistency rate of 90.7 percent was 
achieved. The author [26] demonstrated diabetes detection at 
an early stage using a computational intelligence fuzzy 
hierarchical model capable of performing early detection and 
identifying someone's susceptibility to DM. The model's 
accuracy is 87.46 percent. A number of techniques have been 
proposed over the years for the prediction of diabetes types. 
The comparison of diabetes techniques in Table I shows their 
performance and limitation. Four different classifiers will be 
used, and because Random Forest excels at working with non-
linear data, the prediction will be more accurate and stable, 
with improved performance. 

TABLE I. COMPARISON ANALYSIS OF EXISTING TECHNIQUES 

S/N Author(s)  Strategy  
Performance 

% 
Limitations  

1 

Aishwarya 

& Vaidehi 
(2019) 

LR, RRF, RF. 96. 

more time spent 

on their 
synthesis.  

2 
Minyechil  

et al (2019) 

Random Forest, 

KNN, Naïve 

Bayes, and J48 
93.62 

time-consuming 

processes. 

3 
Quan Zou 

et al (2018) 
D, RF, NN 80.8 

could not predict 

the type of 

diabetes. 

4 
Zheng et al 

(2017) 

KNN, Naïve 

Bayes, DT, RF, 

SVM, & LR 
95 

The model 

distinguishes 

patients with and 
without type 2 

Diabetes 

Mellitus 

5 

Aiswarya 

et al 

(2015)[27] 

DT & Naïve 

Bayes  

J48 76.9, 

NB 79.5 

not precise and a 

general 
conclusion  for 

diabetes 

III. METHODOLOGY 

The importance of early diagnosis of diabetes mellitus to 
the life expectancy of the patient suffering from it cannot be 
over-emphasized. Early diagnosis will mean that, based on 
certain biological features found in the medical history of the 
patient, there is a predictive test. This section focuses on how 
predictive analysis of machine learning is used to predict the 
diabetes status of a patient accurately. Therefore, to develop 
and implement a diabetes recommendation prediction system, 
the proposed model employs machine learning techniques. 

A. Predictive Analysis 

This section illustrates the analysis of the proposed system 
and how the system that was designed works and is a feasible 
alternative to the existing one. The data used in this paper was 
collected from the dataset of Abelvikas, Data world. The data 
collected were subjected to different types of pre-processing, as 
will be addressed in subsequent sections to improve the 
system's performance. The proposed model implements the 
classification model with the highest accuracy level. These 
algorithms include Logistic Regression, Decision Tree, 
Random Forest, and Support Vector Machine Classifiers. Fig. 
1 shows the block diagram for the proposed model. 

1) Data acquisition: This research was carried out using 

the dataset of Abelvikas, Data world. The dataset has multi-

class problems of diabetes which separate it into individuals 

who have tested either negatively or positively (type1, type2, 

and normal) to diabetes. The dataset consists of 1009 total 

instances with eight attributes to provide adequate data from 

training after pre-processing requiring the removal of certain 

entries. Entries included Age (years), BS Fast (mmol/L), BS 

pp (mmol/L), Plasma R mmol/L), Plasma F (mmol/L), and 

HbA1c (mmol/L). The data collected from the Abelvikas, 

Data World Database was shown in the Table II. 

2) The pre-processing stage: This handles inconsistencies 

in data to improve accuracy and precise outcomes. This 

dataset has missing values for a few selected attributes like 

Glucose level, Blood Sugar, and HBA1C because these 

attributes cannot have values of zero. The dataset is then 

scaled to normalize all values. Correlation is an amount of 

context between characteristics. It is a real number value that 

denotes the degree of significance between 0 and 1 and a 

negative value indicates an inverse relationship, while a direct 

relationship is indicated by a positive value. Fig. 2 shows the 

correlation map of the proposed model. 

3) Training & classification: ML algorithms require 

training data to achieve the objective. This training dataset 

will be analyzed by the algorithm, which will then classify the 

inputs and outputs before analyzing it again. A sufficiently 

trained algorithm will effectively memorize all of the inputs 

and outputs in a training dataset. The prediction model 

consists of the best machine learning model after 

implementing different models, and the best was taken and 

deployed for application. The output of each model is taken to 

the next stage for testing. In training the classification 

algorithms and constructing the model, the steps taken were to 
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import the modules and dataset as a data frame and get 

insights from the dataset. From the entire data set, a feature set 

containing the first seven attributes is extracted, and the output 

set is extracted, which is the product of the prediction and the 

whole set is split into a 7:3 ratio train set and test set. 

4) Testing: After the model was built, testing data validate 

to make accurate predictions. This is to confirm that the ML 

algorithms were trained effectively to evaluate the prediction 

models created. 

5) Evaluation: Assessing the performance of the model 

using different metrics is integral to this research work. Based 

on the result from the test stage, the model was evaluated 

based on classification accuracy and specificity. A 

classification metric was employed to evaluate the developed 

model. There are four types of outcomes that could occur 

when performing classification predictions. 

a) True positives happen when you predict that an 

observation belongs to a certain class and it turns out to be 

correct. 

b) True negatives occur when you predict that an 

observation will not belong to a class and it actually does not 

belong to that class. 

c) False positives happen when you assume an 

observation belongs to a class when it doesn't. 

d) False negatives occur when you incorrectly predict 

that observation does not belong to a class when it does. 

The results are frequently plotted on a confusion matrix. 
After making predictions based on the test data and then 
classifying each prediction as one of the four possible 
outcomes described above, the matrix was generated. 

Dataset

Normalization Digitization
Training & 

Classification
Testing

Pre-processing

Data Acquisition

Evaluation
(sensitivity,specificity 

and Accuracy)

 

Fig. 1. Proposed Model for the Research. 

TABLE II. DATABASE FILE REPRESENTATION 

S/N Field Type Range 

1. Age Integer 21 – 81 

2. Blood Sugar in fasting Real   0 – 54 

3.  Blood Sugar after a meal Real 4.2 - 8.1 

4. Plasma Glucose in fasting Real 3.9 - 9.1 

5. Plasma Glucose Real 7.9 - 13.1 

6. Glycated hemoglobin (HBA1C) Real 28 – 69 

7. Type String 0 – 255 

8. Class Boolean 1 - Diabetic, 0 - Non-Diabetic 
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Fig. 2. Correlation Map. 

B. Modelling Methods 

In training the classification algorithms and constructing 
the model, the following steps were taken (see Fig. 3). 

Step One: Import the modules and dataset as a data frame 

 

Fig. 3. Code Snippet to Import Dataset. 

Step Two: Get insights from data 

The Insight derived from the dataset is shown in Table III 

TABLE III. INSIGHTS GOTTEN FROM DATASET 

 Age 
BS 

Fast 

BS 

pp 

Plasma 

R 

Plasma 

F 
HbA1c Type Class 

0 50 6.8 8.8 11.2 7.2 62 T1 1 

1. 31 5.2 6.8 10.9 4.2 33 N  0 

2.  32 6.8 8.8 11.2 7.2 62 T1 1 

3. 21 5.7 5.8 10.7 4.8 49 N 0 

4. 33 6.8 8.8 11.2 7.2 62 T1 1 

Key: T1=Type1, N=Normal 

Step Three: Specify features and test sets 

A training set containing the first seven attributes of the 
data set is extracted and the test set which is the eighth attribute 
is also extracted, which is the product of the prediction and the 
entire dataset is split into a 7:3 ratio train set and test set. 

Step Four: Train prediction model 

The prediction model consists of the best machine learning 
model after implementing different models, and the best was 
taken and deployed for application. The output of each model 
is taken to the next stage for testing. 

Step Five: Test model 

The test set is used to assess the prediction models that 
have been created. This step is carried out four times to 
ascertain consistency. 

Step Six: Evaluate 

From the result of the test stage, the model is evaluated 
based on classification accuracy and specificity. The Table IV 
shows the accuracy of the four models based on these 
parameters. 

1) Prediction methods for diabetes: The following 

machine learning strategies are used for comparative analysis 

of the diabetes predictive model. Classifiers include logistic 

regression, decision trees, random forests, and support vector 

machines. 

a) Logistic Regression (LR): It is another supervised 

learning classification algorithm that models the relationship 

between a categorical response variable and its covariates. It 

computes probabilities using a logistic function, which is the 

accumulative logistic distribution, to assess the association 

between a categorical dependent variable and more than one 

independent variable. It is another probabilistic-based 

statistical model used in machine learning to solve 

classification problems. The logistic regression model uses the 

sigmoid function to predict the probability of outcomes of 

positive and negative class and can be derived from a sigmoid 

function obtained below, 

P  =
1

1+𝑒
− 𝑎 + 𝑏𝑥               (1) 

where P = probability, a and b = parameter of Model. 

b) Decision Tree Algorithm: A DT is one of the 

supervised machine learning algorithms that employ the 

classification regression trees algorithm, which can handle 

both classification and regression. It aids decision-making by 

generating a decision-tree-like model in which data is 

continuously split according to a specific parameter. There are 

two types of units in the tree: decision nodes and leaves. The 

data is split at the decision nodes, and the final decisions or 

outcomes are at the leaves. To solve classification and 

regression problems, the algorithm generates decision trees 

from training data. The classification error rate is defined as 

the proportion of the training set that does not belong to the 

most common class: 

Entropy (S) = ∑ − 𝑃𝑖 𝐿𝑜𝑔( 𝑃𝑖)𝑛
𝑖=1              (2) 

where 𝑃𝑖 is the percentage of the training set from the ith 
class in the region. 

c) Random Forest (RF): It is one of the machine 

learning prediction algorithms. It lends itself better to the 

ensemble approach. It is capable of handling large datasets 

with ease. Random Forest is an ensemble classifier made up of 

many decision trees, with the ensemble implying that it 

employs multiple machine-learning algorithms to achieve 

predictive performance. It outperforms others in terms of 

diabetes mellitus prediction. 
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The following is the algorithm: 

1 Create an N-Tree bootstrap sample using the input data. 

2 Grow an unpruned regression for each bootstrap sample by 

splitting the node from all predictor nodes. Predictors select 

the best split from the input variables. 

3 Predict new data by aggregating N-Tree predictions. 

 

The random forest formulas are given below using Gini Index 

formulae for classification. 

                   Gini Index = 1 - ∑ (𝑃𝑖)2𝑛
𝑖=1                             (3) 

                                                                                          

It measures total variance across ith classes that true positives 

and true negatives. It should be noted that the Gini index is a 

measure of node purity that has a small value if all of the 𝑃𝑖 
are close to zero or one. 

Support Vector Machine 

A Support Vector Machine (SVM) is a type of supervised 

classification algorithm that has been widely and successfully 

applied to text classification tasks. This helps with regression 

and classification tasks and can work with multiple variables. 

This algorithm effectively performs nonlinear classification 

and also maps the inputs into a high-dimensional feature space 

that is used for classification, detection, and regression. 

Step 1: Identify the appropriate hyperplane. 

Step 2: Following the first step, the second step is to 
maximize the distances between neighboring data points. 

Step 3: Insert a feature z = 𝑥2 + 𝑦2     It implies that SVM 
can solve such a problem. 

Step 4:-Use an SVM classifier to classify the binary class. 

SVM formulae are derived from the equation of hyperplane 
function to obtain the below, 

W* = argw Max 
1

||𝑊||2
 [𝑀𝑖𝑛 𝑌𝑛 | 𝑊𝑇 (∅(𝑥) + 𝑏]            (4) 

Where argwMax is an acronym for arguments of the 
maxima, which are simply the locations of a dynamic array 
domains where a function's particular value is maximized. The 
inner phrase [Min Yn | WT ((x)+b] essentially indicates the 
shortest distance between two points and the closest point to 
the decision boundary. 

IV. RESULTS AND DISCUSSION 

This section aims to get acquainted with results obtained 
after performing various activities on the dataset obtained from 
the dataset of Abelvikas, Data World.  Fig. 4 shows the 
registration page for the patient. 

A. Results 

The implementation tools used in this research are Python 
programming language, google collaboratory, and libraries 
containing algorithms used for artificial intelligence 
development, and Anaconda houses a large amount of these 
libraries. Fig. 5 depicts the recent patient, daily added patient 
and diabetes rate charts. Fig. 6 shows the disease diagnosis and 
report. 

 

Fig. 4. Landing Page and Registration Page. 

 

Fig. 5. Dashboard Page. 

 

Fig. 6. Diagnose Patient Page. 
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1) Performance metrics: The classifiers we used were 

then applied to the dataset individually and ran five iterations 

to ensure that the results obtained from the average of each 

implementation of a particular algorithm are accurate. Also, 

these tests were done on randomly selected samples of the 

dataset to avoid the problem of overfitting. Various 

parameters were used to evaluate the system, but for this 

research, three performance indexes were used: Sensitivity 

(SE), Specificity (SP), and accuracy, as shown in equations 

(5)–(7). True positives (TP) and true negatives (TN), as well 

as the false positives (FP) and false negatives (FN). 

(𝑆𝐸) =
𝑛𝑜𝑜𝑓_ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 _𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 _𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 _𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
            (5) 

(𝑆𝑃) =
𝑛𝑜𝑜𝑓_ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 _𝑡𝑟𝑢𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 _𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 _𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
            (6) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟_ 𝑜𝑓 _ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 _

𝑡𝑜𝑡𝑎𝑙 _𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
           (7) 

The prepared model was integrated into a Python Web 
Framework, and Flask Framework and hosted on a server for 
testing. To test the solution, random records from the dataset 
were used, and an average of the following was calculated for 
each algorithm. From the above list, it is shown amongst our 
Ensemble of algorithms why the Random forest algorithm was 
chosen as the eventual algorithm used for the implementation 
of this work, as it has the highest average accuracy among the 
four algorithms. 

2) Confusion matrix evaluation: A confusion matrix is 

also referred to as a contingency table or error matrix, used to 

visualize the performance of a classifier, it's a good way of 

evaluating a good effective classification model. This means 

that the high performance of any classification model can be 

visualized in its confusion matrix having a strong main 

diagonal shown in Fig. 7. 

3) Implementation of confusion matrix: The confusion 

matrix was implemented for each algorithm in the ensemble of 

algorithms leading to the results are shown in Table IV, while 

Table V shows the confusion matrix for Classification Models 

using Logistic Regression (LR), Support Vector Machine 

(SVM), Random Forest (RF), and Decision Tree (DT). 

The above shows the result of the confusion matrix for 
classification algorithms with 70% training data and 30% 
testing data of 1009 records. The result yielded the Table V 
below. 

y    =        
1

𝑁
∑ 𝑋𝑖5

𝑖=1              (8) 

where y is the mean, X𝑖 is the result of the confusion matrix 
and the 𝑖-th attribute value of the no of iterations. 

y  =        
1

𝑁
∑ 𝑦𝑖3

𝑗=1              (9) 

  

    

Fig. 7. Confusion Matrix for Classification Models using (i) LR (ii) SVM (iii) RF (iv) DT. 
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TABLE IV. PERFORMANCE OF THE STUDIES CLASSIFICATION MODEL USING NORMAL, TYPE 1 AND TYPE 2 DIABETES 

Algorithm Class 
1st 

Iteration 
2nd Iteration 3rd Iteration 4th Iteration 5th Iteration Mean Accuracy 

LR  

Normal 0.990099 0.955446 0.955446 1.000000 0.940594 0.997030 

Type 1 0.940594 1.000000 0.940594 0.940594 0.995050 0.955426 

Type 2 0.960396 0.955446 1.000000 0.980100 0.980100 0.954436 

RF 

Normal 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

Type 1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

Type 2 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

DT 

Normal 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

Type 1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

Type 2 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 

SVM 

Normal 0.995050 0.831683 0.826733 1.000000 0.856436 0.998020 

Type 1 0.856436 1.000000 0.851485 0.851485 0.995050 0842417 

Type 2 0.831683 0.826733 1.000000 0.840796 0,840796 0.840436 

Key: LR=Logistic Regression, RF= Random Forest, DT=Decision Tree, SVM = Support Vector Machine 

where y is the mean average, y𝑖 is the mean of the result of 
the confusion matrix, and the 𝑖-th attribute value of the number 
of classes. 

TABLE V. CONFUSION MATRIX  DATA FOR CLASSIFICATION MODELS 

USING (I) LR (II) SVM (III) RF (IV) DT (%) 

Classifier Normal Type1 Type2 

LR 62.46 22.23 15.31 

SVM 62.46 0.60 36.94 

RF 62.46 17.12 20.42 

DT 62.46 17.12 20.42 

B. Discussion 

Diabetes has recently become one of the leading causes of 
death in humans. Diabetes is becoming more common every 
year for a variety of reasons, including poor eating habits, and 
the prevalence of unhealthy foods. Diabetes detection early on 
can help with clinical management decision-making. We have 
employed numerous measures of evaluation throughout this 
research to determine and quantify the performance of each 
algorithm in our ensemble of algorithms, which comprises the 
Logistic Regression algorithm, Decision Tree, Random Forest, 
and Support Vector Machine Classifier algorithms, all these 
algorithms were tested on the diabetes dataset of Abelvikas in 
five iterations, and the result of the test gave a model that we 
eventually used for the implementation. However, with all 
these algorithms it was important to realize which was the most 
effective of all them, and this was achieved by getting an 
accurate reading of each and, including algorithm over five 
iterations. An average of the accuracy reading from each 
algorithm was used as a measure to determine the eventual 
algorithm that was used to form our model (Fig. 9), which 
turned out to be the Random forest and Decision tree 
Algorithms. From Table VI, the outcomes of the average of the 
accuracy tests on each algorithm are displayed, this also 
includes the specificity accuracy and sensitivity accuracy as 
well as the classification accuracy. When we compare the 
values in Tables V and VI, we see that the classification results 

after the confusion matrix are similar to the classification 
model results. Examining the confusion matrix revealed the 
same similarity. Table VII shows the mean average score of the 
algorithms. 

In Fig. 8 the use of an ensemble of algorithms aids data 
mining in determining the most effective algorithm that can be 
used to generate an effective model. The accuracy report 
obtained from multiple tests shows that the random forest and 
decision tree algorithms on our dataset proved to be better 
prediction algorithms than the other algorithms. The results 
were compared to the results of works of literature. The Table 
VIII demonstrated that the developed system's accuracy was 
higher than [28] accuracy of 91.32 percent because RF excels 
at working with non-linear data, constructing multiple decision 
trees, and merging them to produce a more accurate and stable 
prediction with improved performance. 

TABLE VI. COMPARISON OF RESULTS OF DIFFERENT CLASSIFIERS 

Metrics 

Average 

Logistic 

Regression 

Decision 

tree 

Classifier 

Random 

Forest 

 

Support 

Vector 

Machine 

Accuracy 
(%) 

92 100 100 83 

TABLE VII. THE MEAN AVERAGE SCORE OF THE ALGORITHMS 

Metrics 

Average 

Logistic 

Regression 

Decision 

tree 

Classifier 

Random 

Forest 

Support 

Vector 

Machine 

Sensitivity 0.921705 1.0 1.0 0.692391 

Specificity 0.980548 1.0 1.0 0.933251 

Accuracy 0.968964 1.0 1.0 0.893624 
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Fig. 8. Confusion Matrix Data for Classification Models. 

TABLE VIII. RESULTS COMPARISON TABLE 

Author Model / Method Dataset Used 
% 

Accuracy 

1. Deepti & 

Dillip. 2018 

Naive Bayes & 

SVM 

PIMA Indian 

Diabetes 
dataset 

76.3% 

2. Radha, et 

al. (2014) 
C4.5 

A hospital 

repository 
86% 

3. Song et 
al.. (2017) 

ANN 

Small 

undefined 

number of data 

74.8% 

4. Rashid, & 
Abdullah, 2016 

Decision Tree 
A hospital 
repository 

75.5% 

5. Afrand, 

(2012) 

Combination of 

Classifier 

algorithms 

A hospital 

repository 
91.3% 

6. Adidela 

(2012) 
 

Fuzzy 1D3 and 
Estimation 

maximization 

algorithm 

A private 

hospital 
Repository 

91.3% 

7. Developed  

System 

LR 
RF 

DT 

SVM 

Abelvikas, Data 

world 

92% 
100% 

100% 

83% 

 

Fig. 9. Average Accuracy of the Models. 

V. CONCLUSION 

This study compares and evaluates the performance of four 
machine learning algorithms in the classification of diabetes. 
The Abelvikas datasets from the Data World repository are 
used to train and test the system. For diabetes classification, a 
host of machine learning models have been applied with 1009 
instances and eight critical variable features were extracted and 
identified: age, blood sugar in fasting, blood sugar after a meal, 
plasma glucose in fasting, plasma glucose, glycated 
hemoglobin, type, and class. The results of the analysis 
revealed that the Random forest and Decision tree models were 
the most accurate in predicting diabetes. The system developed 
ensures a stable prediction. As a result, the models can be more 
effectively applied to other diseases. A combination of 
algorithms, rather than just the most performant algorithm in 
the ensemble, may be more beneficial in the future. 
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Abstract—The utilization of game-based interventions is 

growing as a result of technological advancements, and it has 

shown to be effective in the treatment of dyslexia and other 

medical conditions. Games are typically viewed as activities 

having the essential components of challenge, incentive, and 

reward. Games were originally created for pleasure, and they can 

make dyslexic teaching and learning more enjoyable and 

exciting. Although there are numerous applications available for 

treating dyslexic children, the inclusion of games and their 

standards in those applications has not yet been established. 

Therefore, there is a need for a standard design guideline to be 

formulated in establishing a guideline for designing and 

developing games specifically for dyslexic children. This article 

proposes a design guideline for dyslexic intervention games. Two 

methods have been employed which are interviews and 

systematic literature reviews (SLR) to discover the 

characteristics of dyslexic games. The first set of the criteria was 

developed through interviews with the stakeholders who are 

directly associated with dyslexic children. Scopus, the ACM 

digital library, EBSCO-host, Wiley, and Web of Science (WOS) 

are the five primary databases used in SLR. 50 articles out of the 

551 that were early screened from the five primary databases are 

qualified to be studied based on the criteria. Only 23 publications 

could be selected for the study after further screening, which led 

to the creation of a second set of criteria. These two sets of 

criteria are thoroughly analyzed, combined, and formulated as a 

guideline which comprises of four main categories; device and 

platform, interface, game features, and gameplay. The guideline 

consists of guidance to be used for designing and developing 

Dyslexic therapy games with the purpose of assisting Dyslexic 

children to read. The guideline is believed to be beneficial to 

many parties especially the educational game developers, 

therapists, and educationist who are dealing with intervention for 

Dyslexic children. This study is aligned and significant to 

Sustainable Development Goals (SDG) three and four, Good 

Health and Well-being and Quality Education respectively. 

Keywords—Dyslexic therapy games; game-based intervention; 

specific learning disorder; guideline for dyslexia games; dyslexia 

intervention 

I. INTRODUCTION 

Dyslexia refers to specific learning disorder (SLD) that 
involves difficulty in reading due to problems identifying 
speech sounds and learning how they relate to letters. It is 
listed as a mental disorder in the International Classification of 
Mental Disorders and the Diagnostic and Statistical Manual of 
Mental Disorders [1]. It resulted from an unexpected 
phonological deficit [2]. In other words, children with dyslexia 

have low ability in decoding and spelling. Often a dyslexic 
child will have trouble connecting the sound made by a 
specific letter or deciphering the sounds of all the letters 
together that form a word. Dyslexia have increasingly been 
found to be the most common learning disability accounting up 
to 80% of the learning-disabled population in general [3]. 

As of 2020, it is reported that between 5 to 20% of the 
world population struggled to read due to dyslexia [4]. In 2017, 
the Dyslexia Association of Malaysia reported 10% of the 
school age children in Malaysia were affected by the disorder. 
The percentage shows an increase from 2014 in which 53,685 
students with learning disabilities have been involved in formal 
education and from that total, 0.03% or 1,681 students have 
been involved in the dyslexia classroom programme [5]. 
Earlier study conducted by Socio-economic and Environmental 
Research Institute of Penang has identified 9.4% of children in 
Grade One elementary schools in Penang as having learning 
difficulties, and 92.3% of these children were found to have 
severe reading disabilities [6].  It is one dyslexic case in every 
20 students, compared to one down-syndrome case in every 
600 people or one spastic case in every 700 people [7]. 

Despite the emphasis on literacy difficulties, dyslexia 
would appear to include a wide range of symptoms including 
poor short-term memory, dyscalculia, visual impairment, 
speech disorders, and poor motor control as well as emotional 
difficulties such as poor self-esteem, clinical depression, 
chronic anxiety and conduct disorders. The deficits in these 
keystone academic skills lead to poor academic achievement 
and they tended to lag far behind in age and intellectual ability 
from their peers. The impact can change at different stages in a 
person’s life.  It can seriously affect a person’s self-esteem [8]. 
Dyslexia students sometimes feel dumb, frustrated, lonely, 
humiliated, and academically less competent than they really 
are. They may get very frustrated and are at risk of developing 
mental health problems such as anxiety and depression. 
Despite all these, dyslexia are not related to intelligence or lack 
of desire to learn. 

Although dyslexia are typically thought of as learning 
difficulty with educational consequences, there is increasing 
evidence that dyslexia are also associated with health 
difficulties. Auto immune disorders, allergies, autism and 
schizophrenia are common amongst families where there are 
learning disabilities [9]. Furthermore, [10] observed that 
dyslexic children with the most severe symptoms of fatty acid 
deficiency (rough skin, dry skin and hair) have the most severe 
reading, spelling and short-term memory difficulties. 
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There is lack of consensus on how dyslexia should be 
diagnosed or treated. One systematic review [11] revealed that 
traditional special educational methods have limited impact on 
dyslexic children. Improvements through intensive reading 
interventions yield small to moderate effects overtime, and 
there appears to be a subset of 25% of problem readers who do 
not respond to special education. In the absence of satisfactory 
remediation through traditional special educational methods, 
there have been several alternative treatments offered for 
dyslexia. These include biofeedback, hypnotherapy, music 
therapy, visual occlusion therapy, the neural organization 
chiropractic technique, primary reflex therapy and Dyslexia 
Dyspraxia Attention Treatment (DDAT) exercises. 

Past studies on dyslexia[12]–[15] utilized games, either for 
identification or intervention purposes, as discussed further in 
Chapter 2. Games add more fun and excitement to teaching and 
learning.  Quite a few games have been developed as an 
alternative treatment for dyslexia.  These include the board 
games (e.g. Zingo Sight Words, Scrabble Junior, Brainbox 
ABC, Monopoly Junior and Alphabet Lotto) as well as the 
online or digital games that run either on IOS or Android or 
both platforms (e.g. Draw Something, Hanging with Friends, 
Anagram Scramble, ABCya, Chicktionary, Boogle Bash, 
Knoword and Word Whomp).  Different strategies are used in 
these games such as draw out a given word, spell a complex 
word, create ambiguous word to puzzle others, make out words 
from a given set of letters, find word while beating the time 
allotted, and complete words by conjecture based on the 
word’s definition and first letter. 

Designing games for the dyslexic needs careful 
consideration on their special needs in order to maximize their 
learning experience and overcome their difficulties. Several 
criteria for designing and developing an effective game for 
dyslexia intervention have been discussed in the literature, 
however, they are yet to be formalized into a standard 
guideline. To date, very limited number of standard guidelines 
exists and none of these focus specifically on games [16]–[18]. 

The absence of systematic guideline in designing and 
developing therapy games for dyslexic children is key issue to 
be solved in this study. To date, very few systematic guidelines 
have been developed. The [17] guidelines focus on early 
detection of dyslexia and is not meant for therapy. Whereas the 
[18] guidelines focus on learning reading but their emphasis is 
on user interaction with the application, i.e., how to design 
interfaces that are affective for the dyslexics. The guideline 
excludes important game elements such as goals, rewards, 
challenge and feedback. The author [16] developed a guideline 
for dyslexic games; however, the coverage is limited to user 
interface aspects of the games. Many other criteria discussed in 
the literature are not yet formalized into a guideline and thus, 
the process of designing and developing therapy games for 
dyslexia is time consuming as the developers need to gather 
and analyse the criteria from various sources. 

Considering the addressed issues, this article aims to 
identify the criteria and formalize the guideline to be used in 
the design of dyslexic games. This will serve as a reference that 
would be beneficial for the developers of games or tools for 
dyslexic children. 

II. DYSLEXIA AND INTERVENTION 

The current state of dyslexia research can be characterized 
by the distinction of scientists in groups of protagonists of a 
visual versus a phonological/auditory deficit on the one hand 
and in groups of protagonists of a low, basic level versus a 
higher-level deficit on the other hand. A lot of contradictory 
results and theories posed the question about specificity and 
homogeneity of different deficits in dyslexic individuals. The 
model of [19] provides an integration of perceptive and 
cognitive deficits based on a common temporal processing 
deficit, which can be analyzed on a low, basic level and/or on a 
higher complex level of performance. Over the last 35 years, 
there has been a great deal of research focused on finding the 
most effective methods for treating dyslexia. This body of 
knowledge is complex, in part because although all individuals 
with dyslexia have a similar problem namely, difficulty in 
reading, they have heterogeneous characteristics, and 
depending on the child's developmental level, the demands of 
reading and the required skills are quite different [20]. 

The paper [21] suggests that difficulties in literacy 
acquisition for dyslexics are due to lack of phonological 
awareness, problems to recognize words and understand 
spelling rules, visual errors in spelling, letter and word 
confusion with similar-sounding words and omissions of 
words, parts of words and individual letters and sounds. In 
other words, their literacy skills are at word-level reading and 
spelling [22]. The dyslexics have difficulties in identifying 
phonemes and the exchanging of letters occurs very often 
during the spelling process; they also often mixed-up the letters 
of ‘b-d’, ‘u-n’, ‘m-w’, ‘g-q’, ‘p-q’, and ‘b-p’ [7], [23]. 
Evidence of their great difficulties in writing, poor skill of 
spelling, oral and written vocabulary and also weak in 
arranging the content of the compositions is also found in [24]. 
Besides, previous studies also found that children with dyslexia 
are significantly slower at naming colours, digits and letters, 
thus suggesting that children with dyslexia have persistent, and 
unexpectedly severe problems in naming speed for any stimuli 
[25]. 

The study [7] summarizes the difficulties in spelling, 
reading and writing faced by most dyslexic children as in Table 
I. 

TABLE I.  PROBLEMS FACED BY DYSLEXIC CHILDREN 

Problem Description 

Spell 

Confusion in identifying letters such as: 

 m – w; y – g – j; u – n; m – n; c – e; p – q; h – n; b – d 
Confusion in the letter sound such as: 

 t – h; f – v; s –h; r – l 

Read 

Reversal in the word such as: 

 Batu – tuba 

 Gula – lagu 
Reversal in the sentence such as: 

 Pada masa yang sama – dapa masa yang masa 
Confusion between Malay and English word such as: 

 Jam – jem; cat – cat 

Write 
Difficulty holding a pencil; cannot write according to the line 

provided; tends to write words fads. 
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At a basic level of spelling, learning to represent sounds 
with letters requires a two-way mapping between phonology 
and written symbols, and it is here that difficulties will first be 
encountered by children with phonological deficits [26]. They 
need to acquire knowledge of the relationship between sounds 
and letters which requires them to be familiar with 
phonological representations and the correspondence between 
phoneme and grapheme. In the next step, they need to segment 
the target word into its salient sounds and then represent these 
sequentially with symbols [26]. What makes this exacerbated is 
the fact that spelling, unlike reading, is difficult to use context. 
In her study, [27] found a significant difference in the nature of 
the spelling errors in dyslexic children compared with a control 
group. They made ‘phonetically unacceptable’ errors that may 
not be recognized as the word because of a lack of phonetic 
similarity. This implies that the dyslexic children may have not 
developed phonological representation but use letter naming 
strategies to spell phonologically regular words. 

Regarding reading, [28] suggests that for sight word 
reading to develop, learners must acquire and apply knowledge 
of the alphabetic system. According to [29], lexical processing, 
or the ability to recognize words quickly and accurately, is a 
symbol of skilled reading. In the context of Malay language, a 
study by [30] reveals both syllable awareness and phoneme 
blending are significant predictors of word recognition; when 
the readers have inefficient syllable segmentation, 
oversimplification of syllables, insufficient grapheme-phoneme 
knowledge and inefficient phonemic code assembly they will 
make errors in reading. 

A. Dyslexia Interventions 

Various intervention methods or treatments have been used 
to manage the literacy and cognitive abilities for children with 
dyslexia [31]. Most research used experimental designs [32]–
[34]. There were a few studies that applied multimedia training 
in their intervention program. The researches [35] and [33] 
utilised computer-assisted training while [36] used video 
games in their remedial intervention. The study [37] adopted 
Magnocellular deficit theory in their treatment plan. A few 
studies employed multisensory approach [33], [38]–[42]. This 
approach uses graphics and strong colors to make associations 
between shape, letters, words and numbers that relate to the 
same topic, and involves techniques for linking eyes, ears, 
voice, and hand movements to symbolic learning. The 
approach taken is to try and engage as many sensory receptors 
in the learning process as possible, since it is argued that on 
many occasions, children with learning difficulties appear to 
have stronger sensory receptors over their non-dyslexic peers. 

The majority of the studies targeted language or literacy 
components such as writing skills, reading skills, word and 
alphabet mastery as the outcome of the study [32], [33], [39], 
[40].  Many also carried out intervention or training based on 
specific impaired cognitive function such as visual-motor 
intervention and working memory training [35], [37], [38], 
[43], [44]. In other words, they have chosen a specific 
difficulty to be treated in their intervention. 

To date, there are limited modules or intervention 
programmes being conducted in Malaysia for children with 
dyslexia. In fact, there is currently no standardized module for 

dyslexia class in Malaysian public school [31]. Traditional 
methods in teaching these children to overcome their 
difficulties in the classrooms were found not to be encouraging 
and were not successful in overcoming their difficulties in 
reading [40].  Thus, traditional methods have a limited impact 
on dyslexic children [11], [45]. 

B. Digital Game-Based Interventions 

Recent decades have witnessed the increasing use of digital 
interventions with game-like components. Initially developed 
for entertainment, a ‘‘game’’ is generally considered to be an 
activity with the key features of challenge, motivation, and 
reward. Digital game-based interventions have been found to 
have practical effects in addressing the main barriers of access 
and engagement in the healthcare domain, particularly for the 
young [46]. Evidence from neuropsychological research further 
suggests the therapeutic value of digital game-based 
interventions in depression therapy. Positive game-playing 
experiences are claimed to have triggered the release of 
hormones such as endorphins and striatal dopamine that are 
responsible for feelings of pleasure and well-being [47]. 
Interventions using games have also been used in therapy or 
rehabilitation sessions of various other illnesses such as brain 
injury [48], cerebral palsy [49] and upper limb injury [50]. 

Past studies utilized games for diagnosis or early detection 
of dyslexia [17], [51]–[53] as well as for intervention [12]–
[14], [54]–[58].  Other studies [56], [59] use gamification 
approach by utilizing some game elements (such as scores or 
rewards) in non-game context or the so-called application 
which ranges from desktop, mobile and web-based 
applications. 

As evidenced in [55] and [60], games for dyslexia often 
implement a collection of activities that are connected by a 
common visual theme and can be played independently of each 
other. On the other hand, a smaller number of games are built 
around a rich narrative in which the student progresses through 
a story by solving language-related activities. For example, 
iLearnRW [13] draws together these two alternatives and 
provides a common interface and metaphor for the 
visualization of learning progress. The game is built around 
characters rather than a fixed story; although there is no 
guarantee for infinite re-playability, this has improved player’s 
engagement. Each character in the game represents a group of 
language difficulties that the student will practice every time 
he/she initiates an activity related to them. Following an initial 
interaction with a new character, the student earns that 
character as a friend, who is displayed on a social network-like 
interface. The design of iLearnRW also considered the need for 
personalized intervention as some students learn faster than the 
others or prefer playing sessions at different length. 

C. Existing Guideline 

The study [17] derived a set of guidelines to design an 
optimal tablet game for 5-year-old children. The guidelines, 
called DYSL-X, focus on early detection of dyslexia and was 
used to develop Diesel-X, a game about a robot dog character 
named Diesel, which must fight against a gang of criminal cats. 
Diesel-X contains three games, which require players to know 
letters. However, there is no further information about the 
validation DYSL-X. The author [18] proposed an affective 
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interaction design (IxD) model to facilitate reading for the 
dyslexics. Their study emphasized on the need to use proper 
interface when designing an application for the dyslexics, by 
taking into account the affective attributes of the dyslexic 
children. In [16] proposed a guideline for dyslexic game design 
which focused on user interface aspects, i.e., usage of font, 
colour, navigation, consistency, interaction and game type. 
Recent studies [16], [52], [53], [61]–[64] revealed multiple 
criteria which are further analysed and formalized into the 
guideline developed throughout this study. The detailed criteria 
from individual studies are presented in Section IV. 

III. METHODOLOGY 

Due to its suitability and compatibility with the scope of 
study, a Design Science Research methodology [65] is adapted 
in designing the research framework. Research methodology is 
divided into four main phases; awareness of problems, 
identification of criteria, formulation of game guideline, and 
evaluation as illustrated in Fig. 1. 

 

Fig. 1. Research Methodology. 

A. Awareness of Problems 

The first stage of conducting this study is about identifying 
issues and problems that lead to the formulation of solutions. 
Issues and problems are identified through content study and 
personal communications involving stakeholders in treating 
Dyslexic children. The absence of systematic guideline in 
designing and developing therapy games for Dyslexic children 
is key issue to be solved in this study. 

B. Identification of Criteria 

To identify the game criteria, combination of systematic 
interview and Systematic Literature Review (SLR) have been 
employed. Interview has been conducted involving eleven 
respondents among teachers and students at Dyslexia 
Incubator, School of Computing, UUM. Respondents involved 
are among the content experts, five teachers, and potential 
users who are the children diagnosed with Dyslexia. 

SLR is conducted by adopting PRISMA approach in 
conducting SLR [66]. This study has focused on five main 
databases which are Scopus, ACM digital library, EBSCOhost, 
Wiley, and Web of Science (WOS). Four main processes that 
have been carried out in the searching process are 
identification, screening, eligibility, and data extraction and 
analysis as shown in Fig. 2. 

 
Fig. 2. Four Main Stages of Reviewing Literatures. 

1) Identification: The first phase is about determining the 

keywords to be used for searching. In this context, keywords 

related to reading disabilities and the affected group, which 

are the children are basically relied on. The use of game 

intervention in treating the affected age group are also used in 

the searching. All keywords that have been used specifically 

for the database involved are listed in Table II. 

TABLE II.  KEYWORDS AND SEARCHING INFORMATION STRATEGY 

Databases Keywords used 

Scopus 

TITLE-ABS-KEY ((dyslexia OR ("reading disabilities" 
AND (child* OR kid))) AND (game OR "game 

intervention")) 

ACM 

[[Publication Title: dyslexia] OR [[Publication Title: 

"reading disabilities"] AND [[Publication Title: child*] OR 
[Publication Title: kid]]]] AND [[Publication Title: game] 

OR [Publication Title: "game intervention"]]  

 OR 
[[Abstract: dyslexia] OR [[Abstract: "reading disabilities"] 

AND [[Abstract: child*] OR [Abstract: kid]]]] AND 

[[Abstract: game] OR [Abstract: "game intervention"]] 
 OR 

[[Keywords: dyslexia] OR [[Keywords: "reading 

disabilities"] AND [[Keywords: child*] OR [Keywords: 
kid]]]] AND [[Keywords: game] OR [Keywords: "game 

intervention"]] 

EBSCOhost 

TI ((dyslexia OR ("reading disabilities" AND (child* OR 

kid))) AND (game OR "game intervention")) OR AB 
((dyslexia OR ("reading disabilities" AND (child* OR kid))) 

AND (game OR "game intervention")) 

Wiley  

“(dyslexia OR (“reading disabilities” AND (child* or kid))) 

AND (game OR “game intervention”)” in Title, Abstract and 

keyword 

WOS 
TS=((dyslexia OR ("reading disabilities" AND (child* OR 

kid))) AND (game OR "game intervention")) 

2) Screening: For screening of the relevant articles, 

several conditions for inclusion and exclusion have been 

defined. Type of literature, language, and subject area are 

among the criteria that have been included. Criteria and its 

eligibility terms are defined in Table III. 
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TABLE III.  THE INCLUSION AND EXCLUSION CRITERIA 

Criterion Eligibility Exclusion 

Literature 

type 

Journal 
(research 

articles) 

Journals (systematic review), book series, 
book, chapter in book, conference 

proceeding  

Language English Non-English  

Subject 

Area / 

Categories 

Computer 

Science 
Other than Computer Science 

The searching also focused on literatures with empirical 
data such as journal articles, research articles, and review 
articles. To prevent difficulties of translation, only English 
articles are included.  For relevance, articles with related to the 
focus are selected which are related to the use of intervention 
games that involve children with reading difficulties. For this 
phase, 10 articles have been removed. 

3) Eligibility: The main focus of this phase is to identify 

the eligible articles to be included in the study based on the 

criteria explained earlier. To achieve this, the identified 

articles are reviewed and thoroughly analyzed. Focus is given 

on the targeted objectives. To identify the details, abstracts 

will be reviewed before the articles will be analyzed 

thoroughly. Fig. 3 illustrates the processes involved by 

adapting PRISMA method. 

 

Fig. 3. Adaption of PRISMA Approach in Selecting the Articles. 

From the process, there are 551 articles have been early 
screened from five main databases to be further reviewed. 
From this total article, there are 10 duplicate articles and have 
been removed for the next process. 541 articles were further 
screened based on the relevancy to the criteria. However, only 

50 articles are eligible to be analyzed. After further screening, 
there are only 23 articles which are significant to be included in 
the study. 

4) Data extraction and analysis: This phase is focusing on 

extracting and analyzing key details from the 23 articles that 

have been chosen. Various types of data are extracted from 

these articles. They are proponents of the criteria, year of 

study, game title, and the criteria of the game. The list of the 

extracted criteria is covered in findings section of Section IV. 

Deliverables of this phase are two sets of the criteria for 

Dyslexic game. 

C. Formulation of Game Guideline 

List of criteria gathered from SLR and interview are 
thoroughly analyzed and compared in formulating the 
guideline. Set one of the criteria is extracted from SLR, while 
set two of the criteria is gathered from interview. Processes 
involved in formulating the guideline are shown in Fig. 4. 

 

Fig. 4. Processes Involved in Formulating the Guideline. 

Second process involved the removal of duplicates of the 
criteria by analyzing similarities exist in both sets. Removal 
also involved for cases when some criteria are using different 
words but are referring to the same thing. The last step is 
classification, where all criteria are mapped into four main 
categories; device and platform, interface, game feature, and 
gameplay. The outcome of these processes is covered in 
Section IV. 

D. Evaluation 

To ensure that the proposed guideline is correctly 
formulated and meets its specification, both verification and 
validation are conducted in evaluating the proposed guideline. 
For verification, expert review has been conducted involving 
five experts from different areas; game development experts, 
educationist, and counsellors. For validating the guideline, a 
prototype of Dyslexic game, namely DysRedia is developed. 
The outcome of the evaluation and its detail discussions are 
covered in Section IV. 

IV. THE PROPOSED GUIDELINE 

The proposed guideline is formulated based on the two sets 
of criteria gathered and extracted from systematic interview 
and the existing studies through systematic literature review as 
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explained in Section III. The first set of criteria are extracted 
from 23 related articles from SLR. The extracted criteria are 
sorted based on its publication years. The listed criteria are 
carefully analyzed by focusing on similarity of the criteria 
proposed by its proponents. Duplicates are removed. The 
criteria are then classified into four main categories: device and 
platform, interface, features, and gameplay. There are five, 
eleven, thirteen, and sixteen criteria classified into four 
categories respectively. 

Second set of the criteria are gathered from interview 
session involving teachers and students. Table IV depicts 30 
criteria gathered from interview that have been categorized into 
four main categories. 

TABLE IV.  CLASSIFIED CRITERIA GATHERED FROM INTERVIEW 

Category Criteria 

Device & 

platform 

1. Mobile app 
2. Tablet  

3. Touch-based 

Interface 

1. Simple interface  
2. Font & background: F8 

(white font, red 

background) 

3. Font type: comic 

4. Font size: 16 
5. Small caps 

Features 

1. Audio  
2. Video  

3. Still picture  

4. Animation  

5. Background music  

6. Letter with phonic 

7. Letter arrangement: 
keyboard design 

8. Attractive images  

Gameplay 

1. Exercises  

2. Different difficulty 
levels  

3. Competition  

4. Hints  
5. Help  

6. Tutorial  

7. Rewards, more rewards 
at higher levels 

8. Scoreboard  

9. Replay  
10. Auditory feedback 

11. Different categories 

12. Real images 
13. More exercise in the 

same difficulty level 

14. Levels arranged 
alphabetically 

There are three, five, eight, and fourteen criteria have been 
classified into four categories respectively. Fig. 5 shows 
number of criteria and its category that have been successfully 
classified.  

 
Fig. 5. Number of Criteria Acquired from Two Method and Classified into 

Four Categories. 

These two sets of criteria are then combined based on its 
category. For Device and Platform, five criteria from SLR and 
three criteria from interview are combined producing only five 
criteria, as three of them are redundant and have been removed. 
The final five criteria are shown in Fig. 6. 

 
Fig. 6. Criteria for Device and Platform Category. 

For Game Features category, eleven and five criteria 
identified from SLR and interview respectively have been 
combined and produced a guideline of 13 criteria by removing 
three redundant criteria. The final thirteen criteria are shown in 
Fig. 7. 

 

Fig. 7. Criteria for Game Features Category. 

For Interface category, combination of 13 and eight criteria 
identified from SLR and interview respectively, have produced 
a final set of eleven criteria. Ten redundant criteria have been 
removed. Terms referring to the same criteria such as ‘small 
caps’ suggested by interview and ‘lower case’ suggested by 
SLR are combined. We decided to use ‘lower case’ in the 
criteria as suggested by most of the proponents.  A final 
version of eleven criteria for Interface category is shown in 
Table V. 

For Gameplay category, sixteen and fourteen criteria 
identified from SLR and interview are combined and produced 
a final set of 18 criteria. Twelve redundant criteria have been 
removed. Criteria using different terms but are referring to the 
same criteria are also removed. A proposed guideline for 
Dyslexic intervention games comprising of all final combined 
criteria are illustrated in Fig. 8. 
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TABLE V.  CRITERIA FOR INTERFACE CATEGORY 

Interface 

1. Simple interface  

 
2. Font size: 16, 18, 18-26, minimum font size of 14 points 

3. Font colour: grey scale in font (10%), text in black using a mono-spaced, 

dark colour on light background (Suggest cream color background, white 
font, red background) 

4. Font type: lower case, Arial typeface, typeface Courier, font style Verdana, 

OpenDyslexic font,  Helvetica, Comic san) 
 

5. Background: grey scale in the bg (90%) crème/black color pairs, text in 

black on creme background, plain background, brilliant/bright colors 
 

6. Layout: Fixed , Unobstructed views, playful, line spacing (1.4), paragraph 
spacing (2), column width (77 character/line), column width not wider than 

60 characters per line, consistent, character spacing (+7%), Child friendly 

color (unique to induce positive emotion) and shape (round) 

7. Figures: simple geometric  8. Icon: 3D 

9. Graphic/visual: simple, consistent, appealing, easy to interpret, large and 
touchable, attractive, searh-like, non-related linguistic, letter arrangement: 

keyboard design, real images 

10. Character: cute, children friendly 

 

11. Fantasy-themed setting 

 
 

 

Fig. 8. The Proposed Guideline.

1) Evaluation of the proposed guideline: The proposed 

guideline has been evaluated through two methods; expert 

review and prototyping. Verification is conducted before 

validation. Five experts were involved in verifying the 

proposed models in ensuring that the proposed guideline 

confirms its specification. Table VI listed five experts 

involved in reviewing the proposed guideline. 

TABLE VI.  EXPERTS BACKGROUND 

Expert Field of expertise 
Qualification & 

designation 

Years of 

experience 

Exp1 Special education Dyslexia teacher 2 years 

Exp2 Counselling Trainee 4 years 

Exp3 
Computer system and 

network 
PhD, Lecturer 

More than 

20 years 

Exp4 Interaction design PhD, Lecturer 20 years 

Exp5 Counselling Trainee 4 years 
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There are eight components that have been used in 
reviewing the proposed guidelines; clarity, visibility, 
comprehensive, evolutionary, flexibility, accuracy, 
understandability, and effectiveness. Clarity is meant to 
evaluate whether the guideline is clearly presented. There are 
four constructs used to measure the clarity of the guidelines; 
(C1)-the whole design guideline for Dyslexic game is clearly 
presented, (C2)-the categories in the design guideline for 
Dyslexic game are defined clearly, (C3)-the elements in the 
design guideline for Dyslexic game are defined clearly, and 
(C4)-all relations between the categories and elements are 
clearly presented. For measuring visibility, three constructs 
have been used; (V1)-the design guideline for Dyslexic game is 
visible to be followed, (V2)-the guides involved can be 
followed easily, and (V3)-the design guideline for Dyslexic 
game can be a guide by developers to solve related tasks of 
design and development. Fig. 9 shows the mean score for each 
construct for clarity, visibility, comprehensive, and 
evolutionary.  

  
Fig. 9. Expert’s Review on Clarity, Visibility, Comprehensive and 

Evolutionary. 

To measure the completeness of the guideline, three 
constructs have been used; (CO1)-the whole design guideline 
for Dyslexic game is defined completely, (CO2)-the design 
guideline for Dyslexic game covers all related elements, and 
(CO3)-the relations between the categories and elements are 
sufficient. While for measuring the ability of the guideline to 
evolve, three constructs are used; (Ev1)-the design guideline 
for Dyslexic game is dynamic, (Ev2)-the design guideline for 
Dyslexic game allows additional factors in the future, and 
(Ev3)-the design guideline for Dyslexic game provides 
opportunity for improvements. 

Mean score for all constructs in measuring clarity, 
visibility, comprehensive, and evolutionary are considered high 
(more than 2.5). It can be concluded that all experts agreed that 
the proposed guideline is clear, visible, complete, and able to 
evolve. Another four aspects used in measuring the guidelines 
are flexibility, accuracy, understandability, and effectiveness. 
There are three, four, two, and three constructs used for each 
aspect respectively. Constructs used to measure flexibility are; 
(F1)-the design guideline for Dyslexic game is flexible to be 
edited, (F2)-the design guideline for Dyslexic game is adaptive 
to changes, and (F3)-the design guideline for Dyslexic game is 
generalizable enough to be applied for other related tasks. 

While for measuring how accurate the guideline is, two 
constructs are used; (A1)-the design guideline for Dyslexic 
game is presented correctly and (A2)-all categories and 
elements factors are labelled correctly. Four constructs are used 
to measure understandability; (U1)-the whole design guideline 
for Dyslexic game is easy to understand, (U2)-The label of 
each category is understandable, (U3)-the label of each factor 
is understandable, and (U4)-adhering to the design guideline 
for Dyslexic game is easy. The last aspect is the efficiency of 
the proposed guideline. There are three constructs used; (Ef1)- 
the design guideline for Dyslexic game can guide in the 
development of engaging Dyslexic games, (Ef2)-adhering to 
the design guideline for Dyslexic game will improve the 
engagement of Dyslexic games, and (Ef3)-adhering to the 
design guideline for Dyslexic game will improve usability in 
Dyslexic games. Fig. 10 shows the mean score for each 
construct for flexibility, accuracy, understandability, and 
effectiveness. 

 
Fig. 10. Expert’s Review on Flexibility, Accuracy, Understandability and 

Effectiveness. 

Mean score for all constructs in measuring flexibility, 
accuracy, understandability, and effectiveness are considered 
high (more than 4.0). It can be concluded that all experts 
agreed that the proposed guideline is accurate, flexible, can be 
easily understood, and effective. Experts have also given their 
overall review of the guideline. They are particular on visual 
aspects of the guideline especially on interface elements as 
suggested by Expert 1, Expert 4, and Expert 2. 

E3 : Customizable font size 

E1 : Font style: = use the written letter 'a' not 'a' 

E2, E5 : Font style = choices between capital letter and 

small case 

Font size is important element involving Dyslexic children. 
Three experts suggested font size to be customizable in the 
game. Expert 1 is consistent with what is proposed in the 
guideline on the font type, as San Serif font should be used. 
Expert 2 and 5 are also suggested that players should be given 
options to choose between capital letters or small letters to be 
used in the game. Other elements also attracted Expert’s 
attention, for example background music (pleasant to 
children’s ear) and hints (disclosing one letter). They prefer 
options to be given in turning on background music. While for 
hints, they suggested that hints only to be given when they win 
the game. Too many hints will discourage learning among 
players as suggested by Expert 1. 
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E1 : Background music= on/off button  

E1 : Gain hint through winning, they will keep use hint 

if too many hint 

E4 : The guideline should be printed in bigger size. 

E1 : Application Icon = attractive 

Experts are concerned about the look of the proposed 
guideline as well. They prefer the guideline to be printed in 
bigger size. However, the A4 size guideline is only printed for 
evaluation purpose. Since the guideline comprises of textual 
elements, Expert 1 also suggested the use of application icon 
which is more attractive. 

Second phase of evaluation involved validation of the 
proposed guideline with the intention to check whether the 
proposed guideline meets the requirements and expectations. 
For validating purpose, prototyping method is used. A 
prototype of dyslexic game is developed, namely DysRedia by 
taking considerations the criteria listed in the proposed 
guideline. DysRedia is a proof of concept of the proposed 
guideline. Fig. 11 shows selected interfaces of DysRedia 
prototype. 

   

Fig. 11. Selected Interfaces of DysRedia. 

Version 1.0 of DysRedia has been demonstrated to two 
teachers and students at Dyslexia Incubator, School of 
Computing. 34 children had experienced playing and testing it. 
DysRedia has been improved by taking considerations of their 
responses and feedback. For example, letters were initially in 
upper case have been changed to lower case as shown in Fig. 
12. 

  
Fig. 12. The Improved Version of DysRedia. 

V. CONCLUSION 

A design guideline for Dyslexic Intervention Games has 
been successfully designed and evaluated. A significant 
contribution of this study is the criteria and guidelines for 
Dyslexic game which will benefit game developers, 
practitioners, and educationist who are directly involved with 
Dyslexic children. The proposed guideline can serve in 
assisting them in designing and developing game applications 
for dyslexic children. 

This study also presented DysRedia, a game which is 
designed and developed based on the proposed design 
guideline as a proof of concept to the proposed design 
guideline. With high acceptance of the game, it is supported 
that the proposed design guideline is an appropriate design that 
follow gamification concept, friendly to target audience, and 
Dyslexic acceptance. The proposed criteria and guidelines can 
be adapted to other similar domains, such as special needs 
education therapy, particularly involving with Dyslexic 
children. 

This study is aligned and significant to Sustainable 
Development Goals (SDG) three and four, Good Health and 
Well-being and Quality Education respectively. The outcome 
of this study could contribute in improving the reading ability 
among dyslexic children. Future works might consider 
different type of evaluation of the proposed guideline involving 
bigger audience of testers. 
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Abstract—The transformation of Technical and Vocational 

Education and Training (TVET) prioritizes by the national 

education convention to meet the needs of the industry through 

improving student skills and the quality of related systems. One 

of the transformations is practicing blended learning, such as a 

flipped classroom, to produce better quality student learning 

outcomes. However, based on previous studies, there are 

difficulties in maintaining student engagement during learning 

activities, even though blended learning offers some advantages. 

Therefore, this study suggests the development of a mobile 

application using gamification as a solution to enhance student 

participation. This paper proposes the design and development 

research (DDR) approach with the adaptation of the ADDIE 

model to build a learning content prototype. It involves five 

phases: analysis, design, development, implementation, and 

evaluation. The study participants consisted of two groups of 

students in the 1st semester of the Interactive Multimedia course 

from two different TVET institutions who were cleft into a 

control group and an experimental group. The experimental 

group is gamified, whereas the control group is not. The study 

evaluation uses two instruments: a test to compare students' 

understanding of both groups and an activity log to track the 

experimental group's use of the prototype. According to the 

findings, gamification during learning activities can increase 

student engagement by boosting performance through a more 

significant pre-and post-test mean score difference and creating a 

positive learning experience. Additionally, mobile applications 

with the gamification concept can be employed extensively in 

various TVET courses to encourage student learning 

performance. 

Keywords—Technical and vocational education and training 

(TVET); flipped classroom; engagement; gamification; mobile 

application 

I. INTRODUCTION 

UNESCO defines Technical and Vocational Education and 
Training (TVET) as a term that refers to aspects of education. 
It involves alternatives to academic education, the study of 
technology and related sciences, and an environment to acquire 
and apply knowledge, skills, and attitudes related to 
employment in various sectors of the economy and social life. 
The measurement of TVET students' competence refers to job 
analysis developed through the coordination of industry 
experts, skilled workers, and teaching experts by field to ensure 

that the implementation of TVET meets and is in line with the 
needs of the industry [1]. 

Various approaches are used during learning activities to 
guarantee that students attain the essential competencies, one 
of which is blended learning. Blended learning is a blend of 
face-to-face or online learning activities that occur inside or 
outside of the classroom, such as conversations in group work, 
hands-on practice, presentations, and project-based solutions 
[2]. It was detected to be more successful at enhancing student 
engagement. 

Although blended learning has a positive effect on student 
engagement, according to [3], there are difficulties in 
maintaining it. To sustain engagement potential and achieve 
learning objectives, students must be wise in how well they 
manage their attitude and autonomy during learning activities. 

According to previous studies, gamification has been 
widely used in TVET, albeit it is unclear whether this manages 
to boost engagement [4]. Therefore, this study suggests 
developing a mobile application using gamification as a 
solution to assess student engagement by their achievement 
and learning experiences. Since students spend most of their 
time on their phones, mobile applications have emerged as the 
best way to motivate them to learn. 

The implementation of this study is vital in contributing 
towards: 

• Make students engage in learning activities through 
gamification to increase student performance and 
reduce the dropout rate. 

• It adds to research on the wide use of gamification in 
the TVET environment but is less prominent. 

• It can be extended to the entire TVET, whether public 
or private TVET institutions, in various areas of TVET. 

II. LITERATURE REVIEW 

This section explains the synthesis of information obtained 
to assess student engagement in TVET blended learning 
through gamification. It is divided into several parts, starting 
with the introduction to TVET, the flipped classroom practiced 
in TVET institutions, the potential of student engagement in 
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learning activities, and the use of gamification elements to 
develop mobile application prototypes for self-learning. 

A. Technical and Vocational Education and Training (TVET) 

TVET plays a role in producing a skilled workforce in 
various fields through training that allows students to acquire 
knowledge and skills. It shapes students to have a lifelong 
learning mindset and be capable as employers who create jobs. 
TVET also provides individuals with expertise and skills 
appropriate to the job market to address the global 
unemployment problem that will produce competent and 
creative workers who function as agents of sustainability in the 
workplace [5]. 

Several aspects need to consider for effective TVET 
implementation listed as: 

• The use and influence of technology in learning 
activities, like the importance of ICT to solve problems 
creatively and analytically through various applications, 
software, and devices [5]. 

• Instructors' preparation ensures that learning activities 
efficiently run where they need to master the knowledge 
and skills in the field by being able to explain and 
demonstrate correct and safe work steps and answer any 
questions from students [6]. 

• TVET-related systems are understood and implemented 
by all parties, for example, using job analysis correctly 
as a reference to carry out the learning process along 
with the right equipment, work steps, and technical 
information arranged according to the difficulty level 
[1]. 

Aspects mentioned, such as the influence of ICT, teacher 
preparation, and the system set, encourage the diversity of the 
implementation of learning activities in the TVET 
environment. One method that has gained attention is blended 
learning, which meets TVET learning activities by 
emphasizing specific jobs' theoretical and practical 
components. The following section will discuss blended 
learning. 

B. Flipped Classroom 

The learning environment needs to provide space for 
communication, collaboration, creativity, and critical thinking 
in making decisions, developing strategies, and solving 
problems with the help of technology [7]. This conducive 
condition is necessary to avoid boredom that limits the ability 
to perform tasks and creates a feeling of lack of interest, loss of 
motivation, and absence of student engagement [8]. 

Therefore, TVET practices blended learning to create a 
conducive learning environment. A famous example of 
blended learning is the flipped classroom. Students prepare 
beforehand using learning materials such as presentation slides 
or videos before undergoing face-to-face learning with 
instructor monitoring through various activities such as 
discussions, presentations, drills, group assignments, and 
assessments [8]. 

Comparison between flipped and traditional classrooms is 
the better way to understand it. Implementing a conventional 

classroom is through the delivery of learning content by the 
instructor in the class at a set time and period. Then students 
must complete the tasks provided after the end of the study [9]. 
Meanwhile, flipped classroom implementation contradicts 
traditional classrooms, as shown in Fig. 1. 

 

Fig. 1. Traditional Versus Flipped Classroom (Source: 

https://edtechimpact.com/news/flipping-the-classroom-ultimate-guide). 

Although blended learning practices in the TVET 
environment positively impact students, engagement is 
challenging to maintain. This hardship pushes by several 
factors, such as the diversity of student characters, less 
effective learning materials, and constraints in the use of 
learning technology. The next section of the literature answers 
several points related to student engagement in learning 
activities. 

C. Engagement 

The foundation of high-quality learning is engagement, 
defined as the use of time and energy to carry out an action or 
task differently impacted by many circumstances [10]. 
Students' good attendance, commitment, interaction in learning 
activities [11], and valuable personalities, including 
satisfaction, success, belonging, enjoyment, liking, skills, 
competence, perseverance, motivation, and courage, are 
examples of engagement [4] [12]. 

Student engagement in learning activities is measured using 
numerous instruments related to various items. Some use the 
National Survey of Student Engagement (NSSE), K-12 
classroom engagement scale, Student Engagement 
Questionnaire (SEQ), and a combination of positive and 
negative affect schedule and presence questionnaires [13]. 
However, most of the instruments employed focus on the three 
main measurement criteria' behavioral, cognitive, and 
emotional. 

Behavioral criteria were discovered by looking at how 
engaged and diligent students are in their studies and how 
willing they are to ask for assistance when necessary [14]. 
These criteria also affect utilizing qualitative elements that 
require effort, attention, and persistence while being observed 
[4]. 

Cognitive criteria implicate the amount of effort and time 
required to comprehend the work, the drive to overcome 
shortcomings, the ease with which one can adjust to problem-
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solving, and the achievement of learning success [14]. For 
easier understanding, this criterion requires efforts of academic 
knowledge's intellectual components [15]. 

Emotional criteria are determined by looking at positive 
emotions, such as excitement, joy, and confidence, as well as 
negative ones, such as boredom, frustration, and anxiety [13]. 
It also measures expression through feelings or reactions 
between a combination of physiological and psychomotor 
components positively or negatively, including pride and anger 
[4]. 

When implementing learning activities, it can be 
troublesome to keep students' attention because they come 
from different backgrounds and have different learning styles. 
Hence, it is necessary to set difficulty levels starting with easy, 
medium, and challenging levels throughout learning activities 
[16]. 

How can engagement be maintained to ensure learning 
activities achieve the set learning outcomes? This question is 
always floating around, and the implementation of various 
methods to address this issue. One way is using gamification in 
learning activities described in detail in the next section. 

D. Gamification 

Instructors are continually experimenting with a new 
pedagogical method to capture students' attention, motivate 
them, and engage them in learning activities. Thus, rather than 
traditional learning methods, digital computer games are 
customized to create an enjoyable and engaging learning 
environment for students [17]. The adaptation of a game into a 
non-game condition is key to gamification. As a result, the 
definition of gamification is the use of game elements or 
mechanics in non-game contexts [18]. 

Explicit knowledge is required when comparing 
gamification in learning activities to other methods that also 
use the basics of games, such as game-based learning (GBL), 
serious games, and simulations. GBL employs the power of 
games to engage students in learning activities [19]. On the 
other hand, serious games resemble gaming design worlds that 
solve problems unrelated to enjoyment [20]. While the 
simulation parallels a serious game, the main objective is 
training in the military, medicine, and aviation fields [17]. 

Gamification includes a variety of qualities that help it 
achieve its purpose. It provides rewards and develops 
motivation [21] to complete specific tasks. It makes learning 
material more dynamic, innovative, and appealing, 
encouraging participation and boosting understanding of the 
learning substances [22]. It promotes various active and 
successful learning strategies by maintaining attention and 
interest in all learning tasks [23]. It can also be an alternate 
strategy that adds value to normal learning activities by giving 
a more engaging experience through gamification elements 
[14]. Furthermore, gamification persuades students to complete 
assignments despite exhaustion [17]. 

Gamification aims to lower dropout rates by providing 
students with practical learning methods and creating a 
pleasant learning environment [22]. It can increase students' 
enjoyment and engagement to kindle their interest in studying 

and obtain better results [21]. It can motivate and encourage 
student competitiveness by improving student happiness, 
effectiveness, and efficiency in learning activities [14]. When 
students face challenging topics and limited time, it eliminates 
challenges and solves problems during learning activities by 
integrating learning activities appropriately [18]. 

Application developers and instructors must work together 
to ensure that the gamification design delivers maximum 
benefits and effectively enhances student engagement [10]. 
One of the primary design criteria is incorporating relevant and 
purposeful gamification elements into the learning content via 
set objectives. By delivering clear, intuitive, and pleasant 
learning content, gamification elements should generate a good 
learning experience [21]. Table I depicts the use of 
gamification elements related to student engagement based on 
previous studies. 

Besides that, gamification interface design must incorporate 
seamless navigation [21], an exciting narrative adjustment, and 
an acceptable combination of text, graphics, colors, and 
animations [17]. It is to ensure that students do not lose focus 
due to the excessive amount of gamification design so that they 
stray from the original learning goal [24]. The processing of 
learning content into gamification design needs to emphasize 
learning strategies so that students obtain quality learning 
results and experiences. Among the techniques practiced is 
segmentation, which breaks down learning material at a rate 
students can accept for knowledge retention [25]. The 
arrangement of learning content also needs to follow levels 
starting from low, medium, and high levels to meet the needs 
and abilities of students from various backgrounds [17]. 

The coming section explains the research methodology 
based on the problem statement and literature review. This 
section details the steps implemented to develop a mobile 
learning application prototype by including gamification 
elements identified to increase student engagement. 

TABLE I.  GAMIFICATION ELEMENTS RELATED TO STUDENT 

ENGAGEMENT BASED ON PREVIOUS STUDIES 

Gamification 

elements 

Source 

[4
] 

[1
0
] 

[1
1
] 

[1
4
] 

[1
5
] 

[1
7
] 

[1
8
] 

[1
9
] 

[2
1
] 

[2
2
] 

[2
3
] 

[2
4
] 

Badges  X X  X  X X X    

Challenges  X       X    

Leaderboard X        X    

Leveling X X X  X  X X X X  X 

Points X X X  X  X X X X X X 

Unlock 

content 

        X    

Avatar  X        X   

Progress bar X  X  X   X  X   

Rewards/ 

Awards 

   X  X X   X X  

Feedback   X X X X       

Time 

pressure/ limit 

  X  X   X    X 

Life           X  
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III. METHODOLOGY 

The study employs experiential learning theory, an 
essential theory based on cognitive results. This theory states 
that learning activities repeatedly occur through experience 
modification, observational reflection, abstract 
conceptualization, and active experimentation [26]. The 
repeating process is made feasible by learning exercises over a 
developed gamified mobile app prototype. The study occupies 
the design and development research (DDR) approach with the 
adaptation of the ADDIE model depicted in Fig. 2. 

The selection of DDR as a research methodology is 
because DDR involves a systematic and organized process 
consisting of three stages: designing, developing, and 
evaluating the success of mobile learning application 
prototypes to obtain empirical evidence based on the collection 
and analysis of data from experiments conducted. The adapted 
ADDIE model into DDR consists of five phases: analysis, 
design, development, implementation, and evaluation, which 
are explained in more detail hereafter. 

A. Analysis Phase 

The analysis phase involves the analysis and setting of 
some criteria to launch the implementation of the study. It 
determines study participants, prototype users, learning 
content, and authoring tools with appropriate gamification 
elements. 

The participants chosen were first-semester students' of 
Software Technology (Interactive Multimedia) from two 
different TVET institutions split into a control group and an 
experimental group. Both groups underwent face-to-face, 
blended learning activities, while only the experimental group 
had to use the gamified prototype as an addition to self-
learning. 

The module as the prototype's content is Image Editing 
from the five available modules. The topics involved are 

shooting, selecting, editing, and saving photos. It is used with 
the instructor's help to optimize characteristics of knowledge, 
abilities, and attitudes in the prototype. 

Furthermore, the selection of proper authoring tools ensures 
that the process of producing and testing the prototype achieves 
the study's goal. The research uses Buildbox software because 
it offers prototyping features with an excellent 2D graphic 
resolution display, appropriate gamification elements, and the 
drag-and-drop concept. 

B. Design Phase 

The prototype consists of four main parts according to sub-
topics: notes, quizzes, assessments, and games. The prototype's 
content should comply with the TVET learning environment, 
including knowledge, skills, and attitude competencies. As in 
Table II, prototypes are developed by including eight 
gamification elements to trigger student engagement. 

The prototype also applies Mayer's multimedia design 
principles to support learning activities to be more quality and 
effective. It also uses Jakob Nielsen's heuristic evaluation to 
ensure the display of the prototype works well. 

 

Fig. 2. DDR Approach with the Adaption of the ADDIE Model. 

TABLE II.  GAMIFICATION ELEMENTS USED IN THE PROTOTYPE 

Part Gamification elements Function 

Notes 

Leveling1 Before moving on to the subsequent sub-topic, be sure the sub-topic before has been finished. 

Progress bar2 Disclose the progress status of the reviewing notes. 

Badges3 The current sub-topic was reviewed and determined to be ready for a quiz or progression to the next sub-topic. 

Quizzes 

Points4 Answers earn points. If the answer is correct, points count; if incorrect, no points count. 

Feedback5 
Feedback is provided based on answers. If the answer is correct, proceed to the next question. The necessary notes 

are displayed if the answer is incorrect and returned to the current question. 

Life6 
Life is permitted to provide answers. If the answer is incorrect, life deducts, and students repeat the quiz if there is 

no more life. 

Leveling1 
Students must earn all possible points to be qualified to respond to the assessment question or go on to the 

following subtopic. 

Assessments 

Time limit7 Allow time to respond to questions. No points if the timer ran out and skipped the question. 

Points4 Answers earn points. If the answer is correct, points count; if incorrect, no points count. 

Leveling1 Must complete specific parts (notes and quizzes) to be qualified to respond to the following assessment question. 

Games 

Challenges8 Make the game challenging by requiring players to collect and avoid specific things. 

Life6 
Set up a gaming environment. Failure to dodge obstacles results in reduced life, and when life is gone, the game is 

over. 

Points4 Make a competition within the game to increase current points for the next round. 

a. Total of gamification used: 1,2,3,4,5,6,7,8
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Fig. 3. Some Prototype Interfaces that Incorporate Gamification Elements.

The quizzes and assessments structure meets the criteria of 
difficulty level and skill type formed through the Test 
Specification Table. The difficulty level refers to the value of 
the question hardship starting from low, medium, and high 
based on the student's ability to answer the question using the 
ratio 1 (low): 2 (medium): 1 (high). In contrast, the skill type 
refers to a category built on three aspects, consisting of 
theoretical, procedural, and attitude parts, using the ratio 6 
(theory): 3 (procedure): 1 (attitude). 

The game intends to give students a space to rest for a while 
from entirely focusing on learning activities through other parts 
of this prototype. However, the game produced revolves around 
graphics related to the learning material. 

C. Development Phase 

This phase entails forming a prototype and continual testing 
to guarantee that it is functional. The prototype pre-use is a 
series of usability tests conducted with students, instructors, 
and developer experts utilizing the thinking-aloud method. 
Each examiner made a clear vocal comment while using the 
prototype, and the researcher recorded the statements. 

Visual and functional characteristics that affect prototype 
performance, such as appropriateness and precision of 
navigation, clear writing, quality visuals, effective interface 
display, and efficient learning content, are reviewed. Fig. 3 
depicts some prototype interfaces that incorporate gamification 
elements. 

D. Implementation Phase 

The implementation phase includes a pre-test followed by 
the prototype usage within a specific time frame and ending 
with a post-test by 23 students in each group. The pre-and post-
tests use the 40 same multiple choice questions (MCQ) in 
different positions to assess student comprehension. 

The experimental groups (prototype users) must update the 
activity logs within two weeks of utilizing the prototype. This 
step intends to reduce the possibility of students becoming 
disinterested in self-learning. Meanwhile, the control group 
only underwent blended learning activities with the instructors. 

The activity logs provided the student's prototype progress 
throughout the self-study session. Students only answer the 
items provided through yes or no options, record the date for 
each stage, and answer a few short questions. Intending to 
make it easier for students to provide the necessary 
information, gain initial exposure related to the prototype 
content, and allows students to focus while using this 
prototype. 

E. Evaluation Phase 

The evaluation phase is the study's final stage to determine 
gamification's effectiveness on student engagement in TVET 
blended learning. Evaluation of the construction of a 
hypothesis is conducted based on pre-and post-test scores as 
follows: 

• h0 – no significant difference between the pre-test and 
post-test scores of the control group 

• h1 – no significant difference between the pre-test and 
post-test scores of the experimental group 

In addition to the hypothesis findings, the study also 
analyzed the activity log updated by the experimental group. 

IV. RESULTS 

A. Pre-and Post-Test Scores 

A quantitative analysis was conducted on the pre-and post-
test scores by a total of 46 students from both control and 
experimental groups using SPSS software. Before the 
execution of the investigation on the constructed hypothesis, a 
normality test runs on the entire score obtained to determine the 
normal distribution of the scores. Table III shows the Shapiro-
Wilk normality test results for the control and experimental 
groups' pre-and post-tests. 

TABLE III.  SHAPIRO-WILK NORMALITY TEST RESULTS 

Group Test Statistic df Sig 

Control 
Pre 0.954 23 0.545 

Post 0.956 23 0.389 

Experimental 
Pre 0.923 23 0.079 

Post 0.953 23 0.342 
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Based on the table shown that the Shapiro-Wilk value for 
the entire score is determined as normally distributed with a 
significant rate of p>0.05. As a result, parametric tests can be 
performed based on the overall score. 

A paired sample t-test was conducted on pre-and post-test 
scores to prove the hypothesis built based on a significant value 
of p<0.05 as follows: 

• "h0 – no significant difference between the pre-test and 
post-test scores of the control group". Value p=0.001, 
then h0 – rejected. 

• "h1 – no significant difference between the pre-test and 
post-test scores of the experimental group". Value 
p=0.001, then h1 – rejected. 

Depending on the paired sample t-test, hypotheses were all 
rejected because significant differences between the tested 
variables showed that student understanding increased between 
the pre-and post-test. However, the improvement achieved by 
students from the experimental group using gamified 
application prototypes is more remarkable through a mean 
difference of 17.52, referring to Table IV. This difference 
demonstrates that gamification affects student engagement in 
self-learning by leading to higher learning outcomes. 

TABLE IV.  THE PRE-AND POST-TEST MEAN DIFFERENCE 

Group Test Mean Score Mean score difference 

Control 
Pre 20.09 

9.95 
Post 30.04 

Experimental 
Pre 17.83 

17.52 
Post 35.35 

B. Gamified Activity Logs Analysis 

An analysis enforced three criteria to analyze the activity 
logs amended by prototype users. It includes cognitive, 
behavioral, and emotional factors related to gamification 
elements influencing student engagement during learning 
activities. Table V summarizes the activity log's findings 
through gamification elements. 

The gamification design is also vital in boosting the quality 
of learning activities. Table VI summarizes the engagement 
measurement of different gamification designs used in the 
prototype. 

TABLE V.  THE ACTIVITY LOG'S FINDINGS THROUGH GAMIFICATION ELEMENTS 

Assessment 

criteria 

Assessment 

item 
Worksheet item Finding Result 

Cognitive 

Learning 

repetition 

How many attempts to earn full marks when 

answering the quiz to be eligible to answer 

the assessment? 

The mean of quiz 

repetitions is 3.32 times. 

There is engagement through the retention 

of knowledge due to the repetition of 

learning activities. 
Do you read finished notes repeatedly? 100% answered Yes. 

Did you repeat the completed assessment to 

improve the score obtained? 
100% answered Yes. 

Assessment 

score 

The obtained score while answering the 

assessment. 

The assessment mean of 

scores is 7.85 compared to 

10 questions for each sub-

topic. 

There is engagement through good scores 

while undergoing assessment. 

Behavioral 

Duration 
Duration to collect the badges (complete 

review of each sub-topic). 

The duration mean is 5.47 

days compared to 14 days 

to use the prototype. 

There is engagement through attention and 

persistence due to using the prototype in a 

short period. 

Motivation 
Did level openings by completed sub-topics 

motivate you to finish the study? 
100% answered Yes. 

There is engagement through motivation due 

to the completed sub-topic. 

Focus 
Does the length of time to answer questions 

make you more focused on answering? 
100% answered Yes. 

There is engagement through the focus 

given when answering the assessment. 

Emotional 

Fun Does earning badges give you joy? 100% answered Yes. 

Engagement through emotions shows fun, 

stress, enthusiasm, and satisfaction during 

learning activities using certain gamification 

elements. 

Pressure 
Does trying to get full marks would make 

you pressured? 
100% answered Yes. 

Enthusiastic 

Does getting full marks and being eligible to 

answer the assessment make you 

enthusiastic? 

100% answered Yes. 

Satisfaction 
Are you satisfied with the use of this 

prototype? 
100% answered Yes. 
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TABLE VI.  ENGAGEMENT MEASUREMENT THROUGH GAMIFICATION 

DESIGN 

Assessment 

item 
Worksheet item Finding Result 

Segmentation 

Are the notes 

provided precise 

and easy to 

understand? 

100% 

answered 

Yes. 

The appropriateness 

of gamification design 

is critical. It ensures 

optimal gain of the 

positive effects of 

gamification. Feedback 

Does feedback on 

wrong answers 

help you? 

100% 

answered 

Yes. 

Educational 

games 

Did you learn 

something even 

while playing? 

100% 

answered 

Yes. 

A more flexible 

gamification design is 

needed so students 

can take a break from 

the relatively dense 

and heavy learning 

content. 

Do you play while 

studying? 

100% 

answered 

Yes. 

V. DISCUSSIONS 

Based on the analysis enforced on two measurement 
instruments, gamification in TVET blended learning has 
proven to enhance student engagement during self-learning 
sessions. Student engagement during learning activities 
positively impacts students' learning experience, especially the 
emotions of fun that produce an effective learning 
environment. Subsequently, learning results increase through 
better student achievement than activities without gamification. 

The main contribution of this study is to develop a mobile 
learning application prototype into TVET blended learning 
with gamification to increase the potential of involvement. The 
developed application prototype can be used as a reference and 
modified according to the suitability of learning in other TVET 
fields that emphasize competence from the aspects of 
knowledge, skills, and attitudes. Moreover, this prototype 
expects to help facilitate learning and provide additional 
reference resources for instructors and students. 

Several previous studies also support the findings of this 
study. Gamification provides students a pleasant learning 
experience by encouraging comprehension, pleasure, and 
higher concentration. It promotes learning, lowers boredom, 
and enhances engagement, resulting in competitiveness and 
improved performance [27]. Students feel satisfied, have better 
interactions, stress and worry about the evaluation are lessened, 
and the generation's psychological requirements are met [28]. It 
boosts students' skills in discovering and solving complicated 
problems through simplified learning [8]. It increases student 
motivation as a stimulus for active participation in higher and 
continual learning performance. As a result, the dropout rate is 
reduced, particularly in the TVET context [29]. 

Even though gamification has a beneficial influence, 
several concerns must be addressed, particularly regarding 
long-term usage. For example, reducing students' motivation 
due to rules that prevent access to the next activity if they have 
not completed the previous one and notifications for 
completing incomplete activities or reaching a certain level 
[30]. 

VI. CONCLUSIONS 

This study successfully created a gamified mobile app 
prototype to assess the effectiveness of gamification on student 
engagement in TVET blended learning. Gamification assists 
students in improving their achievement and having a better 
learning experience. The prototype can be used in related 
domains and extended to additional TVET fields as gamified 
learning resources to ease the current learning process. 

This study encountered several limits, including a lack of 
research on gamification in the context of TVET blended 
learning environments compared to academic-based education. 
The limitation slightly disrupts the study flow to gathering the 
best and most useful reference materials. Next, mobile devices 
impact the delivery of learning materials because of the limited 
display size, which causes misunderstanding of simple 
statements by students, low-quality graphics due to small size, 
and the difficulty in maintaining uniformity, such as the size of 
texts and answer selection buttons. 

In addition, the application prototype is limited to Android 
device users only. Application prototype development for other 
platforms such as IOS devices and websites needs different 
software or system settings. This process requires allocating a 
lengthened period and appropriate expertise to enable the 
prototype on various platforms. 

Gamified prototypes have the potential to be expanded as 
an alternate technique for executing learning activities to 
enhance student engagement in TVET and other educational 
domains. Collaboration among diverse stakeholders such as 
instructors, universities, industries, and application developers 
is vital in maximizing gamification's benefits. As a result, 
future study recommendations presents as follows: 

• The sample size of the students from the control and 
experimental groups increased, and the more extended 
period of the application prototype use to determine a 
more accurate measurement of potential engagement. 

• Further research on more specific gamification elements 
and designs is needed as a measurement item to identify 
the existence of student engagement in detail. 

• The study is extended through blended learning using 
gamification for students with disabilities in the TVET 
environment. 

REFERENCES 

[1] M. A. Dokadawa and M. Ali, "Roles of Occupational Analysis towards 
Effective Teaching and Learning in Technical Vocational Education and 
Training (TVET) Institutions," East African Sch. J Edu Humanit Lit, 
vol. 4, no. 5, pp. 215–219, 2021, doi: 10.36349/easjehl.2021.v04i05.002. 

[2] A. Gerber and S. Eybers, "Converting to inclusive online flipped 
classrooms in response to Covid-19 lockdown," South African J. High. 
Educ., vol. 35, no. 4, pp. 34–57, 2021, doi: 10.20853/35-4-4285. 

[3] M. M. Mohamad, A. Ahmad, M. H. Yee, T. K. Tee, and A. N. Mohd 
Nasir, "Implementation of Self-Directed Learning in Enhancing Skills 
Dedicated to the Community College Teaching Staff," in Journal of 
Physics: Conference Series, Mar. 2021, vol. 1793, no. 1, doi: 
10.1088/1742-6596/1793/1/012031. 

[4] J. Jayalath and V. Esichaikul, "Gamification to Enhance Motivation and 
Engagement in Blended eLearning for Technical and Vocational 
Education and Training," Technol. Knowl. Learn., 2020, doi: 
10.1007/s10758-020-09466-2. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

180 | P a g e  

www.ijacsa.thesai.org 

[5] E. O. Ugwoke, T. O. Olinya, H. C. Anorue, and F. S. Abdullahi, 
"Policies on Digitalization of Instructions: Implication on Teaching and 
Learning of TVET Programmes," Vocat. Tech. Educ. J. (VOTEJ, vol. 2, 
no. 2, pp. 2734–2697, 2020. 

[6] A. S. Nabilah, F. A. N. Yunus, R. Mohd. Bekri, and M. Saiful Hadi, 
"COMPETENCY OF TVET INSTRUCTOR TOWARD TECHNICAL 
LESSON IN INSTITUT LATIHAN PERINDUSTRIAN (ILP)," Online 
J. TVET Pract., vol. 3, no. 1, 2018. 

[7] N. Jalinus, U. Verawardina, Krismadinata, R. Azis Nabawi, and Y. 
Darma, "Developing Blended Learning Model in Vocational Education 
Based On 21st Century Integrated Learning and Industrial Revolution 
4.0," Turkish J. Comput. Math. Educ., vol. 12, no. 8, pp. 1239–1254, 
2021. 

[8] T. Abdian, S. Abdollahifar, and L. Mosalanejad, "Implementation of 
Gamification from blended learning based on the flex model and 
efficacy of this program on students: an experiences from Iran, An 
Quasi-experimentaL Study," pp. 1–23, 2019, doi: 
https://doi.org/10.21203/rs.2.14677/v1. 

[9] A. M. Nortvig, A. K. Petersen, and S. H. Balle, "A literature review of 
the factors influencing e-learning and blended learning in relation to 
learning outcome, student satisfaction and engagement," Electron. J. e-
Learning, vol. 16, no. 1, pp. 46–55, 2018. 

[10] R. S. Alsawaier, "The effect of gamification on motivation and 
engagement," Int. J. Inf. Learn. Technol., vol. 35, no. 1, pp. 56–79, 
2018, doi: 10.1108/IJILT-02-2017-0009. 

[11] F. L. Khaleel, N. S. Ashaari, and T. S. M. T. Wook, "The impact of 
gamification on students learning engagement," Int. J. Electr. Comput. 
Eng., vol. 10, no. 5, pp. 4965–4972, 2020, doi: 
10.11591/ijece.v10i5.pp4965-4972. 

[12] L. A. Samah and A. Ismail, "Enhance Motivation and Engagement in 
Blended e-Learning for TVET Using Gamification," Proc. Int. Conf. 
Electr. Eng. Informatics, 2021, doi: 
10.1109/ICEEI52609.2021.9611100. 

[13] L. R. Halverson and C. R. Graham, "Learner engagement in blended 
learning environments: A conceptual framework," Online Learn. J., vol. 
23, no. 2, pp. 145–178, 2019, doi: 10.24059/olj.v23i2.1481. 

[14] K. Korkealehto and P. Siklander, "Enhancing engagement, enjoyment 
and learning experiences through gamification on an English course for 
health care students," Semin. J. Media, Technol. Lifelong Learn., vol. 
14, no. 1, pp. 13–30, 2018, doi: 10.7577/seminar.2579. 

[15] F. L. Khaleel, N. S. Ashaari, T. S. M. T. Wook, and A. Ismail, 
"Gamification elements for learning applications," Int. J. Adv. Sci. Eng. 
Inf. Technol., vol. 6, no. 6, pp. 868–874, 2016, doi: 
10.18517/ijaseit.6.6.1379. 

[16] T. S. M. T. Wook, I. Y. Zairon, M. Rahmat, H. A. Dahlan, and S. M. 
Salleh, “Strategi gamifikasi gaya mentoran pembelajaran aktif dalam 
kalangan pelajar milineal,” J. Teknol. Mklm. dan Multimed. Asia-
Pasifik, vol. 10, no. 1, pp. 141–155, 2021. 

[17] D. A. Alajaji and A. A. Alshwiah, "Effect of combining gamification 
and a scavenger hunt on pre-service teachers' perceptions and 
achievement," J. Inf. Technol. Educ. Res., vol. 20, pp. 283–308, 2021, 
doi: 10.28945/4809. 

[18] F. L. Khaleel, N. S. Ashaari, and T. S. M. T. Wook, "An empirical study 
on gamification for learning programming language website," J. 
Teknol., vol. 81, no. 2, pp. 151–162, 2019, doi: 10.11113/jt.v81.11133. 

[19] F. L. Khaleel, N. S. Ashaari, T. S. M. T. Wook, and A. Ismail, 
"Gamification-based learning framework for a programming course," 
Proc. 2017 6th Int. Conf. Electr. Eng. Informatics Sustain. Soc. Through 
Digit. Innov. ICEEI 2017, vol. 2017-Novem, pp. 1–6, 2018, doi: 
10.1109/ICEEI.2017.8312377. 

[20] J. Jayalath and V. Esichaikul, "Gamification-embedded eLearning 
courses for the learner success of competency based education : Case of 
Technical and Vocational Education and Training," 8th Pan-
Commonwealth Forum Open Learn., no. November, 2016. 

[21] A. Hansch, C. Newman, and T. Schildhauer, "Fostering Engagement 
with Gamification: Review of Current Practices on Online Learning 
Platforms," SSRN Electron. J., 2015, doi: 10.2139/ssrn.2694736. 

[22] S. N. M. Mohamad, N. S. S. Sazali, and M. A. Mohd Salleh, 
"Gamification Approach in Education to Increase Learning 
Engagement," Int. J. Humanit. Arts Soc. Sci., vol. 4, no. 1, pp. 22–32, 
2018, doi: 10.20469/ijhss.4.10003-1. 

[23] S. N. M. Mohamad, M. A. M. Salleh, M. Hakim, A. Hamid, L. K. M. 
Sui, and C. K. N. C. K. Mohd, "Adaptive Learning Strategies with 
Gamification to Enhance Learning Engagement," Indian J. Sci. 
Technol., vol. 12, no. 31, 2019, doi: 10.17485/ijst/2019/v12i31/146871. 

[24] S. A. Menon, "Designing Online Materials for Blended Learning: 
Optimising on BookWidgets," Int. J. Linguist. Lit. Transl., vol. 2, no. 3, 
pp. 166–174, 2019, doi: 10.32996/ijllt.2019.2.3.19. 

[25] M. Tan and K. F. Hew, "Incorporating meaningful gamification in a 
blended learning research methods class: Examining student learning, 
engagement, and affective outcomes," Australas. J. Educ. Technol., vol. 
32, no. 5, pp. 19–34, 2016, doi: 10.14742/ajet.2232. 

[26] A. Y. Kolb and D. A. Kolb, "Experiential learning theory: A dynamic, 
holistic approach to management learning, education and development," 
Armstrong Manag. Learn. Edu. Dev., pp. 42–68, 2011, doi: 
10.4135/9780857021038.n3. 

[27] A. Henukh and Y. Guntara, "Analyzing the response of learners to use 
kahoot as gamification of learning physics," Gravity  J. Ilm. Penelit. dan 
Pembelajaran Fis., vol. 6, no. 1, pp. 72–76, 2020, doi: 
10.30870/gravity.v6i1.7108. 

[28] C. K. Meng, J. S. Mohd Nasir, T. M. Ming, and K. A. Choo, "A 
Gamified Classroom with Technical and Vocational Education and 
Training (TVET) Students using Quizziz," Int. J. Educ. Islam. Stud. Soc. 
Sci. Res., vol. 4, no. 1, pp. 1–6, 2019, [Online]. Available: 
http://ijeisr.net/Journal/Vol-4-No-1-Isu-02.pdf. 

[29] G. Lückemeyer, "Virtual blended learning enriched by gamification and 
social aspects in programming education," 10th Int. Conf. Comput. Sci. 
Educ. ICCSE 2015, no. Iccse, pp. 438–444, 2015, doi: 
10.1109/ICCSE.2015.7250286. 

[30] C. Mese and O. O. Dursun, "Effectiveness of gamification elements in 
blended learning environments," Turkish Online J. Distance Educ., vol. 
20, no. 3, pp. 119–142, 2019, doi: 10.17718/tojde.601914. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

181 | P a g e  

www.ijacsa.thesai.org 

Campus Quality of Services Analysis of Mobile 

Wireless Communications Network Signal among 

Providers in Malaysia 

Murizah Kassim1, Zulfadhli Hisam2, Mohd Nazri Ismail3 

Institute for Big Data Analytics and Artificial Intelligence (IBDAAI)Universiti Teknologi MARA 

40450 Shah Alam, Selangor, Malaysia1 

School of Electrical Engineering, College of Engineering, Universiti Teknologi MARA, 40450 Shah Alam, Selangor, Malaysia1, 2 

Faculty of Science and Defence Technology, National Defence University of Malaysia, Kuala Lumpur, Malaysia3 

 

 
Abstract—Wireless communication is very important in this 

generation where todays 5G internet connection is still 

unconfirmed and 4G communication is still needed. Network in 

Malaysia has been supported by many telecommunication 

companies and the Quality of Services is still poor supported 

especially in the campus area. This research presents a 

performance analysis of Quality of Services for 4G wireless 

Communication among Providers supported in a campus area in 

Malaysia. A 4G Nemo Outdoor wireless analyzer was used to 

collect the Reference Signal Received Power (RSRP) signal data 

based on the identified campus road maps. Digi and U-Mobile 

Network was identified and compared as two 

telecommunications providers in the testing. The identified road 

maps were analyzed along the routes while testing signals are 

collected while driving. It is identified that Digi supports better 

for the Mobile broadband network which shows an excellent of 

1% and good connections of 29 % and 0% signal loss in the drive 

areas. RSRP signal for U-Mobile shows there is 8% signal loss 

and the connections provided only at the Mid-Cell for 43% and 

Cell Edge connections for 48%. This concludes that the 4G signal 

strength in the campus area having average signal strength, but 

some medium signal strength is also identified based on the road 

locations. This research is significant for QoS of supports mobile 

network in a campus area. 

Keywords—Quality of services; 4G/LTE; mobile network; 

wireless communication; RSRP; campus network 

I. INTRODUCTION 

Wireless communications have enabled the connection of 
billions of people to the Internet which they benefit from 
today's digital economy. A mobile phone is one of today's 
wireless communication devices where it allows people to use 
their devices and communicate everywhere in the world. It is 
identified that every sector of the economy now relies upon 
wireless technologies such as in banking, agriculture, 
transportation, healthcare, education, and many more [1]. 
Todays, the development of 4G to 6G services, mobile 
network, high-speed data, wireless sensor network and 
broadband services have become the most important sources 
of mobile communications operation services [2, 3]. 
Population changes using mobile phone data has been 
investigates and the social networking sites use and college 
students’ academic performance on testing for an inverted U-
shaped relationship using automated mobile app usage data 

also has been analyzed[4]. 5G is a robust wireless 
communications networks but 5G is still in the stage of testing 
in Malaysia. Performance Analysis of Mobile Broadband 
Networks with 5G Trends and planning of antenna for future 
5g energy harvesting in Malaysia has been done[5, 6]. Many 
applications and systems today like artificial intelligence and 
the Internet of Things need higher bandwidth to achieve QoS 
in communications either in wireless broadband or wireless 
sensor network [7, 8]. The advantage of using the wireless 
network is the costing is inexpensive compared to a wired 
network. A wireless network is using Radio Frequency (RF) 
for transmitting and receiving data by using the wave. The 
internet can be achieved on two platforms which are 
connections through coverage mobile data plan subscribed to 
the telecommunication by using the smartphone. Secondly are 
the broadband connections devices for the installation of 
network in a most permanent building. The problem of mobile 
data for broadband providers needs updates checking for QoS.  
Some connections are identified as loss and slow. Thus, 
identify routes or areas of the supported broadband needs 
manually testing by using certain software to inspect all places 
without the reference map of routes. The other problems of 
data transmissions are noise. 

This research described the performance analysis that has 
been done for QoS for 4G Wireless Communication among 
Providers which was tested in a campus area. A Nemo 
Outdoor tools and software has been used as the platform to 
analyze the transmission data 4G while driving test along the 
identified route maps in a campus network is identified for 
data collections. The Reference Signal Received Power 
(RSRP) performance of the 4G signal strength is presented to 
show the QoS for both providers in supporting coverage in the 
campus network. 

II. RELATED WORK 

There are many types of performance analysis of the 
wireless network of 4G. Multiple-input and multiple-output 
(MIMO) is one technique for performance analysis for 4G 
Wireless. One research has presented that MIMO and 
orthogonal frequency division multiplexing (OFDM) were 
used for supported high data rate and high performance in 
different channel conditions [9]. Many methods have shown 
the use of different applications of voice and data connection 
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in the 4G wireless network. 4G analysis performance also 
used MADM algorithms which are integrated into three types 
of network situations. The network is WLAN, UMTS, and 
WiMAX [10]. Some references identified that the 
performance analysis for 4G wireless communication had 
three possible architecture types which are multimode devices, 
overlay networks, overlay networks, and common access 
protocol. The multimode device can access services in a 
different wireless network. The multimode device can 
improve call and expand effective coverage areas [11]. 
Conventional mobility management schemes tend to hit the 
core network with increased signaling load when the cell size 
is shrinking and the user mobility speed increases. A survey 
has been done for the idle mode mobility management and 
then proposes a new architecture, namely predictive mobility 
management (PrMM) to mitigate the identified challenges 
[12]. Malaysia has many telecommunications providers’ 
services for wireless communication such as 4G/LTE. The 
famous providers in Malaysia are Celcom, Digi, Maxis, U-
Mobile, and many more. These providers are much designated 
for the wireless network for the 4G services. 4G services are 
identified as the promise of a higher platform of a wireless 
network in the world although 5G has been implemented not 
all countries are ready and supported on the platform [13]. The 
fourth generation was upgraded from the three-generation 3G 
network. The different and the important of upgrading from 
the 3G to 4G network are the specifications on the coverage of 
speed and the costing to the consumers. The Table I shows the 
DIGI data features and Table II shows the U-Mobile data 
features on the download speed, upload speed, and latency 
between 3G and 4G of Digi and U-MOBILE network [14]. 

The keys of the 4G infrastructures are accessing 
information connected to a wide range of information and 
services, and receiving a large volume of information, data, 
pictures, voice, and video [15]. 4G is using the Orthogonal 
Frequency Division Multiplexing (OFDM) [16]. Besides, the 
advantages of using the 4G have advantages of supporting a 
higher speed that can reach up to 100Mbps. Using 4G with 
higher speed can do many things such as playing online 
games, watching high-definition video streaming, VOIP and 
can get interactive TV [17, 18].  The 4G there have 5 
important ways and factors of making the 4G are Orthogonal 
Frequency Division Multiplexing (OFDM), Mobile WiMAX, 
Ultra Mobile Broadband (UMB), multiple-input multiple-
output (MIMO), and Long-Term Evolution (LTE) [19]. It is 
mentioned that Mobile broadband (MBB) is one of the critical 
goals in fifth generation (5G) networks due to rising data 
demand. MBB provides very high-speed internet access with 
seamless connections. Existing MBB, including third-
generation (3G) and fourth-generation (4G) networks, also 
requires monitoring to ensure good network performance [20]. 
Fig. 1 shows the Long-term Evolution or LTE are the norm for 
mobile device wireless broadband and Global Mobile 

Communication System (GSM) information terminals. Using 
LTE can improve the information network's ability and speed 
focus applied in Malaysia[21]. Using LTE can enhance the 
capacity and speed of the data network. LTE characteristic are 
the bandwidths are can improve from 1.4 MHz until 20 MHz, 
LTE also supports the frequency division duplexing (FDD) 
and the time division duplexing (TDD)[18]. Additionally, the 
LTE can support the voice and data to the cell towers with 
older network technology such as CDMA2 2000 that are 
family of 3G mobile technology that can be sending voice, 
data, and signaling data besides mobile phone and cell sites 
[22]. 

TABLE I. DIGI DATA FEATURES 

Feature 3G 4G 

Download speed (Mb/s) 1.4 7.7 

Upload speed (Mb/s) 0.3 3.4 

Latency (ms) 657 45 

TABLE II. U-MOBILE DATA FEATURES 

Feature  3G 4G 

Download speed (Mb/s) 1.7 13.3 

Upload speed (Mb/s) 0.4 3.4 

Latency (ms) 630 31 

 

Fig. 1. Network Concept of Long-Term Evolution (LTE). 

III. PROPOSED METHOD 

A. Research Flow 

Fig. 2 shows the research flowchart of the process. There 
are a few steps that need to follow in collecting the data by 
using the Nemo Outdoor 
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Fig. 2. Research Flowchart. 

First, the task of checking or selecting the type of 
telecommunication network that can be identified around the 
campus area in Shah Alam is defined. Digi and U-Mobile 
were chosen based on the pre-trial where both signals gave the 
highest output in the communications signal. Next, the Nemo 
outdoor device and software is set for mapping signal is 
configured. After the configurations are justified and 
pretesting, the Nemo outdoor devices are to be ON while 
driving test followed by the route maps was tested. Data 
collections on the signal strength from Digi and U-Mobile 
have been set according to its frequencies on the Nemo 
Outdoor device. IF there are errors occurred then the driving 
test must be done again until the signal is collected 
successfully. During the drive test process, the data collection 
on the signal must be in real-time captured smoothly by time. 
Lastly, the result of the data collections is smoothly continued 
to be extracted from the Nemo software. Data is analyzed 
based on the defined wanted graph. 

B. Campus Route Map 

The location of the route maps is defined to search for the 
RSRP Signal strength where setting is to be done on the Nemo 
outdoor. The Nemo Outdoor software then will open the maps 
to know the location of selected area for signal data collection. 
A Campus area has been selected which analysis on the data is 
important to present the reliability for students’ connections in 
the campus who subscribed to the mobile data plan. 

1) Nemo monitoring tools: The process of collecting the 

data is by drive testing which driver needs to ride the vehicle 

by following or marking the maps to get the data network 

signal and strength for RSRP. RSRP can be identified on the 

Long-Term Evolution (LTE) and 4G network. The admin for 

the data collector needs to insert a type of SIM card networks 

such as Digi or U-mobile into the smartphone of the Nemo 

Outdoor. This process is easier for data collection for each 

type of network, and it is read from the smartphone. Next, 

after the Handy Nemo software is activated from the admin or 

driver smartphone who drives the car according to routes of 

the campus map. The route of the campus maps also is 

mapping to the Nemo software. However, the route also can 

be created by the driver while driving the car. Table III shows 

the parameters for the used Nemo Outdoor analyzer. 

TABLE III. DESCRIPTION OF NEMO OUTDOOR DEVICES 

Type of Devices Description 

Laptop 

• To open the software of the Nemo Outdoor 

• To extract or transfer the data collect from the 

smartphone (Handy Nemo software) 

Smartphone 
• Known as Handy Nemo devices in collecting the 

data network  

Dongle  

(Outdoor 

Measurement) 

• The license to open the software of Nemo Outdoor 

• To measure the measurement collection data  

Dongle  

(Outdoor Playback) 

• The license to open the software of Nemo Outdoor 

• To measure the data playback of the route  

Fig. 3 shows the handy Nemo Outdoor software with a 
specified setting and Fig. 4 shows the identified maps for data 
collections on the Digi network and U-mobile 4G network 
signals which have been linked to the laptop interface 
platform. Fig. 5 shows the Nemo Outdoor playback and 
measurement for the data signal collections. 

 

Fig. 3. Handy Nemo Software. 
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Fig. 4. Interface of Maps to PC or Mobile. 

 

Fig. 5. Outdoor Playback & Measurement. 

2) Digi and U-Mobile  network: The Digi and U-Mobile 

network has been identified for analysis based on the best 

pretesting signals achieved compared to the other providers. 

The references for checking the quality and strength of the 4G 

network have been established. The performance analysis has 

measured the RSRP for both Digi and U-Mobile network. 

RSRP is the average Resource Elements (RE) power that 

carries cell-specific Reference Signals (RS) across the whole 

bandwidth. Thus, RSRP is measured only in the RS symbols. 

RSRP is the average of one RS resource element received. 

Fig. 6 and Fig. 7 shows the driving test followed the route of 

maps of in the campus area for both networks. 

 

Fig. 6. Digi 4G Network Map. 

 

Fig. 7. U-Mobile 4G Network Map. 

The Handy Nemo Outdoor has collected the data of each 
sector in the campus area in Shah Alam by following the 
routes map. The reading data on strength of the signal by the 
4G network of Digi and U-Mobile are collected. The person in 
charge or driver needs to understand the condition of strength 
RSRP either it is Excellent, Good, Mid Cell, and Cell Edge 
while driving. Table IV shows the RF condition for the 4G 
signal strength. Additional quality can be measure by 
Reference Signal Received Quality (RSRQ), but it is not 
measured in this research. 

TABLE IV. RADIO FREQUENCY (RF) CONDITION 4G SIGNAL STRENGTH 

RF Condition  RSRP (dBm) RSRQ (dB) 

Excellent  >= -80 >= -10 

Good -80 to -90 -10 to -15 

Mid Cell/ Medium -90 to -100 -15 to -20 

Cell Edge <= -100 < -20 
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3) LTE signals strength: RSRP is the average power 

received from a single Reference signal, and its typical range 

is around -44dbm (good) until -140dbm (bad) and the RSRQ 

is indicating the quality of the received signal, and its range is 

typical -19.5dB (bad) to -3dB (good). 

• Identification of providers Signal 

The identification of providers signal has been tested by 
using the Nemo Outdoor Software. This process needs to be 
done separately where the providers’ signals will 
automatically be identified by the Nemo software. If the 
signals are undefined in the area the system will record as No 
Signal. Along the way while driving testing if the signal is 
changing the providers the system will record as Change Cells 
of network identification. 

• RSRP Signal Strength 

Nemo Outdoor Software is a multifunction for taking any 
data on wireless communication. The RSRP signal strength of 
the 4G network has been collected when the process identifies 
the provider's signal. The person in charge of the driving test 
needs to identify the signal strength of RSRP data collection. 
Some instructions must be followed to ensure the collection 
data signal strength of RSRP. 

4) Data Collection RSRP: Two approaches can be done in 

collecting the data signals. First is the signal data can be 

request from the Research and Development team of each 

provider, but normallly this approach is hard where data is 

confidential for outsiders. The second approach is where 

researchers must collect themselves the data based on the 

targetted area. Thus, Nemo Outdoor device and software is 

one of the most usable devices for data collections. Nemo 

outdoor provided data collections for RSRP strength of the 4G 

network. Few steps to be followed by the Nemo outdoor users 

for data collections in order the signal to be collected correctly 

without failed for data analyzing. The steps of setting up 

Nemo needs to be explored more where connections to the end 

devices like smartphone, laptop, and dongle of Nemo’s license 

must be correct and properly running. 

The research gaps have been identified such as the 
Performance, Speed, Frequency of 4G Network and RSRP 
Signal strength has been compared and identified in analyzing 
the performance of Campus Quality of Services Analysis of 
Mobile Wireless Communications Network Signal among 
Providers in Malaysia. 

IV. RESULT AND ANALYSIS 

A. RSRP Signal Strength 

Fig. 8 and Fig. 9 show the data collection of Digi 4G 
Network and U-mobile 4G Network strength which is the 
RSRP signal for about an hour. The graph shows the condition 
strength of both networks was the same, but it has different 

condition strength between each time in minutes. Result 
explained that most signals of LTE were greater than -
100dbm, that means some of the area in the campus area have 
faced bad 4G/LTE signal of LTE. 

B. Digi and U-Mobile RSRP Performance Analysis 

The performance analysis for 4G/LTE signal strength is 
presented for both networks. The process of analyzing the 
collecting data which refers to the LTE signal strength is 
referred to Table IV. Result presents the 4G network signal 
strength based on the data referred to the reading of RSRP. 
The RF condition of the strongest signal was divided into four 
categories. First, Excellent that range is below and equal to -
80dbm. Second, Good range from -80dbm until -90dbm. 
Third, Mid Cell range from -90dbm until -100dbm, and lastly 
cell edge was above -100dbm it shows that the signal strength 
was weak in those areas. Fig. 10 shows a five (5) hour data 
collection and Fig. 11 shows the best of RSRP signal strength 
that can be concluded that it has a few places that have a good 
4G/LTE signal strength. The places that have the good signal 
strength of LTE were at the resident places which are the 
colleges, faculty, and cafeteria. 

 

Fig. 8. RSRP Signal for Digi 4G Network. 

 

Fig. 9. RSRP Signal for U-Mobile 4G Network. 
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Fig. 10. Digi 4G/LTE Signal Strength Network. 

 

Fig. 11. Best Digi 4G/LTE Signal Strength Network. 

Fig. 12 shows that some areas in the campus have a bad 
result of the signal strength of LTE or 4G network for U-
mobile network. Some are having loss signal. Fig. 13 shows 
the best identified signal strength and most of the result from 
the signal strength in the campus area was only medium-range 
and cell edge signal strength. This is due to result shows the 
strength was mostly over and above from the -90dbm until -
100dbm an above. Table V presents the comparison of Digi 
and U-Mobile RSRP identified form the research. It is 
identified that Digi supports better for the Mobile broadband 
network which shows an excellent of 1% and good 
connections of 29% and 0% signal loss in the drive areas. 
RSRP signal for U-Mobile shows there is 8% signal loss and 
the connections provided only at the Mid-Cell for 43% and 
Cell Edge connections for 48%. 

 

Fig. 12. U-Mobile 4G/LTE Signal Strength Network. 

 

Fig. 13. Best U-Mobile 4G/LTE Signal Strength Network. 

TABLE V. DIGI AND U-MOBILE COMPARISON PERCENTAGE OF RSRP 

RSRP Strength Digi U-Mobile 

Excellent 1% 0% 

Good 29% 0% 

Mid-Cell 59% 43% 

Cell Edge 10% 48% 

No Signal 0% 8% 

DiGi comes top for Download Speed Experience which 
presents DiGi users experienced the fastest overall mobile 
download speeds in Malaysia. This result has supported the 
Mobile Network Experience Report that presents 17.6 Mbps 
on average of 8% (1.3 Mbps) faster than Maxis’s users, 
37.5%-40.4% faster than U Mobile and Unifi users, and 
almost 84% faster than those on Celcom broadband mobile 
network [23]. 

V. CONCLUSION 

This research has successfully analyzed the Quality of 
Services for 4G Wireless Network Communications among 
Providers in a campus network. Two main providers were 
analyzed which is Digi and U-Mobile which are most 
identified signal in the campus network. The transmission data 
of the LTE or 4G signal strength is identified which shows 
how the transmission data was done using the Nemo Outdoor. 
The transmission of signal strength of 4G has shown a 
different strength in each different place in the campus 
between the providers. Research also identified that data 
collection to analyse the problem of the quality and the 
performance of the signal strength that needs to improve. The 
used of NEMO Outdoor is a good platform for company 
telecommunication to get the signal and quality strength of the 
4G network which is easy to detect and analyze the place that 
has the low 4G network signal strength. Future research 
recommendation is to try to make a network that can detect 
more different types of data analysed. 
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Abstract—Alumni data are mostly managed through paper-

based and word file. With lots of alumni graduating each year, 

these massive data become difficult to handle. It is hard to look 

for past alumni data to know their current situation. Since the 

data is kept conventionally, there is no communication between 

the alumni and the faculty. Therefore, we proposed a solution 

that includes alumni information regarding their status in life 

where alumni themselves and individuals in the faculty can see. 

This study aims to visualize alumni data from a faculty in a 

public university through an exploratory dashboard using the 

identified data visualization techniques. This study adopts the 

dashboard development process consists of three major phases, 

which are conception, visualization, and finalization phase. The 

primary audience is identified and the theme for the dashboard is 

decided in the conceptual phase. The primary and support views 

are then designed together with the layout during the 

visualization phase. At the end of the study, the exploratory 

dashboard for alumni data using multidimensional and 

hierarchical data visualization is finalized with the interactive 

elements. The results are interpreted through descriptive and 

diagnostic analysis. The dashboard is then evaluated through 

convenience sampling technique to verify the representation of 

the dashboard. Majority respondents agreed on the simplicity of 

exploratory dashboard and the amount of data is also sufficient 

with the selection of the visualization types. The dashboard is 

beneficial to the university’s administrator, alumni, and public. 

Keywords—Alumni; descriptive analysis; diagnostic analysis; 

data visualization; exploratory dashboard 

I. INTRODUCTION 

Alumni is classified as a significant secondary source of 
revenue [1]. Alumni are one of the important resources for the 
university. They are the individuals who symbolize the 
university within the world. Numerous alumni networks were 
at first began from regional groups of alumni united for 
university fundraising activities. These associations gradually 
obtained an added significance within the evolution of the 
university due to their tremendous advocacy capability that 
assists the university and prepares students in their future 
profession. 

By connecting with alumni, a university can keep on 
profiting from their abilities and knowledge. Alumni 
management is straightforwardly related to the amplification 
impact of alumni resources in this technology era. The issue is 
that the conventional alumni data management system is hard 
to adjust to the large alumni groups and the massive amount of 
data [2]. The current method used by the university in 

managing alumni data is through the traditional way where the 
alumni management staff is maintaining paper-based 
documents to store the information, for example, alumni and 
college details. 

Thus, it is hard to sustain the past information and 
important data through a paper-based method. Staffs require 
more time to create required alumni reports. It is dreary to 
administer past information, which requires much room to 
store every one of the past year’s records and documents 
paperwork. For example, Universiti Teknologi MARA is 
among the public university in Malaysia and has branches in 
every state in the country. Thus, they have a lot of alumni 
every year and without data visualization, it will be hard to 
trace the alumni current situation or where they are going after 
they finish their study. 

There are several universities in Malaysia that embodied 
data visualization in their systems for alumni, but the 
visualization is limited to certain criteria. This paper proposes 
an alumni data visualization through an exploratory dashboard 
using identified data visualization techniques. This study uses 
the data from alumni of the Faculty of Computer and 
Mathematical Sciences, Universiti Teknologi MARA, 
Malaysia. The data are the alumni general academic program 
data and employment data, without containing any personal 
information. These alumni data are visualized using 
multidimensional and hierarchical data visualization. 

The paper consists of five sections. It starts with Section I 
Introduction; continues with Section II Related Works. It 
follows by Section III Methodology to report on the methods 
used in this study. Then, Section IV includes the results and 
discussion, and the last section concludes the study. 

II. RELATED WORKS 

A. Data Visualization 

Data visualization is the act of presenting data or 
information into a pictorial or graphical context, such as a 
chart, a map, or other visual formats, to make information 
uncomplicated for the human brain to comprehend and 
understand [3]. 

Data visualization is a sector that corporates data from 
numerous fields, for example, psychology which examines the 
data insight and the effect of certain components on data 
insight, next is the computer science and statistics field which 
expanded ideas in the new area like artificial intelligence and 

Sponsored by Ministry of Higher Education (MOHE) under the Fundamental 
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data mining methods [4]. The visual and multimedia design 
field is also crucial to assembling infographic dashboards 
which involve a few elements including data, scales, lines, 
bars, and colored shaped sizes. 

B. Types of Data Visualization 

Some of most popular data visualization types are 
temporal, hierarchical, network, multidimensional, and 
geospatial data visualization. These data visualization types 
have different criteria and strengths in representing the alumni 
data. 

1) Temporal Data Visualization: Data that have 

progressive values significant and recorded. Temporal 

visualizations usually include lines that either remains solitary 

or overlap with one another, with a beginning and end time 

[5]. Examples of temporal data visualization are scattered 

plots, line graphs, and polar area diagrams. This type of data 

visualization can represent the changes of data in timeline 

form. The parameters used in the alumni visualization are not 

suitable for temporal data visualization because there are no 

data on time-related. Thus, this study does not use the 

temporal data visualization. 

2) Hierarchical Data Visualization: Information that can 

be organized as a tree [6]. The connection between the parent 

nodes and the child nodes forms a tree network. It shows how 

information was positioned and arranged together in a system 

[7]. Examples of hierarchical data visualization are treemap 

charts, tree diagrams, and sunburst diagrams. This type of data 

visualization can be used in data consisting of main categories 

and sub-categories. This study use a treemap chart to visualize 

alumni job category based on their domain. 

3) Network Data Visualization: A set of nodes with links 

interfacing with the nodes [8]. Nodes stand for data points, 

and links represent the associations between them [9]. 

Examples of network data visualization are matrix charts, 

node-link diagrams, and word clouds. This data visualization 

is widely used on social media platforms such as Twitter and 

Instagram. Since the alumni data in this study has no 

relationship between parameters, network data visualization is 

not suitable to be used as the alumni data do not involve any 

associations among the dataset. 

4) Multidimensional Data Visualization: It analyzes 

various data dimensions or qualities [10]. Multidimensional 

data visualization includes simply looking at distributions and 

possible connections, patterns, and relationships among these 

qualities. Examples of multidimensional data visualization are 

bar charts, Venn diagrams, and pie charts. Among all the five 

types of data visualization, multidimensional is commonly 

used for the dataset because the alumni data consists of many 

parameters that are suitable for multidimensional as it allows 

representation of multiple categories in the dataset. 

5) Geospatial Data Visualization: It is the earliest type of 

data visualization [11]. Geospatial data visualization covers 

factors on a map using latitude and longitude to encourage 

understanding. Examples of geospatial data visualization are 

choropleth maps, cartograms, and heat maps. This data 

visualization is used for data that has locations and involve the 

use of the map. In alumni data visualization, choropleth is 

suitable to visualize alumni location because it uses values on 

a specific region on the map. However, we exclude this 

location information due to the privacy issue. 

From Table I, two types of data visualization are more 
suitable to represent the relationship between alumni datasets 
in this study. Multidimensional data visualization and 
hierarchical data visualization can visualize multiple data 
variables such as alumni general data and alumni employment 
data, and it is easier to interpret the data and extract the 
information from the data. 

TABLE I.  COMPARISON OF DATA VISUALIZATION 

Characteristic 
Types of Data Visualization 

Temporal Hierarchical Network Multidimensional Geospatial 

Type of data 
Time series, the    event 

sequences  

Data which have main 

category and sub-category 

Relationship between 

nodes and links 

Multiple data 

parameters and 

categories 

Data involving 

geographical location 

Usage 

Use in climate data, 

and historical 

presentation 

Use in politics, 

mathematics, or 

organizations 

Use in social media platform 
Use in medicine and 

social sciences 

Use in Google 

maps, and weather 

maps 

Technique 
Scatter plot, Line graph, 

Polar Area, Time Series 

Tree Diagram, Sunburst 

Diagram, Tree Map Chart, 

Circle Packing 

Matrix Chart,  Node-Link 

Diagram, Word Cloud, 

Sankey Diagram 

Stacked Bar   Chart, 

Pie Chart, Venn 

Diagram, Histogram 

Choropleth Map, 

Density Map, 

Cartogram, Heat 

Map 

Justification for 

the usage of 

data 

visualization in 

the proposed 

alumni data 

visualization 

The parameters use 

in the alumni 

visualization is not 

suitable for temporal 

data visualization 

because there are no 

time-related data. 

Can be used in data consists 

of main category and sub-

category. This study uses 

treemap chart to visualize 

alumni job category based on 

their domain 

The alumni data used in this 

study are simple data, 

network data visualization is 

not suitable to be used as the 

alumni data do not involve 

any associations among the 

datasets. 

Multidimensional is 

commonly used 

because the alumni 

data consists of 

parameters that 

allows representation 

of multiple categories 

in the dataset. 

The alumni data used 

in this study is not 

suitable for geospatial 

data visualization 

because there are no 

data on alumni state of 

origin.   
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C. Alumni Data Visualization 

This section focuses on analyzing five existing alumni data 
visualization models from foreign and Malaysia local 
universities. 

1) Graduate Alumni Salaries – University of Colorado 

Boulder: It develops a data visualization for its alumni based 

on their salaries as shown in Fig. 1. This university used 

multidimensional, geospatial and hierarchical data 

visualizations [12]. The multidimensional data visualization is 

horizontal bar charts to visualize the alumni salaries, the job 

category and the employer category. The geospatial data 

visualization is a choropleth map to show the employer 

location by state. A treemap, which is a hierarchical data 

visualization, shows the top industries category where it 

displays categories similar to each other and any correlations 

between them. This data visualization has a filter feature to 

enable the user to search data based on specific keywords. 

This data visualization does not use temporal and network 

data visualization as it does not have any parameters that are 

suitable for that type of data visualization. This data 

visualization uses three colors, which are chocolate, grey and 

black. The use of three colors give a simpler and neat look. 

The visualization does not look crowded and messy. 

2) Mapping Institutes of Fine Arts (IFA), New York 

University Alumni: It develops a data visualization for their 

alumni, which shows the current employment status of their 

active alumni as shown in Fig. 2 and Fig. 3 [13]. This institute 

uses network and multidimensional data visualizations. The 

network data visualization used is a network map that shows 

the current employment location of alumni where it shows 

how the different location is interconnected from one node to 

other nodes through link lines. The multidimensional data 

visualization used is a vertical bar chart to visualize the type 

of employment of the alumni. In this data visualization, 

several colors are used to represent the employment categories 

and display them in the bar graph. This data visualization does 

not use geospatial, temporal or hierarchical data visualization 

because the dataset involved is not related to this type of data 

visualization. This data visualization also uses a filter feature 

to enable the user to search alumni data based on institutes 

and people. 

3) Alumni of  Universiti Malaysia Sarawak: The 

university developed a data visualization for their alumni, 

which shows the number of alumni graduates from each 

faculty from 2006 to 2015 [14]. This data visualization used 

multidimensional data visualization and display data insight 

for the website visitor as shown in Fig. 4. The university used 

a stacked bar graph to show the trend of alumni graduates 

based on their level of study. This data visualization does not 

use an interactive dashboard. Thus, the visitor can only view 

the website for the alumni data and they cannot interact with 

the data. This data visualization only uses multidimensional. 

Thus, the presentation of data is not complete as it only 

visualizes the number of alumni who graduated. The alumni 

visualization developed in this research study can enhance this 

issue by implementing the interactive dashboard for the 

alumni and incorporating other types of visualization to 

represent different types of alumni data. 

 

Fig. 1. Data Visualization for Graduate Alumni Salaries. 

 

Fig. 2. Network Data Visualization for Institutes of Fine Arts. 

 

Fig. 3. Multidimensional Data Visualization for Institutes of Fine Arts. 
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Fig. 4. Data Visualization for Universiti Malaysia Sarawak Alumni. 

4) Alumni of Universiti Islam Antarabangsa Malaysia: 

The univeristy has developed a data visualization for its 

alumni, which shows the total numbers of local and 

international alumni [15]. This interactive data visualization 

used geospatial data visualization to display the number of 

alumni based on the country of origin as shown in Fig. 5. It 

used a choropleth map to visualize the geographical area 

where it will display the number of alumni based on the state. 

The university does not use an interactive dashboard for their 

data visualization as they only implement visualization for 

alumni state. The visitor can hover over the map and the 

number of alumni is displayed for the country chosen. Since 

this data visualization only uses geospatial, a lot of alumni 

data are not shown and the visualization looks simple. The 

visualization can be enhanced by including more types of data 

visualization so that more alumni data can be visualized to 

user. 

5) Alumni Data of Heritage College of Osteopathic 

Medicine, Ohio University: The university developed a data 

visualization for their alumni, displaying the percentage of 

alumni practising area and specialization [16]. This interactive 

data visualization used multidimensional and hierarchical data 

visualization to visualize the alumni data as shown in Fig. 6 

and Fig. 7. A multidimensional data visualization used in this 

system is the pie charts to show the percentage of alumni 

practicing and training areas in the primary and non-primary 

sectors. While the hierarchical data visualization used is a 

treemap chart to show the number of alumni based on their 

specialization. In the pie chart, several colors are used to 

represent the keyword for the alumni practicing sectors. The 

pie chart has also been divided into four sections with four 

different colors to enable the user to see the data explicitly and 

differentiate it. The treemap chart also been divided into four 

different colors to indicate the different categories for the 

alumni specialization. This research study will include these 

two types of data visualization in order to visualize the alumni 

general data and alumni occupation data. 

From Table II, the existing data visualization developed by 
the University of Colorado Boulder shows the best data 
visualization method and suitable to be adopted in this study. 
This is because the data visualization used by the university is 
multidimensional data visualization, hierarchical data 
visualization and geospatial data visualization. In this study, 
we adopt this technique to visualize alumni general data and 
alumni employment data. 

 

Fig. 5. Data Visualization for Universiti Islam Antarabangsa Malaysia 

Alumni. 

 

Fig. 6. Multidimensional Data Visualization for Ohio  University Alumni. 

 

Fig. 7. Hierarchical Data Visualization for Ohio    University Alumni. 
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TABLE II.  COMPARISON OF EXISTING MODEL OF ALUMNI DATA VISUALIZATION 

Characteristic 

Existing Model of Alumni Data Visualization 

University of Colorado 

Boulder 

Institutes of Fine 

Arts (IFA), New York 

University 

Universiti Malaysia 

Sarawak (UNIMAS) 

Universiti Islam 

Antarabangsa 

Malaysia (UIAM) 

Heritage College of 

Osteopathic Medicine, 

Ohio University 

Category of 

data 

visualization 

Multidimensional, 

Hierarchical and 

Geospatial data 

visualization 

Network and 

Multidimensional 

data visualization 

Multidimensional data 

visualization 

Geospatial data 

visualization 

Multidimensional and 

Hierarchical   data 

visualization 

Technique 

Bar graph, treemap 

chart and     Choropleth 

map 

Network map and 

bar graph 
Stacked bar    graph Choropleth map Pie chart and Treemap 

Strength 

Search and filter 

function to enable 

user to search for 

specific data easily, 

Use of simple 

colors that make 

the dashboard look 

neat and not messy 

Several colors are 

used to represent 

the employment 

categories and 

display in the bar 

graph and use of 

search and filter 

function 

University used stacked 

bar graph to show the trend 

of alumni graduates based 

on their level of study 

Used choropleth map 

to visualize the alumni 

state. Visitor can hover 

over the map and the 

number of alumni is 

displayed for the 

country chosen 

The pie chart divided into 

four sections with 

different colors to enable 

user to see the data 

explicitly. The tree map 

chart divided into four 

different colors to 

indicate the different 

alumni specialization 

Drawback 

No use of network 

and temporal data 

visualization 

because no data 

related to time and 

association.  

Do not use 

geospatial, temporal 

and hierarchical 

data visualization 

because the dataset 

involved is not 

related to this type 

of data visualization 

Do not use an interactive 

dashboard. Thus, the 

visitor can only view the 

website for the alumni 

data, and they cannot 

interact with the data. This 

data visualization only uses 

multidimensional. Thus, 

the presentation of data is 

not completed  

Do not use an 

interactive dashboard 

for their data 

visualization. Use 

geospatial data 

visualization to 

visualize alumni state, 

many alumni data are 

not shown, and the 

visualization looks 

simple 

Do not use geospatial, 

temporal and network 

data visualization 

because the dataset 

involved is not related to 

this type of data 

visualization 

Comparison to 

research topic 

The use of the 

same type of data 

visualization to 

visualize the 

alumni data but 

with more 

parameters and 

categories 

The use of the 

multidimensional 

data visualization 

for several data 

types in the alumni 

dataset  

Alumni visualization 

developed in this research 

study can enhanced this 

issue by implementing the 

interactive dashboard for 

the alumni and incorporate 

other types of visualization 

to represent different types 

of alumni data 

Inherit the geospatial 

data visualization from 

the university but 

including more type of 

data visualization so 

that more alumni data 

can be visualized to 

user 

Include the same types of 

data visualization to 

visualize the alumni 

general data and alumni 

occupation data. 

 

This study uses multidimensional data visualization the 
most because the dataset used has many parameters. This study 
uses the same technique to visualize alumni employment data 
based on their salary range. The study also uses hierarchical 
data visualization to show alumni job domain. The data 
visualization also enables the search and filtering function. 

III. METHODOLOGY 

This study aims to develop an interactive dashboard with 
the visualization of alumni data for the alumni. It adopts the 
dashboard development process throughout the development 
phase [17]. The dashboard development process consists of 
three main phases, which are the conception phase, 
visualization phase and finalization. In this study, there are 
three types of alumni data that will be used to develop the 
dashboard for alumni visualization. The alumni data include 
alumni general data (gender, age range, and program name), 
and alumni employment data (job domain and salary range). 

A. Conception Phase 

There are three main activities during this phase. The first 
activity is to identify the primary audience for dashboard. The 
second activity is the main questions. The third activity is the 
theme. 

• Identify primary audience: In this study, the primary 
end-user audience for the interactive dashboard is the 
alumni management staff of the university. The alumni 
of the university, parents, and public can also view the 
exploratory dashboard. 

• Main questions: The questions focus on the purpose of 
the dashboard development and what the dashboard can 
do to answer the user’s questions. Nine questions serve 
as the main ideas for the exploratory dashboard. The list 
of questions ensures that an exploratory dashboard can 
be developed and delivered based on these ideas. The 
list of questions is created based on several websites. 

• Theme: this study aims to develop the exploratory 
dashboard, which uses the types of data visualization to 
answer the main questions. Alumni general data will be 
visualized by using hierarchical and multidimensional 
data visualization. Alumni employment data will be 
visualized using multidimensional data visualizations. 

B. Visualization Phase 

Three main elements need to be considered during this 
phase. The first element is the primary views. The second 
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element is the support views. The third element is the layout. 
During this phase, a prototype for the alumni data visualization 
is designed. 

• Primary views: The primary views are views that 
visually address the main questions gathered for the 
specific users and align with the theme that has been 
selected. 

• Support views: The support views are the contributory 
or helpful views that support, refine or add context to 
the primary views. For instance, the search or filtering 
function where the dashboard enables users to engage 
with the dashboard by enabling searching for alumni by 
state or filtering the alumni data by years of graduation 
or by salary range. 

• Layout: It is a placement and alignment of views that 
focus users’ attraction on the primary views and 
supporting views placed around them and visual 
indicators highlighting how the support views interact 
with primary views. 

C. Finalization Phase 

In the finalization phase, there are two main activities 
taking place. The first main activity is the interactive elements. 
The second activity is perfect and feeling. At the end of this 
phase, evaluation is carried out through convenience sampling 
to evaluate the exploratory dashboard based on certain factors. 

• Interactive elements: The interactions between the 
primary views and the supporting views are set up in a 
logical, progressively detailed sequence during this 
activity. 

• Perfect and feel: The alignments, the fine-tune color, 
fonts, and fonts consistency will be finalized and ensure 
adherence to visual standards. 

IV. RESULTS AND DISCUSSION 

This study developed an exploratory dashboard of alumni 
data visualization for Universiti Teknologi MARA. The alumni 
data visualization is illustrated in several diagrams of the 
preliminary design using Power BI. 

A. Pre-Processing in Power BI 

The secondary data has approximately 714 alumni from 
three cohorts including graduate from March 2020, November 
2020, and June 2021. The cleaning process filtered private and 
personal information. After that, we examine the dataset to 
discover any issues on the data that can lead to incorrect 
analysis and avoid from showing the irrelevant result. 

In this study, there are two major tables for the alumni 
dashboard visualization. These two tables consist of alumni 
data for cohorts 2020 and 2021. The chosen columns are year 
of graduation, age, gender, program name, job domain, and 
salary range. From the columns, multidimensional data 
visualization is used to visualize alumni age range, gender, 
program name, and salary range. Meanwhile, hierarchical data 
visualization is used to visualize alumni job domains. This 
alumni data visualization embedded filtering function by using 
slicers. 

The data columns in the slicers are year of graduation, 
gender, salary range and the job domain. Before creating the 
exploratory dashboard, a theme for the alumni data 
visualization has been decided and applied to ensure that all 
report items or panels are consistent. In this study, the alumni 
exploratory dashboard uses a blue and grey colour as an overall 
theme for the dashboard. The exploratory dashboard has two 
retrospective pages. The exploratory dashboard is specific to 
overview alumni data and their employment details. 

B. Descriptive Analysis 

Fig. 8 shows the visualization of the alumni details based 
on the total number of alumni, the gender, the age range, the 
program name, and the job domain for the alumni. 

The top of the dashboard displays the total number of 
alumni. About 500 of them are female alumni while 214 
alumni are male. The data for the gender of alumni are 
represented using a pie chart that communicates a part-to-
whole connection within the data. The age range is represented 
in the format of a horizontal bar graph. Alumni’s ages ranged 
from 24 to 30 years old with 70.03% identified as female while 
another 29.97% identified as male alumni. 

There are 10 programmes offered in this dashboard and 
represented using vertical bar graph. The program with highest 
number of alumni is Bachelor of Actuarial Science with 164 
alumni and majority are female. The second highest number of 
alumni is Bachelor of Information Technology with 106 
alumni. 

 

Fig. 8. The Visualization of Alumni General Data. 

In terms of job domain, the data is represented in the form 
of a tree map chart. Most of the alumni were successfully 
employed in their respective field of study which is computer 
science with 56.3% which is equivalent to 402 alumni. Most of 
the alumni who are working in the computer science domain 
work as system analysts, programmers, and web developers. 
However, some of the alumni are working in other sectors that 
are not related to their field of study. 

Fig. 9 shows the visualization of alumni salary range in six 
categories based on the job domain. The data are visualized 
through multidimensional data visualization by using 
horizontal bar graph. For the job domain in computer science, 
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most of the alumni have a salary range from RM2501 to 
RM3000. Majority of the alumni are working as system 
analysts, web developers and programmers. The job domain 
with the highest number of alumni is in the administration field 
that a salary ranging from RM1001 to RM1500. It is a 
challenge to the university to ensure that the graduates can be 
employed in the related field to their studies. 

 

Fig. 9. The Salary Range of Alumni based on their Program. 

C. Diagnostic Analysis 

In this study, there are several anomalies and abnormal 
occurrences from the alumni data visualization. There are 
several alumni work in the job domain that are irrelevant to 
their field of study in the university. For example, aside from 
the computer science field, most of the alumni are working in 
the administration line of work as admin assistants, executive, 
salespeople, operator, and teachers. 

Most occupations in computer science field require specific 
skills such as knowledge in multiple programming languages 
and proficiency in coding a software program. Some alumni 
may feel not confident to pursue their career in the computer 
science field. Thus, they change their interest to work in the 
field that they are comfortable with. The observation result is 
aligned with the finding from the study done by Salas-Velasco 
[18] on education-job mismatch in the labour market for 
graduates of universities. 

Secondly, there is an anomaly in the alumni salary’s 
visualization. Unfortunately, some alumni are working in 
computer science with a low salary of RM1500 and below. 
According to recruiting businesses and analysts from the article 
reported by Institute of Strategic and International Study (ISIS) 
Malaysia on their website, fresh graduates in computer science 
have low beginning salaries because they lack digital skills in 
an increasingly competitive market and an uncertain economy 
[19]. 

Some of the software businesses that hire these fresh 
graduates are usually start-up companies that unable to offer a 
high beginning salary for the fresh graduates. With the high 
competition for employment in gigantic computer science 
companies in Malaysia, some alumni have no choice but to 
accept the offer from the small company with the lowest salary 
paid. 

D. Evaluation 

After developing the exploratory dashboard for the alumni 
data visualization, an evaluation is done by conducting a 
convenience sampling method using survey form. 

The alumni data visualization is evaluated based on the 
simplicity, choice of visualization, layout, filtering features, 
and view of the exploratory dashboard in mobile phone. 
Majority respondents agreed on the simplicity of exploratory 
dashboard. They can interpret easily. The amount of data is 
also sufficient as there are no data overload that led to messy 
representation of the alumni data visualization. Most 
respondents also agreed on the selection of the visualization 
types. However, they suggested the change of color to a 
brighter tone. Most of the respondents agreed and were 
satisfied with the arrangement of the layout for the 
visualization. 

The respondents suggested to enlarge the font size to ease 
the view the information from dashboard. Most respondents 
agreed that the filtering function is useful as it enables them to 
navigate throughout the data visualization and locate the 
specific data and information. The filtering function 
encourages the interactivity between the viewer and the data 
visualization. The respondents can navigate the data 
visualization by hovering over the chart and viewing the 
information of that specific chart. They also can select the data 
by filtering data from the slicers. 

Most respondents agreed that the display in mobile view is 
quite inconvenience and difficult to navigate compared to the 
desktop view. Overall, the respondents were satisfied viewing 
the exploratory dashboard as they enjoy the navigation from 
one chart to another chart to visualize the alumni data. 

E. Challenges 

The greatest concern in this study is the privacy issue 
related to alumni personal information such as home addresses, 
grade point, and working place. The original data set need to be 
pre-processed before it can be used to develop the exploratory 
dashboard to ensure that the private information of the alumni 
is eliminated from the study following the ethics of research. 
This can be seen as a limitation since the alumni data 
visualization dashboard are not able to display more variety of 
data visualization types such as temporal data visualization, 
network data visualization, and geospatial data visualization. 

V. CONCLUSION 

The importance of this study is to use data visualization in 
presenting alumni data through an exploratory dashboard and 
visualization techniques. The dashboard development process 
consists of three main phases, which are the conception phase, 
visualization phase and finalization. The exploratory dashboard 
is developed to visualize the alumni data using 
multidimensional and hierarchical data visualization 
techniques. The multidimensional data visualization includes a 
pie chart to visualize the gender of the alumni and a horizontal 
and vertical bar chart to visualize the age range, program name, 
and salary range of the alumni. The hierarchical data 
visualization includes a tree map chart to visualize the job 
domain of the alumni. 
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This alumni data visualization included a filtering function 
by embedding slicers in the exploratory dashboard to enable 
visitors to interact with the alumni data. The evaluation uses a 
convenience sampling method. The majority of the respondents 
expressed their satisfaction in evaluating the dashboard as they 
enjoy the fun of navigating from one chart to another chart to 
observe the alumni data. This dashboard can be used by the 
university’s administrator to identify the gap between the 
qualification and salary range, and the relativeness of the job 
domain. 

For future study, it is recommended to include other data 
fields such as state and alumni working place to have 
geospatial data visualization, and alumni networking data to be 
able to visualize network data visualization. It is recommended 
to have other alumni data that can support the other chart of 
types of data visualization such as the scatter plot, sunburst 
diagram, node-link diagram, and cartogram so that the alumni 
data visualization exploratory dashboard can be more 
informative and insightful. 
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Abstract—Early detection of the coronavirus (COVID-19) 

disease is essential in order to contain the spread of the virus and 

provide effective treatment. Chest X-rays could be used to detect 

COVID-19 at an early stage. However, the pathological features 

of COVID-19 on chest X-rays closely resemble those caused by 

other viruses. The visual geometry group-16 (VGG16) deep 

learning algorithm based on convolutional neural network 

(CNN) architecture is commonly used to detect various 

pathologies on medical images automatically and may have a role 

in the detection of COVID-19 on chest X-rays. Therefore, this 

research is aimed to determine the robustness of the VGG16 

architecture on several chest X-ray databases that vary in terms 

of size and the number of class labels. Nine publicly available 

chest X-ray datasets were used to train and test the algorithm. 

Each dataset had a different number of images, class 

compositions, and interclass proportions. The performance of the 

architecture was tested using several scenarios, including 

datasets above and below 5,000 samples, label class variation, 

and interclass ratio. This study confirmed that the VGG16 

delivers robust performance on various datasets, achieving an 

accuracy of up to 97.99%. However, our findings also suggest 

that the accuracy of the VGG16 algorithm drops drastically in 

highly imbalanced datasets. 

Keywords—Covid-19; Chest X-Ray; CNN; transfer learning; 

VGG-16 

I. INTRODUCTION 

X-ray images are often used to detect changes in the lungs, 
such as pneumonia caused by viral infections. Pneumonia is 
also one of the key indicators of an infection caused by 
coronavirus disease (COVID-19). However, the manual 
evaluation of X-ray images is time-consuming and often 
subjective. Artificial intelligence (AI) could be used to 
automatically distinguish infected and infection-free patients 
by extracting specific shapes and spatial features visible on 
chest X-ray images. Many studies have been carried out using 
X-ray images to detect Middle East Respiratory Syndrome 
Coronavirus (MERS CoV) since there are features on chest X-
rays and CT that resemble pneumonia manifestations [1]. A 
convolutional neural network (CNN) model has been 
developed to identify the nature of the pulmonary modulus on 
CT images and diagnose pneumonia on chest X-ray images [2]. 

COVID-19 symptoms include cough, fever, dyspnea, and 
respiratory problems. In more severe cases, COVID-19 can 
cause pneumonia, acute respiratory distress, septic shock, 
failure of internal organs, or even death [4]. Reverse-
transcription-polymerase chain reaction (RT-PCR) of samples 
obtained from either blood or the respiratory system is often 
used to diagnose COVID-19. Furthermore, due to the highly 
infectious rate of COVID there is a high demand for this 
service which leads to further delays to obtain the test results. 
Therefore, in the emergency department, the initial diagnosis 
of symptomatic patients is more likely to be done through a 
plain chest X-ray or CT scan. The early identification of 
COVID-19 on plain X-rays or CT images is essential to isolate 
patients and hence minimize the spread of the disease as well 
as to treat infected patients more effectively. 

Bilateral pulmonary parenchymal ground-glass and 
consolidative pulmonary opacities, with a rounded shape and a 
peripheral lung distribution, are common chest X-rays in 
COVID-19 patients [3]–[5]. Pneumonia is also an important 
indicator of COVID-19. However, these pathological features 
may closely resemble those caused by other viral infections, 
which makes it difficult for the radiologist to identify the type 
of infection. Deep learning algorithms based on convolutional 
neural network (CNN) architecture could be used to identify 
specific COVID-19 features on X-ray images. 

CNN algorithms are easy to model and reliable. As a result, 
they are currently the most widely used artificial intelligence 
(AI) model for the detection of COVID-19 on X-ray images 
[6]–[13]. We reviewed several studies that made use of the 
CNN architecture to diagnose COVID-19 on chest X-rays, as 
shown in Table I. Our findings indicate that the CNN model 
developed by the visual geometry group with 16 depth layers 
(VGG16) has been applied in about 50% of the COVID-19 
studies [6], [8], [9], [13]–[15]. The VGG16 also performed 
very well when compared with other established models. 
However, although studies based on the VGG16 models 
reported high levels of accuracy, research on COVID-19 is still 
evolving. Furthermore, most of the studies were based on a 
single dataset, potentially limiting the generalizability of the 
model. Therefore, the efficacy of the VGG16 model needs to 
be tested further on new emerging datasets. Because of these 
facts, we assessed additionally; we aimed to identify more 
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pathological features on chest X-rays indicative of COVID-19 
and other infectious diseases. This research contributes by 
testing the performance of VGG-16 on large, popular datasets 
and determining its level of accuracy. The results of this study 
will help to detect indications of COVID-19 more accurately in 
x-ray images and obtain alternative diagnoses of symptoms 
similar to those of COVID-19. 

II.  METHODS 

The research framework was divided into four steps: 
identification of publicly available chest X-ray datasets, image 
preprocessing, training and finally testing of the VGG16 
algorithm, as shown in Fig. 1. 

A. Data Collection 

Several publicly available image data repositories were 
searched using the keywords "COVID-19 X-ray". The search 
yielded 28 datasets composed of chest X-ray images used to 
diagnose COVID-19. The files within these datasets were 
reviewed to ensure that they contained chest X-ray imaging 
files that could be read by the COVID-19 detection system. 
Only the data set including big data i.e. containing more than 
1000 images were included in the study. A total of nine 
datasets met the inclusion criteria. The final total datasets 
consisted of a total of 38,181 X-ray images. The images were 
classified into four categories: normal, pneumonia, viral 
pneumonia, and COVID-19, as shown in Fig. 2. However, the 
number of classifiers varied between the different datasets. The 
dataset source, the total number of images, and the number of 
classifiers within each dataset are summarized in Table II. 
Table II shows sample images for each class and the 
percentage number of images per class. 

B. Image Preprocessing 

The VGG16 architecture uses a kernel size of 3x3 with an 
input image of 224x224x3 for the width, height, and channel, 
respectively [29]. In the preprocessing stage, the VGG16 input 

was scaled to 224x224 pixels. The images of the classes were 
randomly extracted, and finally 80% were used to train the 
algorithm, 20% were used for validation, and the final 10% 
were used for testing as shown in Fig. 3. 

 

Fig. 1. Chest X-rays Illustrating the Four Different Classifiers used in the 

Datasets. 

TABLE I. SUMMARY OF RESEARCH STUDIES COMPARING THE 

ROBUSTNESS OF SEVERAL CNN ARCHITECTURES FOR THE DETECTION OF 

COVID-19 ON CHEST X-RAYS 

Author Methods Best Result 

[6] ResNet50, InceptionV3, and VGG16 VGG16 

[7] 
DenseNet-169+SVM, VGG16, RetinaNet + 

Mask RCNN, VGG16 and Xception 
ResNet50 

[8] 
VGG16, VGG19, ResNet, DenseNet, and 
InceptionV3 

VGG16 

[9] 
VGG16, MobileNetV2, Xception, 

NASNetMobile and InceptionResNetV2 
VGG16 

[10] VGG16, ResNet50, and EfficientNetBo EfficientNetBo 

[16] VGG16 VGG16 

[12] VGG16, DenseNet-161, ResNet-18 ResNet-18 

[13] MobileNet-V2 and VGG16 VGG16 

[17] 
AlexNet, VGG16, GoogleNet, MobileNet-
V2, SqueezeNet, ResNet-34, ResNet-50 and 

Inception-V3 

ResNet-34 

 

 

Fig. 2. Research Framework used to Conduct the Study. 

(a) Normal (c) COVID-19 (b) Pneumonia (d) Viral Pneumonia 
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TABLE II. DATASETS USED TO EVALUATE THE ROBUSTNESS OF THE 

VGG16 MODEL 

Data Name Source Classes Files 

D1 
Chest X-ray Images 

(Pneumonia)  
[18] 

Normal:1583 

Pneumonia : 4273 
5,856 

D2 
CoronaHack -Chest 
X-ray-Dataset  

[19], 
[20] 

Normal:1576 
Pneumonia : 4334 

5,910 

D3 
COVID-19 
Radiography 

Database 

[21], 

[22] 

COVID-19:219 

Normal:1341 

Viral Pneumonia : 
1345 

2,905 

D4 

Chest X-ray 

(COVID-19 & 
Pneumonia) 

[23]–

[25] 

COVID-19:576 
Normal:1583 

Viral Pneumonia : 

4273 

6,432 

D5 
COVID-19 Detection 
X-ray Dataset 

[18]–
[20] 

Bacterial 
Pneumonia:650 

COVID-19:60 

Normal:880 

Viral Pneumonia : 412 

2,002 

D6 

Covid-GAN and 

Covid-Net mini Chest 

X-ray 

[18]–

[20], 

[26] 

COVID-19:461 

Normal:1583 

Pneumonia:4489 

6,533 

D7 
COVID-19 X-ray 
Images5 

[27] 
COVID-19:60 
Normal: 880 

940 

D8 

Curated Chest X-ray 

Image Dataset for 
COVID-19 

[25] 

COVID-19:1281 

Normal:3278 
Pneumonia-

Bacterial:3001 

Pneumonia-Viral: 
1656 

6,515 

D9 

COVID-19 X-ray 

Dataset with 

Preprocessed Images 

[19], 
[28] 

COVID-19:361 

Normal:365 

Pneumonia:362 

1,088 

 

Fig. 3. Distribution of the Dataset for Training, Validation, and Testing. 

C. Application of the Convolutional Neural Network 

CNN architectures are commonly used in computer vision 
and involve a convolution operation between the input signal 
and the filter. An important step in the development of the 
CNN algorithm involves the use of data pooling and 
convolution operations. During data pooling, the datasets are 
downsampled by averaging the data (average pooling) or by 
obtaining the maximum value (max pooling). In this case, the 
input signal features were derived from the chest X-ray image, 
which is commonly represented as n*m*c, whereby n and m 
represent the image width and length, respectively, and c 
represents the color channels. For example, in a typical red-
green-blue (RGB) image with a pixel matrix size of 256x100, 
the input matrix would be defined as 256x100x3. Convolution 
and pooling operations reduce the complexity by extracting 
only the important features. For example, an input signal 
consisting of 75,000 features can easily be reduced into 512 
features by applying several convolution layers. 

Several CNN-based architectures have been proposed in 
the last decade. Lenet-5 architecture was the first to propose a 
CNN-based architecture to solve a simple handwritten digit 
recognition problem [30]. The work was based on the older 
concepts of neural networks and back-propagation. The big 
leap of CNN-based algorithms was enabled by the availability 
of a large, labeled image dataset called Imagenet [31]. The 
dataset currently contains around 14 million labeled images, 
and it was initiated in 2009 by an artificial intelligence lab at 
Stanford University. Alexnet is the second most well-known 
CNN architecture that had won the Imagenet Large Scale 
Visual Recognition Challenge in 2014 [32]. 

The VGG16 model was initially proposed by Simonyan et 
al. [29] and it secured first place for object localization and 
second place for object classification in the Imagenet Large-
Scale Visual Recognition Challenge 2014 (ILSVRC 2014). 
Since then, numerous other CNN architectures have been 
proposed including Inception net [33], ResNet [34], Inception- 
v4 and Inception-ResNet [33], Mobilenet [35], MobileNet V2 
[36], EfficientNet [37] and XceptionNet [38]. 

The building block of the CNN architecture consists of two 
fundamental components: a convolution layer and a pooling 
layer. The filter size, padding, stride, activation function, and 
connection between layers can be manipulated to improve the 
performance of the algorithm. In order to improve the 
performance of the algorithm, the raw image signal has to be 
converted into a more straightforward representation before 
applying the classification task. The large number of images 
available on the Imagenet database could be used to train and 
compare the performance of various algorithms. Once an 
architecture has been trained and tested on the Imagenet 
images, researchers can ascertain the performance of their 
architectures and determine the weight parameters. 

Transfer learning is a commonly used method in computer 
vision that applies the knowledge gained from the training of a 
network to solve a specific problem to a new similar scenario. 
This eventually reduces the time required for the training 
process allowing for the development of accurate algorithms in 
a shorter amount of time [29]. For example, if a pre-trained 
network previously developed to classify 1000 classes is now 
used for binary classification, the top layer (last layer) is 
adjusted so that the output is changed from 1000 into two 
classes only. The weight parameters also have to be updated in 
all network layers or for some of the layers. However, the 
learning process does not begin from scratch; instead, it starts 
with the pre-trained weight that has been applied to solve the 
previous problem. 

Most model architectures such as VGG16, InceptionNet, 
mobilenet, and XceptionNet were trained on a large dataset 
such as Imagenet. As a result of the high computational cost 
incurred during training, an improved model was developed. 
Canziani et al. [39] conducted a comprehensive analysis of the 
performance of pre-trained models on computer vision 
challenges using data from the Imagenet [31] database. In 
computer vision, the transfer approach is popular because it 
enables the generation of accurate models in a shorter amount 
of time [40]. 

 
Dataset (n) 100% 

  

Class(1) 
Training  
(80%) 

Validation 
(10%) 

Test 
(10%) 

…    

Class(n) 
Training  
(80%) 

Validation 
(10%) 

Test 
(10%) 
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A typical CNN classification task has a feature generator 
and a classifier. The feature map generator input are the raw 
images, followed by a stack convolution and pooling layers. 
The main goal of the feature generator is to produce an array 
representing the input image in a smaller amount of data. On 
the other hand, the classifier's task is to categorize the feature 
into certain target classes. This task can be performed by 
classic classifiers such as support vector machines and decision 
trees. Another option is to place the fully connected layers on 
top of the feature generator. A fully connected layer is one 
whose neurons fully connect to all activations in the previous 
layer. The number of layers in the fully connected layer is 
significant and could be optimized by the researcher manually. 
The depth of the fully connected layers should be taken into 
account as it relates to the overfitting problem of the entire 
network. The deep learning approach independently computes 
the important input features during the learning process. Unlike 
the classical AI algorithm whereby the features extracted by 
the algorithm are based on the objective of the classification 
task and the image input, deep learning models learn 
hierarchical features by adjusting weight parameters on the 
CNN-based feature generator. The pattern of the input is then 
captured by the network and is then used as the input of the 
classifier. The pattern for a specific problem domain is 
accurately recorded as the weight parameter value. In transfer 
learning, the set of values can be applied to another specific 
problem domain. 

Transfer learning involves two key steps. The first step 
involves selecting a pre-trained model, such as VGG16 [29], 
InceptionV3 [41], and ResNet5 [34], to fit the target problem. 
The second step involves the identification of features based on 
the size of the dataset and the similarities between the pre-
trained dataset and the dataset we used. The comparison 
between the pre-trained dataset and our characteristics dataset 
could result in one of the following four transfer learning 
problems whereby the new problem dataset are: 

1) large but dissimilar from the pre-trained dataset 

2) large and highly similar to the pre-trained dataset 

3) small and highly similar to the pre-trained dataset 

4) small and dissimilar from the pre-trained dataset 

In deep learning, a dataset consisting of 1000 labeled 
images per class is considered to be small. Dataset similarity 
refers to the availability of the same problem subset in the pre-
trained dataset. For example, if the task is to recognize dogs 
and birds using a pre-trained network that has been trained on 
an Imagenet dataset since the dataset contains dog and bird 
classes, we can consider that the dataset is highly similar. 
However, in this paper, we classified the visual pathological 
features of COVID-19 patients through visible X-ray images 
which were not available in the Imagenet dataset. Hence, our 
transfer learning problem was due to a small dataset dissimilar 
from the pre-trained dataset. 

This study employed the VGG16 [41], a pre-trained CNN-
based architecture that consists of 16 CNN layers. The VGG 
architecture has already been applied in many medical image 
classification tasks [42]. This research provides an evaluation 
and comparison of the performance of various architectures in 
detecting COVID-19 on various chest X-ray datasets. 

The comprehensive evaluation was made based on the 
accuracy achieved by the VGG16 architecture when applied to 
different datasets. Since the number of classes within the 
dataset varied, the multiclass confusion matrix was used to 
determine the robustness of the VGG16. Table III illustrates a 
confusion matrix with n classes, including the experimental 
results obtained for each scenario. 

TABLE III. MULTICLASS CONFUSION MATRIX 

 
Predicted Number 

Class 1 Class 2 … Class n 

A
c
tu

a
l 

N
u

m
b

er
 

Class 1 𝑥11 𝑥12 … 𝑥1𝑛 

Class 2 𝑥21 𝑥22 … 𝑥2𝑛 

… … … … … 

Class n 𝑥𝑛1 𝑥𝑛2 … 𝑥𝑛𝑛 

Furthermore, the performance of the VGG16 model was 
quantified by calculating the total numbers of false-negative 
(TFN), false positive (TFP), true negative (TTN), total true 
positive (TTP) for each class i based on the general equations 1 
to 4. 

𝑇𝐹𝑁𝑖 = ∑ 𝑥𝑖𝑗
𝑛
𝑗=1
𝑗≠𝑖

              (1) 

𝑇𝐹𝑃𝑖 = ∑ 𝑥𝑗𝑖
𝑛
𝑗=1
𝑗≠𝑖

              (2) 

𝑇𝑇𝑁𝑖 = ∑ ∑ 𝑥𝑗𝑘
𝑛
𝑘=1
𝑘≠𝑖

𝑛
𝑗=1
𝑗≠𝑖

             (3) 

𝑇𝑇𝑃𝑖 = ∑ 𝑥𝑖𝑗
𝑛
𝑗=1               (4) 

In addition, the precision (P), recall (R), and specificity (S) 
for each class i were also calculated as shown in equations 5, 6 
and 7. The total accuracy and F1-Score were calculated as 
shown in equations 8 and 9, respectively. 

𝑃𝑖 =
𝑇𝑇𝑃𝑎𝑙𝑙

𝑇𝑇𝑃𝑎𝑙𝑙+𝑇𝐹𝑃𝑖
                (5) 

𝑅𝑖 =
𝑇𝑇𝑃𝑎𝑙𝑙

𝑇𝑇𝑃𝑎𝑙𝑙+𝑇𝐹𝑁𝑖
              (6) 

𝑆𝑖 =
𝑇𝑇𝑁𝑎𝑙𝑙

𝑇𝑇𝑁𝑎𝑙𝑙+𝑇𝐹𝑃𝑖
              (7) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑇𝑃𝑎𝑙𝑙

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑒𝑠𝑡𝑖𝑛𝑔
            (8) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
𝑇𝑇𝑃𝑎𝑙𝑙

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑒𝑠𝑡𝑖𝑛𝑔
           (9) 

III. RESULT AND DISCUSSION 

In this study, we made use of nine open databases to 
measure the performance of the CCN transfer learning model, 
VGG16, to detect pneumonia and COVID-19 cases. Each 
database contained more than 1000 images and a total of 
38,181 images were evaluated. The datasets were divided 
according to the number of images and classifiers. The 
robustness of the VGG16 model was then tested on datasets 
that were. 

1) with more than 5000 images. 

2) with less than 5000 images. 
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3) with a different number of classes. 

 

Fig. 4. Relationship between the Number of Classes in the Dataset and the 

Accuracy of the Algorithm. 

Fig. 4 shows the relationship between the number of classes 
in the dataset and the resulting performance of the algorithm in 
terms of accuracy. The accuracy of the algorithm ranged from 
80.10% to 97.99%. The algorithm performed better in datasets 
with three classifiers when compared with datasets with two 
classifiers. The algorithm had the worst performance in 
datasets with four classifiers. 

The performance of the VGG16 algorithm was validated by 
splitting the dataset into three categories; training (80%), 
validation (10%), and test (10%). Fig. 5 illustrates the results of 
the confusion matrix from data test, while Table IV compares 
the accuracy, precision, recall, and F1-score of the VGG16 
model in all of the nine databases evaluated in this study. 

The testing accuracy analysis of the VGG16 algorithm in 
datasets containing more than 5,000 images is illustrated in 
Fig. 6. For this evaluation, we compared the accuracy of the 
VGG16 algorithm in D1, D2, D4, D6, and D8 datasets, which 
contained 5,856, 5,910, 6,432, 6,533, and 6,515 images, 
respectively. Following testing, the VGG16 algorithm in 
datasets with more than 5,000 images ranged from 97.99% to 
88.22%. The findings of this analysis indicate that for both the 
validation and testing the detection accuracy of the algorithm 
decreased as the number of images increased. 

The accuracy of the VGG16 algorithm on datasets 
containing less than 5000 images is illustrated in Fig. 7. For 
this analysis, the D7, D9, D5, and D3 datasets were used, 
which consisted of 940, 1,088, 2,002, and 2,905 images, 
respectively. For the testing data, the mean accuracy of the 
VGG16 algorithm was 94.31% with a range of 80.10-93.84%. 
As shown in Fig. 7, the difference in accuracy within each 
dataset was relatively small except for the D5 dataset, which 
showed an accuracy of 80.10%. However, further analysis 
showed that the low level of accuracy in the D5 dataset was 
caused by the very high-class difference ratio within this 
dataset. 

Fig. 8 illustrates the performance of the VGG16 algorithm 
on datasets with two, three, and four classes. As evident in Fig. 
8, the datasets with two and three classes did not differ much in 
terms of accuracy, but when a dataset has four classes, the 
accuracy decreases by 9.57%. 

Based on the results of this study, we can conclude that the 
performance of the VGG16 algorithm is affected by the 
number of images and the number of classes within the dataset: 
For datasets with more than 5000 images, the accuracy of the 
algorithm decreased as the number of images in the dataset 
increased. The VGG16 model achieved a mean accuracy of 
93.7%. Compared with previous studies, the VGG16 algorithm 
performed well despite its relatively simple architecture. 

For datasets containing less than 5000 images, the number 
of images did not impact the algorithm's accuracy except for 
the D5 dataset. However, the lower performance of the 
algorithm in D5 was attributed to the larger class ratio within 
this dataset. The number of classes within a dataset affected the 
accuracy of the algorithm, whereby the VGG16 model 
performed worse in datasets with four classes. However, 
further research is recommended to test the efficacy of the 
transfer learning VGG16 model on the detection accuracy of 
COVID-19. 

Compared to other popular transfer learning, the advantage 
of the VGG16 architecture is that it has only six layers in 
depth. The small layer makes the identification process fast. 
This fast time allows it to be applied to devices that have low 
specifications and are mobile. In real conditions, the dataset is 
not ideal, with different numbers and ratios between different 
classes. Based on the experiment, VGG16 solved cases of 
COVID-19 data with the characteristics of having a small class 
due to imbalanced data conditions. The limitation of VGG16 
occurs in the unbalanced condition dataset, which has a large 
gap ratio (database D5 in Table II), and the number of classes 
is greater than four this show in Fig. 8. 

TABLE IV. PERFORMANCE OF THE VGG16 ALGORITHM FOR ALL THE 

NINE DATABASES EVALUATED IN THE STUDY 

Data Name Acc. Prec. Rec. 
F1-

Score 

D1 
Chest X-ray Images 

(Pneumonia) [18] 
94.87 94.92 94.72 94.82 

D2 
CoronaHack -Chest X-ray-
Dataset [19], [20] 

97.99 97.65 97.29 97.47 

D3 
COVID-19 Radiography 

Database [21], [22] 
93.84 90.48 88.68 89.57 

D4 
Chest X-ray (COVID-19 & 

Pneumonia) [23]–[25] 
94.73 95.17 89.81 92.41 

D5 
COVID-19 Detection X-ray 
Dataset [18]–[20] 

80.10 80.78 79.91 80.34 

D6 

Covid-GAN and Covid-Net 

mini Chest X-ray [18]–[20], 
[26] 

92.67 89.43 85.75 87.55 

D7 
COVID-19 X-ray Images 

[27] 
88.30 85.98 66.03 74.7 

D8 
Curated Chest X-ray Image 

Dataset for COVID-19 [25] 
88.22 88.68 86.45 87.55 

D9 
COVID-19 X-ray Dataset 
With Preprocessed Images 

[19], [28] 

93.69 93.69 94.03 93.86 
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Fig. 5. Confusion Matrix Illustrating the Robustness of the VGG16 Algorithm in Different Datasets. 

 

Fig. 6. Accuracy from Data Test of the VGG16 Algorithm in Datasets 

Containing more than 5,000 Images. 

 

Fig. 7. Accuracy from Data Test of the VGG16 Algorithm in Datasets 

Containing Less than 5,000 Images. 

 

Fig. 8. Performance of the VGG16 Algorithm based on the Number of 

Classes. 

IV. CONCLUSION 

The aim of this study was to assess the performance of the 
VGG16 algorithm on different datasets. The experimental 
results confirmed the high accuracy of the VGG16 algorithm in 
detecting COVID-19. The study also confirmed the robustness 
of the VGG16 architecture when applied to datasets with 
various image numbers, classes, and class ratios on chest X-
rays. However, in this study, we did not evaluate the impact of 
high-class ratios on the performance of the VGG16 algorithm. 
However, the class imbalance problem can easily be resolved 
via the application of data augmentation and class balancing 
techniques. 
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Abstract—Drug safety is a pressing need in today's 
healthcare. Minimizing drug toxicity and improving the 
individual’s health and society is the key objective of the 
healthcare domain. Drugs are clinically tested in laboratories 
before marketing as medicines. However, the unintended and 
harmful effects of drugs are called Adverse Drug Reactions 
(ADRs). The impact of ADRs can range from mild discomfort to 
more severe health hazards leading to hospitalization and in 
some cases death. Therefore, the objective of this research paper 
is to design a framework based on which research papers are 
collected from both ADR detection and prediction domain. 
Around 172 research articles are collected from the sites like 
ResearchGate, PubMed, etc. After applying the elimination 
criteria the author categorized them into ADR detection and 
prediction themes. Further, common data sources and 
algorithms as well as the evaluation metrics were analyzed and 
their contribution to their respective domains is stated in terms 
of percentages. A deep learning framework is also designed and 
implemented based on the research gaps identified in the existing 
ADR detection and prediction models. The performance of the 
deep learning model with two hidden layers was found to be 
optimum for ADR prediction and further, the non-
interpretability part of the model is addressed using a global 
surrogate model. The proposed architecture has successfully 
addressed multiple limitations of existing models and also 
highlights the importance of early detection & prediction of 
adverse drug reactions in the healthcare industry. 

Keywords—Drug safety; adverse drug reactions; early 
detection; deep learning; interpretable models 

I. INTRODUCTION 
Drug safety is a pressing need of today's healthcare. 

Minimizing drug toxicity and improving the health of 
individuals and society is the key objective of the healthcare 
domain. The drug development process starting from 
discovery to market is long and costly. Rigorous efforts are 
involved in clinical trials to ensure the safety and efficacy of 
the developed drugs. Clinical trials are performed on any new 
drug substance to check its safety and effectiveness against the 
particular disease before marketing them as medicines to the 
general population [1]. Currently, all developed drugs have 
risks associated with them [2] and only those drugs whose 
curative impact is greater than the risk, are marketed as 
medicines. Any unwanted, undesired effects of drugs on 
human health are considered Adverse Drug Reactions 

(ADRs). According to the definition provided by WHO 
(World Health Organization), an ADR can be unintended and 
occurs at doses normally used in man for the prophylaxis, 
diagnosis or therapy of disease, or modification of 
physiological function" [3]. Simply, it can be seen as an 
unpleasant or unexpected effect of drugs on patients. The 
impact of ADRs is considered to be one of the reasons behind 
mortality and morbidity in humans. The contribution of ADRs 
is about 5% of all hospital admission and it is considered the 
fifth most common reason for mortality during 
hospitalizations [4]. The severity and harmfulness of the 
reported ADRs have caused a ban on many developed drugs. 
In about 20 years around 40 drugs are withdrawn from the 
drug market due to the severe reactions caused due to them 
[5]. Around 50% are banned from the US market [6] then 
Germany [5] and finally from the Europe drugs market. The 
most common occurring toxicities due to drugs are 
cardiotoxicity (32%, [13]), hepatotoxicity (20%, [8]) then 
death risk (10%, [4]), and finally risk of overdose (7%, [3]). A 
recent example of a Sibutramine (Meridia) drug got initial 
permission from FDA to be sold as an appetite suppressant, 
but in 2010 it was banned from the market as it caused an 
increase in heart disease and heart stroke risk in patients. The 
severity of ADRs can also be measured in terms of the burden 
of healthcare cost and length of hospital stay [7]. A variety of 
factors are also responsible for the development of ADRs in 
humans. These factors can be classified as patient-related, 
drug-related, and social environment-related [8]. Gender and 
age are critical patient-related parameters that need to be 
considered while assessing the impact of ADRs on individuals 
while drug dosage and drug-drug interaction are important 
drug-related factors [8]. Confounding factors like smoking and 
alcoholism are crucial in the development of ADRs [8]. For 
better patient safety and improving healthcare, it is important 
to not only predict an ADR on time but also detect it at an 
early stage. 

The following diagram Fig. 1, shown illustrates that ADRs 
are included as part of ADE (Adverse Drug Event) which is 
again a subset of adverse events. But the fact that separates 
ADRs from ADE is that they are caused due to drug intake 
even at normal dosage. 
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Fig. 1. Classification of Adverse Events. Adverse Events Include all 
Harmful Events Occurring during Treatment with a Drug without the 

Necessity of a Causal Link between the Drug and the Reaction. If the use of 
Medication is Causal to the Reaction, the Condition is called an Adverse Drug 

Event. A Subform of Adverse Drug Events is Adverse Drug Reactions that 
are Triggered by the Drug Itself Despite its Appropriate Dosage [9]. 

II. FRAMEWORK FOR RESEARCH PAPER SELECTION 
In the last two decades, a lot of research has been done in 

this field of ADR identification and improving drug safety. 
Researchers have published their research works highlighting 
the need for the detection and prediction of ADRs in the 
healthcare industry. Therefore the purpose is to first 
summarize these published research articles from multiple 
perspectives and then apply deep learning models for ADR 
prediction. The research papers are collected from both 
domains. Depending on the elimination criteria defined, only 
the relevant research works are selected for further analysis. 
Arksey and O'Malley's [10, 11] methodological framework is 
used for selecting research papers for literature review. This 
framework has helped researchers to concentrate on a single 
domain for a short duration and identify research gaps 
depending on the collected research works. The entire 
methodology can be summarized as follows: 

Stage 1: Identifying the research question 

As previously discussed this review focuses mainly on the 
research studies done in the past related to the detection and 
accurate prediction of ADRs. Detecting an ADR from data is 
important before predicting it, therefore research papers are 
included from both domains. 

Theme 1: ADR Detection 

What makes ADR detection critical for drug safety? What 
is the different ADR signal detection techniques applied to 
datasets? How the different techniques are evaluated on a 
variety of datasets? 

Detecting an ADR is an important step to improve 
healthcare and drug safety [12]. It is important to detect ADR 
and distinguish it from the symptoms of the disease. Different 
detection techniques are defined for different datasets. 

Theme 2: ADR Prediction 

Why accurate prediction of ADR is important for better 
patient safety and minimizing ADR occurrences? What is the 
different prediction models applied for ADR prediction? How 
computational models are useful in preventing severe ADRs in 
the future? 

Predicting an ADR can prevent its occurrence and 
minimize healthcare costs [13]. Different models have been 
applied in the past, present, and future to predict and prevent 
such ADRs. The extent of this review study includes machine 
learning and deep learning models for ADR prediction [14]. 

Stage 2: Collecting the research studies 

As previously discussed, the author has collected research 
articles related to ADR detection and prediction domain 
published throughout 10yrs. The research studies are from 
both computer science and biomedical domain. Major search 
engines and databases from where these publications & 
databases used in those publications are:- 

PubMed:-It is a search engine that provides easy access to 
the MEDLINE database [15] and is freely available. It also 
provides access to abstracts and references related to 
biomedical as well as life science domains [16]. 

ResearchGate:- It is a European social networking site [17] 
that provides a common platform for both researchers and 
scientists. The majority of research articles related to different 
domains are published on ResearchGate [18] for access to 
both researchers and academic professionals. 

The indexing mechanism available in PubMed is Medical 
Subject Headings (MeSH) [19]. 

MeSH:- It is a controlled comprehensive vocabulary [19] 
used for indexing journals available on PubMed. This 
indexing is very helpful for searching research articles and 
journal papers. The research studies were searched using 
different keywords related to 'adverse drug reaction', 
'prediction related ADR', and 'detection of ADR', and different 
datasets were openly accessible and acquired through ethical 
permission. 

Query-based search: - The different query strings related to 
pharmacovigilance [20] are used for searching different 
articles on Google Scholar. The articles are searched based on 
heading, abstract and main content. 

Stage 3: Select only the relevant studies. 

 The author has defined some criteria based on which only 
the relevant research studies were selected. The elimination 
criteria are listed below:- 

Duplicate research papers are eliminated. 

Research studies not related to the review. 

The research papers largely focused on the biomedical 
domain. 

The research studies were more related to clinical research. 

The research article more focused on drug-drug interaction 
and the genetic interaction of drugs. 

Other unrelated research works. 

After filtering, only relevant research works are selected 
for further analysis, and the results drawn are presented in this 
paper. 
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Stage 4: Charting the Data 

The author has reviewed the research papers from multiple 
aspects. The various perspectives based on which the research 
studies are evaluated are described below:- 

Search Engine/Database 

Year of Publication 

Journal/Conference 

Name of the research paper 

Datasets used 

Models applied for ADR detection & prediction 

Drugs mentioned for a given ADR 

Evaluation metrics applied 

Stage 5: Summarizing and reporting results 

The research studies are summarized and segregated based 
on the approach used. In the initial phase, only the relevant 
studies are considered and the irrelevant ones are filtered out. 
Then the research works are grouped according to themes 1 
and 2. Theme 1 is ADR detection whereas theme 2 is ADR 
prediction. The layout of the entire process is outlined in the 
flowchart shown in Fig. 2. 

 
Fig. 2. Framework for Research Paper Selection. 

The layout of the entire process is illustrated in the above 
diagram. Around 172 research works are collected showing 
the adverse effects and reactions of drugs on human health. 
The elimination criteria are used to eliminate irrelevant 
research papers. Repeated research works (n=9) and studies 
not related to ADR prediction (n=5) are filtered. Around 158 
research works remained after elimination. About 19 research 
studies were eliminated in the screening process that belongs 
to the clinical research domain. Around 20 research works, 
more related to the biomedical domain were also eliminated. 
After filtering it only 119 research works remained. Research 
related to drug-drug interaction (n=10) and genetic interaction 
of drugs (n=8) were also screened out. Introductory studies 
(n=2) and research works related to the integration of datasets 
(n=4) are eliminated. A total of 95 research papers remained. 
Some research studies related to the improvement of ADR 
detection and prediction process (n=6) along with others (n=7) 
are also eliminated. In addition, five more research papers 
were made for the final review analysis. Finally, after filtering 
the research studies based on elimination criteria previously 
defined, the author identified about 87 research papers for 
further analysis. 

Classifying them according to the two themes of ADR 
detection and prediction, there are about 51 papers associated 
with ADR detection and the remaining 36 are related to ADR 
prediction. 

III. SUMMARY OF ADR DATASETS 
Incidents of adverse reactions have been in existence for 

more than two decades. Over the period many countries have 
established pharmacovigilance centers [21] for collecting the 
reported occurrences of ADRs from medical practitioners and 
healthcare workers. These centers contribute to the 
postmarketing surveillance of ADRs. Many secondary data 
sources have been established by collecting both prescription 
data and ADR information. ADRs are also monitored actively 
through clinical trials and identified in different structured and 
unstructured data sources [22]. Different ADR-related data 
sources are listed and discussed in Table I. 

TABLE I. SUMMARY OF ADR DATASETS 

ADR related 
datasources Description Website 

Primary databases 
Spontaneous reporting Systems(SRS)  

FAERS[23] 
EMA[24] 
UMC[25] 

The incidents of ADRs are reported to 
the regulatory bodies of the country. 
They are analyzed and stored in 
databases for further action against the 
reported drug. These databases are 
also available for review and research 
process. 

https://open.fda.go
v/data/faers/ 
https://www.ema.e
uropa.eu/en 
https://www.who-
umc.org/ 

Electronic 
Health 
Records[26] 

This database contains records of 
patients admitted to the hospital. The 
datasource is very accurate as it 
records all information about the 
patient's condition the disease and its 
recovery phases. 

This database can 
only be required 
through ethical 
permission from 
the required 
regulatory 
authority 

Clinical 
narratives 

The narratives and discharge 
summaries are written by experienced 
healthcare professionals. It contains 

This data again 
requires ethical 
permission for 
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data about a patient, disease, 
prescription information, and the 
treatment given. This information is 
very accurate and precise.  

using it as part of 
the research. 

Major secondary ADR databases  

SIDER 
4.1[27] 
(Medical 
Literature) 

This dataset includes data of 1430 
marketed medicines and their 
recorded 5868 ADRs. It also includes 
around 139756 drug-SE association 
pairs. 

http://sideeffects.e
mbl.de/ 

OFF-
SIDES[28] 

Offsides is a database of drug side 
effects that were found, but are not 
listed on the official FDA label. 

http://tatonettilab.o
rg/resources/nsides
/ 

TWOSIDES 
[28] 

An online available dataset containing 
information about drug-drug 
interaction and side-effects due to 
drug-drug interactions. 

http://tatonettilab.o
rg/resources/nsides
/ 

ADReCS 
[29] 

A comprehensive ADR ontology 
database.  

http://bioinf.xmu.e
du.cn/ADReCS 

Medical 
Forums 

These are public websites used for 
posting health-related inquiries. 

https://www.dailys
trength.org/ 

Major API(Active Pharmaceutical Ingredients) interaction databases  

DrugBank 
[30] 

Comprehensive online database 
containing information on drugs & 
drug targets. 

https://go.drugban
k.com/ 

PubChem 
[31] 

A resource with information on 
chemical substances and their 
biological activities 

https://pubchem.nc
bi.nlm.nih.gov/ 

SuperDRUG
2[32] 

SuperDRUG2 is a unique, one-stop 
resource for marketed and approved 
drugs containing 4,600 active 
pharmaceutical ingredients [32]. 

http://cheminfo.ch
arite.de/superdrug
2/ 

SuperTarget 
A resource that contains information 
about drug and target proteins and 
analyses their associations. 

https://bioinformat
ics.charite.de/super
target/ 

STITCH[33] 
A resource collecting known and 
predicted interactions between 
chemicals and proteins.  

http://stitch.embl.d
e/ 

PharmGKB 
[34] 

The pharamakogenomic 
knowledgebase is a publicly available 
online knowledge base used for 
aggregation and integration of 
information on drugs and analyzing 
their impact on genetic variation. 

https://www.phar
mgkb.org/ 

KEGG(Kyot
a 
Encyclopedia 
of Genes & 
Genomes 
)[35] & 
GO(Gene 
Ontology) 
[36] 

It is a collection of databases dealing 
with genomes, biological pathways, 
diseases, drugs, and chemical 
substances. 
GO resource contains information 
about gene function. 

https://www.geno
me.jp/kegg/ 
http://geneontolog
y.org/ 

Different related data sources are grouped into separate 
categories. The basic categories defined are primary and 
secondary data sources. The table incorporates a variety of 
ADR-related data resources for both ADR detection and 
prediction. 

A. ADR Detection 
The research studies are majorly done in USA (n=33/51, 

65%), Europe (n=6/51, 12%) and Korea (33/51, 8%). Apart 
from this research contributions from Australia (n=3/51,6%) 
and India (n=2/51,4%) are also considered. 

 
Fig. 3. The Layout of the ADR Detection Process. 

As shown in Fig. 3, the ADR detection data sources are 
categorized into two groups that are structured and 
unstructured datasets. The unstructured dataset is used in 
about 34% (n=17/51) of the research works while structured 
datasets are again categorized into primary and secondary data 
sources. The primary data sources are again divided into SRS 
and EHR. SRS is utilized in around 28% (n=14/51) of the 
research papers while EHR is in 46% (n=23/51) of the 
research. The secondary data source includes information 
about the drug-ADR association and is included in about 18% 
(n=9/51) of the research works. The different techniques are 
applied based on the data sources used. 

DPA (Disproportionality analysis) is applied in around 
28% of research papers where SRS is involved to validate the 
potential drug-ADR association. 

Fuzzy Decision Making & Temporal Association Mining 
is applied equally in about 26% of the research studies for the 
early detection of ADRs. 

Machine Learning (ML) & Deep Learning (DL) models 
are applied for secondary and primary data sources in around 
28% of the research studies. The models are trained to detect 
unknown drug-ADR associations from datasets. 

Finally, NLP (Natural Language Processing Tools & 
Techniques) are applied in about 24% of the research studies 
for extracting meaningful insights from unstructured text. 

EHR and unstructured text has been used to early detect an 
ADR while SRS is helpful in the accurate detection of ADR. 

B. ADR Prediction 
The geographical research distribution for ADR prediction 

shows that the majority of research work is carried out in the 
USA at 44 %( n=16/36) followed by China at 22 %( n=8/36) 
and finally in Europe at 17 %( n=6/36). Other countries like 
Croatia, Romania, India, Israel, Iran, Korea, and Japan have 
also contributed to the research in the ADR prediction domain. 
The major steps performed for ADR prediction are illustrated 
as follows:- 

http://bioinf.xmu.edu.cn/ADReCS
http://bioinf.xmu.edu.cn/ADReCS
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Fig. 4. The Layout of the ADR Prediction Process. 

The Fig. 4, illustrates that the datasets mainly used for ADR 
prediction are SIDER 60%( n=21/36), Drugbank 47% 
(n=17/36), PubChem 25% (n=9/36) and FAERS 22%( 
n=8/36). Further, the techniques applied for ADR prediction 
are divided into three categories that are statistical, supervised, 
and unsupervised techniques. The statistical methods are 
further defined as correlation and association methods that 
contribute to 14% (n=5/36) of the research works while 
unsupervised techniques are further classified as Kmeans are 
applied in about 8%( n=3/36) of the research works. The 
common supervised techniques applied in the research works 
are SVM (Support Vector Machine) 40%( n=14/36), Decision 
Trees 40% (n=14/36), Regression techniques 36 % (n=13/36), 
KNN (K-Nearest Neighbor) 22% (n=8/36) and Neural 
Network 20 %( n=7/36). 

The models are also analyzed based on evaluation metrics 
applied to the models for examining their performance. 

The diagram in Fig. 5, depicts the percentage contribution 
of different evaluation metrics to ADR detection & prediction 
models. The precision & recall evaluation metric contributes 
to about 48% of ADR detection research papers while 60% of 
ADR prediction research works. The specificity, sensitivity & 
AUC are applied in about 30% of ADR detection research 
studies while only AUC is applied in about 70% of ADR 
prediction research papers. Lastly, the accuracy metric is used 
in around 40% of the research studies while the Ranking of 
drug-ADR association based on different metrics is involved 
in about 20% of the research works. 

 
Fig. 5. Evaluation Metrics for ADR Detection and Prediction. 

C. Research Gaps Analysis 
After reviewing the research studies, the author has 

identified some major dataset and technique-related 
limitations that are shown in the diagram:- 

 
Fig. 6. Research Gap Analysis. 

The Fig. 6, shows a thorough gap analysis depending on 
selected research papers. The significant research gaps related 
to ADR datasets are data quality, data generalization, and 
integration of more data sources which is specified in about 
50% of the research papers. The research gaps are also 
analyzed based on the techniques applied for detecting and 
predicting an ADR. The major gaps discussed are the 
detection & prediction of known ADRs, the occurrence of 
false positives and false negatives, hyper-parameter tuning, 
and clinical validation. We have tried to address some 
research gaps in our research work but still many needs to be 
addressed for the future research study. These limitations form 
the basis to design our model for ADR prediction. 

A framework is developed based on the gap analysis 
illustrated in Fig. 7. 

 
Fig. 7. Framework of the Proposed Model. 

The framework signifies the key steps performed for ADR 
prediction. It tries to address the above-stated research gaps 
namely inclusion of more data sources, dataset imbalance, 
dataset size issues, and detection & prediction of known 
ADRs. The steps shown in the framework are practically 
implemented and results are derived accordingly. 

IV. DATASET SELECTION AND APPROACHES FOR 
INTEGRATION 

The FAERS [23] data source used as input is a primary 
data source. It is available and freely accessible online. The 
data is collected and stored through an authentic process and 
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validated. This dataset is presented both in ASCII and CSV 
format. Around three million records were collected from the 
FAERS dataset dated from 2019 to 2020 end in ASCII format. 
Once downloaded and extracted the overall dataset is 
visualized in Fig. 8. 

 
Fig. 8. FAERS Dataset [23]. 

The data in the FAERS dataset is unreadable and 
segregated across multiple tables. Therefore it is required to 
convert the dataset into a readable format and then integrate it 
using primaryid and caseid. The size of the integrated dataset 
is huge therefore it is necessary to detect and identify 
significant drug-ADR associations. The disproportionality 
analysis technique is applied for extracting such associations 
from the dataset. 

The drug-ADR association is calculated in terms of PRR 
(Proportionality Reporting Ratio) [37]. Only those 
associations which are greater than the threshold value i.e. 
PRR>=3 are filtered for further processing. 

The output of the ADR detection algorithm is illustrated in 
Table II:- 

TABLE II. RESULTS OF ADR DETECTION 

Product Adverse Event Count p_value PRR 

cc-10004 lymph node 
tuberculosis 102 -6167.969382 1.04847E+13 

rifampici
n skin papilloma 6 -6168.662469 5.24282E+12 

rapamune hemiplegia 8 -6168.662467 5.24279E+12 

alpelisib osteonecrosis 
of jaw 16 -6168.662472 5.24272E+12 

Overall the result of the initial experiments provides us 
with a processed and filtered FAERS dataset which is used 
further for integration with other data sources. The final ADR 
prediction is performed using drug characteristics as well as 
patient characteristics. 

SIDER contains information regarding the marketed 
medicines along with their recorded ADRs. This dataset is 
secondary and is easily available on the internet for research 
purposes. The data source also includes information about 
drug indications on patients which are extracted from 

unstructured text using NLP tools and techniques [27]. These 
drug indications help to distinguish ADRs from symptoms of 
disease and thus reducing the number of false positives. It is 
one of the most popular datasets used in ADR detection & 
prediction-based research study. It has been used in almost 
60% of the research work done. 

DrugBank was created by the University of Alberta and 
The Metabolomics Innovation Centre in Alberta, Canada [30]. 
It is a comprehensive, easily available, online data source that 
includes data about drugs and the protein targets of drugs. It 
also includes the components of proteins in terms of enzymes, 
transporters, receptors, and ion channels. The biological effect 
of drugs in terms of drug toxicity is also included as part of 
this research dataset. This dataset was acquired after obtaining 
the required permission from the authorities and assuring them 
of its ethical use. 

PubChem includes information about drug molecules 
along with their chemical composition and their effect in 
response to the biology of patients. This data source is 
developed by NCBI (National Center for Biotechnology 
Information) which is a part of NLM (National Library of 
Medicine). The NLM is also included as a part of NIH 
(National Institutes of Health) of the USA [31]. It is also 
easily available for research purposes online. 

The selected datasets are integrated using two different 
techniques. Each technique is illustrated in the following Fig. 
9 and 10. 

 
Fig. 9. Drug Identifier-based Integration. 

 
Fig. 10. Knowledge Graph Integration [38]. 
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In drug identifier-based integration the DrugBank and 
SIDER are integrated using the drugbank identifier. Further 
PubChem is integrated using the PubChem identifier and 
lastly, FAERS is included using drug names. Similarly, in the 
case of knowledge graph [38] based integration, knowledge 
graphs are constructed using nodes of different datasets like 
drugs, target proteins, enzymes, pathways, indications, and 
adverse drug reactions. In the above figure, knowledge-graph 
integration information is derived from knowledge graphs 
which are used for identifying side-effects as well as detecting 
probable ADR for the prescribed medicines. 

Further, the features of the integrated datasets are reviewed 
by the domain expert, and useful feedback and inputs were 
obtained by the author accordingly. Some features were 
dropped from the dataset while some were added as per their 
recommendations. The feature variables included as part of 
the integrated dataset are the type of target and target 
sequence. The type of targets can be divided into four 
categories receptors, ion channels, enzymes, and carrier 
molecules. Target sequences are genetic variants targeted by a 
given drug molecule. Apart from target type and target 
sequence some other features were also added as part of this 
dataset which is described in Table III. 

TABLE III. FEATURE VARIABLE DESCRIPTION 

Feature 
Variable  Description 

LogP 

Lipophilicity is a valuable parameter of the drug which affects its 
activity in the human body. The Log P value of the 
compound indicates the permeability of the drugs to reach the 
target tissue in the body[39] 

LogS 

The aqueous solubility of a compound significantly affects its 
absorption and distribution characteristics. Typically, a low 
solubility goes along with a bad absorption, and therefore the 
general aim is to avoid poorly soluble compounds. Our estimated 
logS value is a unit stripped logarithm (base 10) of the solubility 
measured in mol/liter.[39] 

CYP 
inhibitors 

The inhibitors are responsible for delaying the action of target 
proteins and that lead to a large amount of drug disposition in the 
human body which is harmful and severe. 

Toxicity The toxic nature of the drug molecule on the human body. 

A. Dataset Preprocessing 
The integrated dataset contains several redundant columns, 

null values, and categorical feature variables that must be pre-
processed before further analysis. The steps involved in the 
pre-processing of both identifiers integrated and knowledge 
graph integrated datasets are described in the following Fig. 
11. 

 
Fig. 11. Pre-processing Steps on Integrated Dataset. 

The data distribution of the significant feature variables in 
the integrated dataset is visualized in the following bar charts 
shown in Table IV. 

TABLE IV. DISTRIBUTION OF FEATURE VARIABLES 

 
Age 
The age feature variable 
demonstrates that the majority of 
people who experience ADRs 
belong to the category of Aged, 
Adults, and middle-aged. It is in the 
range 44 years to 64 yrs. and above 
79yrs. 

 
wt 
The weights of the people 
experiencing ADR belong in the 
range of 50 to 60 kg and above 80kg. 

 
Sex 
The ADRs are mainly reported by 
the female population in the country 
followed by males. 

 
Hepatotoxicity 
The most occurring toxic effects on 
the liver are identified as 
B (likely cause of clinically apparent 
liver injury) 
E (unlikely to be a cause of clinically 
apparent liver injury)and 
A (well-known cause of clinically app
arent liver injury).  
It ranges from severe to mild toxicity 

B. Kruskal Wallis Test 
This test is used to determine whether or not there is a 

statistically significant difference between the medians of 
three or more independent groups [40]. The result of this test 
is shown in the output below. 

 
The p-value is zero which is less than 0.05 which shows 

that a significant difference exists between groups and rejects 
the NULL hypothesis. 

C. ADR Prediction Dataset 
The current dataset includes only positive ADR samples. 

For any prediction problem, a balance of positive and negative 
data samples is required. Therefore the author applies GANs 
(Generative Adversarial Networks) [41] architectures to the 
original dataset and generates negative data samples based on 
the features of the original dataset. The output of the 
application of GANs is shown in Fig. 12. 
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Fig. 12. Generative Adversarial Network for Data Creation. 

A combined dataset of 20 lakh records was generated for 
both presence and absence of ADRs. This dataset will be used 
for the implementation of ADR prediction algorithms. The 
target class distribution before and after the application of 
GANs is illustrated in Fig. 13. 

 
Fig. 13. Target Class Distribution. 

The target class distribution shows the balance of positive 
and negative samples in the ADR dataset after the application 
of the GAN model. 

V. RESULTS 
Deep learning models are Deep Neural Networks (DNN) 

containing non-linear processing units that transform raw data 
into higher-level representative information [40]. In recent 
years these techniques are actively applied in the field of drug 
discovery, precision medicine, protein engineering, genetic 
expression data analysis, and pharmacodynamics modeling 
[42]. Given the significant contribution of deep learning 
techniques in the domain of drug discovery, its capability can 
be very well extended to predict adverse reactions to drugs in 
humans. As previously discussed the ADR data sources both 
structured and unstructured are huge, diverse, and 
heterogeneous. DNN can successfully be applied to these data 
sources without the need for manual tuning. The initial 
training using a deep neural network is very complex and 
time-consuming but the network improves its performance by 
learning from input data. 

Therefore the author proposes to apply deep learning 
models to the integrated dataset and evaluate its performance 
in terms of different evaluation metrics like accuracy, 
precision, recall, and F1 score. The model training is 
performed based on drug-ADR associations and other 
associated information. Deep learning performs well on a 
huge dataset. It also eliminates the need for hyper-parameter 
tuning. The number of hidden layers is optimized to provide 
the best results on the given dataset. The results obtained are 
shown in Table V:- 

TABLE V. DEEP NEURAL NETWORK RESULTS 

  Accuracy Precision Recall F1 
Score 

The model with one 
hidden layer 0.57 0.9 0.57 0.64 

The model with two 
hidden layer 0.91 0.92 0.91 0.91 

The model with three 
hidden layer 0.55 1 0.55 0.71 

From the results obtained it can be observed that the 
performance of the model with two hidden layers provides is 
optimum for all evaluation metrics. The performance seems to 
be consistent for precision but it variates significantly for the 
other evaluation metrics. It gives poor performance for one 
and three hidden layers but the best performance for two 
hidden layers. The results can be visualized in below Fig. 14. 

 
Fig. 14. Results Obtained by Models based on different Numbers of Hidden 

Layers. 

Fig. 14 reflects the results obtained in the table and the 
performance of all evaluation metrics is consistent for the 
model with two hidden layers. It can be observed that the 
benefits of deep learning approaches are extensive but they 
suffer from the issue of non-interpretability. The 'black box' 
nature of deep learning techniques has restricted the 
interpretability of the model. The author has demonstrated the 
need for interpretable models for overall acceptability in the 
medical domain. Therefore to address this limitation the 
author has proposed the application of LIME (Local 
interpretable model-agnostic explanations) [43] for model 
explainability. 

LIME is a technique that approximates any black-box 
learning model with a local, interpretable model to explain 
each prediction. From the definition it can be understood that 
LIME provides approximate explanations to individual 
prediction instances i.e. it is a local surrogate model. But to 
interpret the results based on the entire dataset SP-LIME [43] 
is applied. SP-LIME (Sub-modular Pick- Local Interpretable 
Model-Agnostic Explanation) tries to provide an answer to the 
question of developing trust for a given model for its 
acceptance. The trust is developed by dividing a given 
problem into several sub-problems for optimization. That 
means it identifies a series of instances along with their 
predictions that reflects the overall performance of the model 
based on the given data. The instances are selected in such a 
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manner that the features which are responsible for explaining 
different predictions are given higher importance value. 

The results obtained by applying the SP-LIME algorithm 
to the given dataset are shown as follows:- 

 
Fig. 15. SP-LIME Results. 

Fig. 15 describes that the feature variable CYP2D6 
inhibitor and sex contribute the highest to the target outcome 
prediction positively while hepatotoxicity, LOGP, and 
CYP3A4 are responsible for predicting the ADR outcome 
negatively. The proposed framework tries to address the 
research gaps stated in the existing research works. The 
inclusion of more data sources is identified in about 50% of 
the research studies, this issue is tackled by our proposed 
model. Other than this the model is trained on only validated 
drug-ADR association which is stated in about 16% of the 
research work. Lastly, the model's interpretability issue is also 
handled using a surrogate model. Therefore the proposed 
framework tries to address issues related to both data sources 
and techniques applied to these data sources. 

VI. DISCUSSION 
Many reviews and surveys have been done in the past to 

address the issue of drug safety and healthcare. In 2015, 
Lardon et al. [11] in their research study tried to explore the 
breadth of evidence about the use of social media as a new 
source of knowledge for pharmacovigilance. They adopted a 
similar methodology of collecting research articles based on 
research questions and then analyzing them from multiple 
perspectives. The scope of their work is satisfactory but they 
have limited themselves to only unstructured datasources and 
NLP (Natural Language Processing) tools and techniques 
while in our research study the author has provided a 
comprehensive approach in terms of dataset selection and 
tools and techniques applied to them. Another research study 
was done by Ho et al. [44] in 2016 collected and analyzed 
research papers in terms of their problem statement, the 
dataset used and the methodology applied. The research 
summary provided in this paper is sufficient but it does not 
lead to any concrete solution to the existing research problem. 
Similarly, research studies conducted by Tan et al. [45] in 
2016 have reviewed the interaction of different ADR datasets 
with biological and genetic datasets. Further, they discussed 
the benefits and limitations of these integrated datasets in the 
current scope. The drug-ADR associations are analyzed 

statistically only on the basis datasource but no practical 
implementation is provided unlike in our research study. 
Although many other reviews and survey reports have 
discussed the major datasources related to ADR and their 
transition from a data-driven approach to machine learning 
models [42] for ADR prediction they do not provide an overall 
broad approach in terms of the datasources discussed, 
methodologies applied and a practical solution to the problem 
in the existing research works. Thus, our research study not 
only provides a comprehensive framework for both 
datasources and techniques applied to them but also 
implements the proposed model to obtain better results in 
terms of accuracy, F1 score, and interpretability. 

VII. CONCLUSION 
In conclusion, this research study provides a bird's eye 

view of drugs, the importance of drug-ADR association, and 
the methodologies used to discover them. It also analyses its 
impact on human health. Although each step in this research 
study has been carried out in detail starting from research 
paper selection to proposed framework implementation and 
results in discussion, still some research gaps in the given 
study that should be considered for future research. First, the 
research papers are selected based on single drug-ADR 
association while research studies considering drug-drug 
interactions are ignored, so for future research work research 
studies considering drug-drug interaction should also be 
included. The proposed model has applied only a deep neural 
network for prediction and evaluated its performance based on 
the different number of hidden layers. Further, the author 
proposes to apply different deep learning models to this 
integrated dataset and then compare its performance with the 
existing results. The main aim of this research is to optimize 
the performance of the proposed model in terms of accuracy 
and other evaluation metrics. 
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Abstract—Now-a-days, the hydroponic farming system with 

the Internet of Things (IoT) technology is increasingly becoming 

a trend for researchers to produce a more capable farming 

device or remote monitoring system. However, this intelligent 

system is not controlled securely and will be dangerous when 

system hacking occurs. Therefore, developing a secure indoor 

hydroponic monitoring device with multi-factor authentication 

(MFA) method is proposed. The research aims to develop a 

secure cloud-connected indoor hydroponic system via multi-

factor authentication on the ThingsSentral IoT platform with an 

MFA technique. The developed system comprises an iPhone 

Operating System (iOS), an Arduino node microcontroller unit 

and a ThingsSentral web IoT platform. A security software 

application on iOS phones with MFA techniques is built to 

authenticate devices before communicating with 

ThingsSentral.io. Token authentication between ThingsSentral.io 

and the security software application must be done before the 

hydroponic monitoring device can send and receive data. An 

indoor hydroponic monitoring system device with MFA security 

technique has been successfully produced from the study. An 

MFA security technique for iOS apps has also been successfully 

developed. In conclusion, using the MFA technique, this research 

successfully develops a high-security control and communication 

system between the field device and the IoT platform. Although 

the MFA security system developed for this IoT platform has 

several steps that need to be done before data can be sent to the 

cloud database, the users themselves can allow or prohibit a 

device from operating. Besides, users can also control and 

monitor the security between the device and the IoT platform 

when they operate. 

Keywords—Internet of things; intelligent system; remote 

monitoring; hydroponic; multi-factor authentication 

I. INTRODUCTION 

Due to an increase in population and a country’s 
development, a diverse alternative has dealt with the crisis of 

adequate food provision. This is because land and farms must 
be reduced to make room for more excellent homes. The 
development of indoor hydroponics farming, a relatively 
successful means of producing a crop, is one of the most recent 
agricultural technologies established to mitigate this problem 
[1]–[4]. Hydroponics technology is used throughout the world. 
Numerous methods and techniques have developed. Most 
hydroponic surrounding areas are prepared with their 
temperature, humidity, electrical conductivity (EC) and pH 
manually measured by producers. Adjustments are then 
calculated to meet the needs of the plants [5]–[7]. 

With the advent of IoT technology, hydroponic farming 
systems can increasingly thrive. The combination of IoT 
technology in this hydroponic farming system can also monitor 
and control the condition of the crop environment in real-time. 
In addition, it can also reduce inefficiencies and improve 
agricultural performance [8], [9]. Combining the Internet of 
Things and the agriculture industry can minimize inefficiencies 
in food production and expand the food market [10], [11]. The 
potential of IoT systems can connect breakthrough technology 
like plants that deploy sensors. 

IoT technologies that use the medium of internet 
connection can send data to a cloud server or receive 
instructions to operate [12]. Most IoT technologies use an open 
internet connection medium to perform these processes. When 
an IoT device uses an open internet connection, it will expose 
to dangers such as information theft or system hacking [13]. 

Hydroponic farming systems combined with IoT 
technology are increasingly becoming a trend for researchers to 
produce a more capable farming device or system. However, 
studies related to secure hydroponic monitoring systems with 
IoT integration are still lacking. If this IoT hydroponic farming 
system is not controlled securely, it will be a danger when 
system hacking occurs. Hence to solve the problem, the current 
novelty research proposes the development of a secure indoor 
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hydroponic monitoring device with multi-factor authentication 
(MFA) method. 

This study has developed a security authentication 
application on mobile phones to control the connection 
between the gateway device and the ThingsSentral application. 
Next, a gateway device is developed to send the data obtained 
from the sensors to the ThingsSentral application using the 
Hypertext Transfer Protocol (HTTP) communication protocol. 
The security authentication application only needs to be done 
at the beginning of the gateway device requesting to send data 
only. 

II. HYDROPONIC MONITORING SYSTEM 

A literature review has been made related to the hydroponic 
monitoring system. This section describes some research done 
by other researchers related to electronic technology used in 
producing hydroponic monitoring systems. This section also 
shows the results obtained by past researchers during this 
study. 

In the era of technology centuries, human lives have 
become more accessible in all parts with the growth of wireless 
technology, the Internet of Things (IoT). Agricultural systems’ 
decisions demonstrate the rapid rise in internet users over the 
previous decade. The IoT development guarantees that the 
surveillance system technique becomes more advanced on the 
’user’s terms and can be accessed anytime and anywhere 
within a distant place [14]–[16]. The development of a 
hydroponic farming system communication based on the IoT 
platform monitors the plant condition at a remote monitoring 
station. It allows the automatic system to turn on when 
necessary [17]–[19]. 

Melchizedek I. Alipio et al. [20] employed a Bayesian 
network to analyze the data and automate the hydroponics 
method as the human population expands to meet the food 
requirement. Using IoT technology in conjunction with 
hydroponics allows a high-quality farmer to produce more. The 
farm’s hydroponics is linked to the light intensity, pH, EC, 
water temperature, and humidity sensors. Sensor data were 
gathered for analysis, and a Bayesian Network was built. The 
nutrient film method (NFT) was used with sensors and 
actuators attached to the plant. To use a remote location to 
monitor and gather data from the hydroponics farm and deliver 
it to the web interface. 

Fuzzy logic was utilized to regulate the supply of nutrients 
to hydroponic plants, according to M. Fuangthong and P. 
Pramokchon [21]. Instead of employing soil, water solvent was 
used to supply nutrients to the crops. Farmers in soilless culture 
need extra attention from growing plants in hydroponics to 
analyze nutrient solvent’s EC and pH levels. The pH value 
varies depending on the crop, and the automatic monitoring 
mechanism provides a nutrient solution. A farmer’s practical 
abilities are required to prevent an excess delivery of nutrient 
solutions to plants. The Dynamic Root Floating Technique 
(DRFT) automatically controls the nutrient solvent flow to 
hydroponic plants using fuzzy logic. 

In 2017, Ms.S.Charumathi et al. [22] proposed a novel 
cultivating crops in soilless culture. Hydroponics can enhance 
yields while taking up less space and producing high-quality 

crops. Because of the less fertile soil, farmers utilize pesticides 
and fertilizers to produce crops that damage human health. In a 
closed location, the hydroponics arrangement can alleviate 
traditional framing issues. The Arduino Microcontroller was 
combined with the IoT concept to detect the situation around 
the plants automatically. The proposed method has a major 
flaw in that it requires a farmer’s observation because the data 
is stored locally. 

R.Rajkumar and R.Dharmaraj [23] proposed a hydroponics 
idea with the wireless sensor network. Planting in a 
contaminated climate is difficult in conventional farming. 
Improving the yield requires more fertile soil. It also 
necessitates a higher weed extraction cost and a large growing 
area. Then, seasonal food processing is only possible at that 
time. The hydroponics technique allows for year-round 
production of the crops. Instead of using artificial mineral 
nutrients, the author experimented with hydroponics using 
organic ash fertilizer. Moisture, temperature, and water level 
are all sensed by the microcontroller. The sensor data is sent to 
the cloud, allowing the farmer to track the progress of his 
plants from afar. The author uses Blynk, an open-source API 
that receives sensor data. 

M.K.R.Effendi et al. [24] developed smart farms and 
agriculture. The Internet of Things (IoT) and data analytics are 
being used to improve farm and agriculture sector operational 
efficiency and productivity. They devised monitoring, control, 
or automation system to help the farmer and then gathered all 
data on rainfall, temperature, humidity, and light intensity. The 
development included hardware, software, programming, and 
sensors such as a water sensor, light-dependent resistor sensor, 
temperature and humidity sensor, and weight sensor for data 
collection. The project’s outcome is that they were able to 
apply IoT concepts to aquaponics and goat stall monitoring, 
control, and automation systems. 

With the Wireless Sensor Network, Jumras 
Pitakphongmetha et al. [25] suggested a hydroponics technique 
to transfer sensor data to the cloud. Compared to conventional 
farming, hydroponics lets farmers raise money with higher 
yields. With global warming, the natural climate is challenging 
to foresee. Hydroponics can solve this issue by introducing 
without disturbance from the atmosphere in a protected 
environment. The significant parameter was then calculated 
using a different sensor around the hydroponics plant. 

From the literature review, we found that the study related 
to hydroponic agriculture monitoring systems is sustainable 
and somewhat advanced in terms of controlling the 
environmental conditions of crops. However, most hydroponic 
monitoring devices are lacking from the perspective related to 
the security and safety of the monitoring devices. Electronic 
devices are vulnerable to a cyber-security threat and can be 
misused by others to cause harm to the community or society. 
These security and safety aspects are very much lacking and 
should be given extra attention. Although numerous security 
techniques and devices are available, most IoT devices do not 
come with security-enabled capabilities. Amongst the available 
and often used security methods for the connected or IoT 
system is via the authentication approach [26] and [27]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

216 | P a g e  

www.ijacsa.thesai.org 

Security technologies can be implemented by integrating 
electronic devices, computers, and wireless communication to 
provide further protection. The second-factor authentication 
strategy, often utilized in account defense, is the next degree of 
protection [28], [29]. Two-factor authentication is a type of 
authentication that determines its identity using two out of 
three variables. “Something the user knows,” “something the 
user has,” and “something in the user” are three regularly seen 
variables [2], [30], [31]. The use of this two-factor 
authentication approach improves network security. This is due 
to the use of technological devices with an internet connection. 

This combination of IoT and urban agriculture will evaluate 
data automatically by uploading it to the cloud and allowing 
users to make decisions [32], [33]. Furthermore, this indoor 
farming system is self-contained and can work safely with this 
network security mechanism. The ability to produce could 
change the agriculture industry, helping to enhance the smart 
but inefficient rural sector in our economy. 

III. SECURE INDOOR HYDROPONIC MONITORING SYSTEM 

DEVELOPMENT 

This section describes in detail the methodology 
implemented in this research. The study of how people utilize 
hydroponic systems was carried out to create a monitoring 
device for the farming system. Furthermore, the proposed 
approach makes the hydroponic system simple to maintain. 
Multiple security can be achieved by using the general design 
of the system with an MFA approach. This section has two 
parts: indoor hydroponic device monitoring system design and 
device security system design. 

A. Device Monitoring System Design 

Fig. 1 shows the main layout of an indoor vertical 
hydroponic farming system using the MFA method. Indoor 
hydroponic devices include three major components: input, 
controller, and output. On the input side, water electrical 
conductivity (EC), water parts per million (PPM), humidity 
sensors, temperature sensors, and keypad (users to enter their 
Wi-Fi information) were used. Using a Node microcontroller in 
the controller portion is critical for securing the input part to 
the output and the input to the cloud database. Because 
NodeMCU acts as a WI-FI chipset, it can send data to the 
internet. An OLED panel displays data straight from the sensor 
on the output side. Fig. 2 shows the sensor and module 
information connected to the NodeMCU ESP8266. While Fig. 
3 shows the indoor hydroponic monitoring device that has been 
connected. 

The system starts with the user configuring the service set 
identifier (SSID) and the password to connect to the internet 
using the keypad provided. Once the SSID and password of the 
nearest internet have been successfully entered, the user needs 
to enter the user and device id, which can be obtained on the 
ThingsSentral website. Once the user and device id have been 
entered, a notification will be sent to the security verification 
application on the user’s phone. Fig. 4 below shows the 
interface of the security authentication application. 

Users can choose either to allow or not the hydroponic 
monitoring device to function and be able to send data to the 
ThingsSentral platform. The National University of Malaysia 

developed ThingsSentral, a cloud based IoT platform (UKM). 
The ThingsSentral application’s UI is shown in Fig. 5. This 
platform allows users to develop their own cloud based IoT 
systems for data collection, storage, and retrieval. This system 
platform communicates over the internet using the HTTP 
protocol. Data can be sent to or from hardware 
microcontrollers like Arduino, Node MCU, and Raspberry Pi. 
ThingsSentral’s functioning is based on channels that comprise 
data fields, position fields, and status fields. 

 

Fig. 1. System Design Framework of Hydroponics Farming System with an 

MFA Method. 

 

Fig. 2. The Required Hardware for Monitoring Temperature, Humidity, EC 

and PPM with Component Description [34]–[37]. 

 

Fig. 3. The Hardware Set Up for the Indoor Hydroponic Monitoring System 

used in this Study. 
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Fig. 4. An MFA Security Interface for Mobile Application. 

 

Fig. 5. Thingssentral Application for Live Data Monitoring. 

After the user confirms the indoor hydroponic monitoring 
device, it will read the temperature and humidity of the plant 
environment. The plant environment data can also be sent to 
the cloud database. Fig. 7 shows that the hydroponic model 
was built. While Fig. 6 shows the readings obtained by the 
ambient temperature and humidity monitoring device. 

B. Device Security System Design 

This section describes the proposed multi-factor 
authentication that uses a credential token key. Fig. 8 shows the 
architecture of the proposed system. The system consists of an 
IoT device as a client, a ThingsSentral server as a web services 
platform, and an authentication application as a phone 
authentication application. All these systems need to perform 
registration with the ThingsSentral Server. ThingsSentral 
server generates unique registration IDs for all entities and 
certificates of credential token keys for IoT devices. In this 
system, the mutual authentication between IoT device and 
authentication services, authentication application and 
authentication services, token generator services, and IoT 
devices occur. The certificate of a credential token key 

establishes between IoT devices and ThingsSentral primary 
services. The proposed security architecture system consists of 
five processes, which explain as follows. 

 

Fig. 6. Indoor Vertical Hydroponic Model for a Data Monitoring System. 

 

Fig. 7. Live Data Pickup by Sensor Shown in I2C OLED Display. 
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Fig. 8. The Proposed Architecture for the Security System. 

IV. RESULTS AND DISCUSSION 

The results obtained after applying the methods are 
described presently. The results relate to the indoor hydroponic 
farming monitoring module and hardware security system 
using the MFA authentication method. 

In order to obtain this result, the study's implementation 
method and prototype model have been shown in Fig. 2, 3 and 
7. Fig. 9 represents the screenshot of the authentication process 
performed from the start of the monitoring device until the data 
was retrieved from the water nutrient and DHT-11 sensor. In 
contrast, Fig. 10 and Fig. 11 show the screenshots of the 
dashboard display for the IoT-based hydroponic crop 
monitoring system on a PC/laptop and a mobile phone, 
respectively. As can be seen, the ThingsSentral platform has 
afforded an informative, real-time and excellent visualization 
approach to monitoring the hydroponic crop. The IoT-based 

monitoring system has successfully implemented a secured 
system using multi-factor authentication. 

The local OLED display module and the centralized cloud 
dashboard on ThingsSentral will display all data obtained at the 
hardware module. Then it is displayed on the I2C OLED. The 
I2C OLED provided the interface for user WI-FI SSID, WI-FI 
password, user id and device gateway. The water nutrient 
solution (EC and PPM), humidity and temperature of the 
surrounding hydroponic module were also displayed on the 
OLED. The data analysis was based on the data presented in 
the methodology and also the data obtained from the graph on 
ThingsSentral, as shown in Fig. 10 and Fig. 11. The real-time 
timestamps and data for the indoor hydroponic monitoring 
module on the water nutrient solution and surrounding 
humidity and temperature were recorded on the ThingsSentral 
platform. The result for the MFA validation application display 
is shown in Fig. 4. 

 

Fig. 9. Dashboard for ThingsSentral Web-based Interface with MFA Method. 
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Fig. 10. The OLED Displays Wi-Fi and Device Monitoring Registration Process Flow. 

 

Fig. 11. MFA Method used on a Dashboard for ThingsSentral Web-based Interface Viewed on Mobile Phones. 
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The hydroponic monitoring module was tested 100 times 
using proposed IoT platforms. Each time this monitoring 
device successfully displays the indoor hydroponic module 
system’s current data, this device will be turned off and on 
again to repeat the device verification process and data 
transmission to the cloud database. Fig. 12 shows the time 
graph for 100 times hydroponic monitoring devices to obtain 
the credential key and send data to the ThingsSentral server. 
From the data obtained, the average time taken for this system 
to start operating until the data received on the ThingsSentral 
server is 579ms (red line). The results for the average time 
required have been included in Table I and compared with 
other platforms. 

Table I shows the names of the different IoT platforms, the 
average time taken and their respective security techniques. As 
result of the comparison that has been made shows that the 
time taken by the ThingsSentral IoT platform with the MFA 
technique takes a little longer compared to other IoT platforms. 
However, the ThingsSentral IoT platform uses the MFA 
technique that allows users to authenticate a device to operate. 
ThingsSentral also uses a dynamic credential key every time 
the device starts operating. Unlike other IoT platforms, they 
use API keys or token keys only. In addition, this other 
platform uses a static token key. If hackers or strangers can 
figure out this token key, they can do unexpected things. 

 

Fig. 12. Time Graph for 100 Times IoT monitoring Device Tested Request 

Credential Key and Send Data to ThingsSentral Server. 

TABLE I. COMPARISON OF SYSTEM SECURITY FOR FIVE DIFFERENT IOT 

PLATFORMS 

IoT Platform 

Name 
Security Technique 

Average 

Time 

Taken / 

Response 

Time (ms) 

Kaa IoT  

[33]–[38], 
[40]–[42] 

SSL security elements are combined with 

basic authentication through JSON web 
tokens. 

150 

 

ThingSpeak  

[43]–[47] 

Secured MQTT broker and random static 

token on personal API Key  
25.2 

Thinger.io  
[39], [48]–[51] 

SSL security elements are combined with 

basic authentication through JSON web 

tokens. 

266.7 

Thingsboard  
[39], [52]–[55] 

Encryption algorithms on SSL and 

credential types certificates and access 

tokens. 

217.5 

ThingsSentral  

(proposed 
platform) 

SSL security features on web API services 

with a multi-factor authentication method 
on the registered device. 

579 

V. CONCLUSIONS 

This paper describes developing a secure indoor 
hydroponic farming monitoring system based on a wireless 
system using the XOJO platform, ThingsSentral IoT, 
NodeMCU, and hydroponic sensors. The hydroponic 
monitoring system device was tested on an indoor vertical 
hydroponics module and the system’s functionality was 
assessed. The system can display temperature, humidity, and 
nutrient solution content in water. The developed system also 
uses the MFA method to increase further the level of 
communication between the monitoring device and the cloud 
database. This system is also compared with several other 
cloud database IoT platforms. One noteworthy finding is that 
this developed system takes a little longer than the use of cloud 
database IoT platforms. However, this system is safer because 
the ThingsSentral IoT platform uses authentication from 
humans or owners to the device itself. Unlike other IoT 
platforms, they only use the API Key or token that needs to be 
entered into the device. This study only used one indoor 
vertical hydroponic module to obtain data. Therefore, the data 
used is only to measure the security and usage of cloud based 
IoT platforms at a time. In the future, studies on several indoor 
vertical hydroponic modules can be used to obtain more data to 
produce more accurate and valuable results. The data obtained 
from the hydroponic monitoring module can be compared with 
the existing device. In addition, future research can be done by 
developing more hydroponic monitoring sensors to control 
plant environmental conditions and a phone application by 
integrating it with the data obtained from the device. The data 
obtained will be displayed on the user’s phone application. 
Users can also see their crops’ condition from time to time, 
even if they are far from the crops. 
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Abstract—Brain disease prognosis is considered a hot 

research topic where the researchers intend to predict the clinical 

measures of individuals using MRI data to evaluate the 

pathological stage and identifies the progression of the disease. 

With the lack of incomplete clinical scores, various existing 

learning-based approaches simply eradicate the score without 

ground truth score computation. It helps restrict the training 

data samples with robust and reliable models during the learning 

process. The major disadvantage of the prior approaches is the 

adoption of hand-crafted features, as these features are not well-

suited for the prediction process. This research concentrates on 

modelling a weakly supervised multi-tier dense neural network 

model (𝒘𝒔 − 𝑴𝑻𝑫𝑵𝑵) for examining the progression of brain 

disease using the available MRI data. The model helps analyze 

the incomplete clinical scores. The preliminary ties of the 

network model initially haul out the distinctive patches from the 

MRI to extract the global and local structural features 

(information) and develop a superior multi-tier dense neural 

network model for task-based image feature extraction and 

perform prediction in the successive tiers for computing the 

clinical measures. The loss function is adopted while examining 

the available individuals even in the absence of ground-truth 

values. The experimentation is done with the available online 

Dataset like ADNI-1/2, and the model works effectually with this 

Dataset compared to other approaches. 

Keywords—Brain disease; learning approaches; ground truth 

value; feature learning; global and local feature analysis 

I. INTRODUCTION 

Magnetic resonance imaging (MRI) is a suitable imaging 
technique for the head (specifically the brain) used in 
everyday clinical practice. It enables doctors to assess the 
nervous system's health and identify the existence of specific 
disorders. The computer-aided Alzheimer's disease (AD) 
prediction and premonitory phase, moderate cognitive decline 
(MCI), has made extensive use of MRI in recent years [1]–[6]. 
Anatomical MRI may detect aberrant brain structure and find 
imaging biomarkers for Alzheimer's disease (AD) in medical 
settings without radiation or other invasive procedures. Lately, 
assessing the state of disease and forecasting outcomes of AD 
and MCI progress employing baseline (BL) MRI information 
has been a popular issue. 

Although numerous machine-learning approaches have 
already been developed for risk ratings utilizing BL MRI [11], 
a frequent difficulty of current systems is inadequately 
labelled information; participants may ignore ground-truth 

diagnostic marks at specific time, amongst 805 participants 
inside AD Neural correlates Initiative-1 (ADNI-1) database 
[7]-[10], only 622 & 631 individuals had full CDR-SB & 
MMSE ratings 24 months following BL time, 
correspondingly. Earlier research simply discarded patients 
with incomplete clinical ratings owing to the sensitivity of 
reinforcement methods. Coupe [11] evaluated improvements 
of two clinical indicators from MRI utilizing 186 participants 
with comprehensive ground-truth clinical ratings from ADNI-
1. Removing individuals with incomplete scores reduces the 
training dataset, decreasing the efficiency and resilience of 
estimation techniques. Furthermore, earlier machine-learning 
approaches often fed predetermined interpretations [e.g., 
image strength and tissue volume inside regions-of-interest] to 
ensuing prediction models, even though these characteristics 
may not be optimum for estimation techniques decreasing 
prognosis effectiveness. 

The performance of deep learning methods has inspired 
various researches to use convolutional neural networks 
(CNN) to identify MRI characteristics for identifying certain 
diseases. Moreover, these techniques often fall inside the 
supervised learning method, making it impossible to train 
networks using people whose diagnostic ground-truth scores 
aren't full. Using all relevant poorly classified models (training 
participants with inadequate ground-truth scores at key time-
points) is critical in Magnetic resonance brain illness 
diagnosis. 

This research proposes the weakly supervised deep neural 
network ( 𝑤𝑠 − 𝑀𝑇𝐷𝑁𝑁 ) for cerebral illness prediction 
utilizing BL MRI and partial clinical ratings at several time 
points. We define the following MR images and then identify 
multi-resolution image patchwork which relies on AD-based 
features. Finally, the deep CNN for forecasting of different 
clinical ratings at several points in time is created. This CNN 
has a novel weighting nonlinear function that enables the 
systems to learn sparsely labelled training data. Unlike prior 
MRI-based investigations, our suggested 𝑤𝑎𝑠 − 𝑀𝑇𝐷𝑁𝑁 
technique can train models using all accessible individuals, 
even if some lack medical ratings at key periods[12][13]. 
Also, our anatomy landmark-based multi-resolution patch 
extraction procedure may address the issue of limited data by 
employing texture features instead of whole 3-D MR images 
as training examples. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

224 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Input MRI Image. 

This section is used to summarise the paper's key 
contributions. First, unlike earlier researches [11], [17], we 
create a computational model with such a balanced gradient 
descent that can use all accessible weakly labelled patients 
(i.e., with partial ground-truth clinical ratings). It allows us to 
use all accessible labelled subjects. Integrating additional 
individuals in the training phase might aid in strengthening the 
resilience of the learnt system. Secondly, we suggest 
extracting variations in terms (as opposed to fixed-sized) input 
images if both small & large-scale patches centred at every 
location are retrieved. Our process is based on anatomic 
structures relevant to AD. This kind of approach assists in 
capturing the local/global analytical brain information [16]. 
Third, we create a combined prediction technique that 
simultaneously estimates many clinical scores at various 
times. The collaborative learning technique is anticipated to 
mimic the natural link between scores at/across various time 
points, aiding in the improvement of predictive performance. 
Using an MR image of a fresh experiment, the suggested 
technique can estimate four clinical ratings at four time-points 
in 12s, which is near to instant response. The research 
contributions are: 

1) The input image is pre-processed for noise removal 

with Weiner filter and the contrast histogram equalization 

(CLAHE) is used for pixel block selection. 

2) The weakly supervised multi-tier dense neural network 

model ( 𝑤𝑠 − 𝑀𝑇𝐷𝑁𝑁 ) is proposed to perform the 

classification process. 

3) The performance is evaluated with indices like 

accuracy, specificity, sensitivity and error rate. 

The work is provided as: Section II provides the 
comprehensive analysis of various prevailing approaches; 
Section III gives methodological analysis using pre-processing 
and IV is methodology explanation. The outcomes are 
discussed in Section 5 and summary in Section VI. 

II. RELATED WORK 

In this part, we first discuss the standard interpretations of 
central nervous system MRIs before showcasing current MRI-
based machine learning research to forecast and detect brain 
diseases. Many different features extracted from brain MRI 
have indeed been created in the research for automated 
AD/MCI prediction and diagnosis. These models may be 
loosely divided into three phases: voxel information, ROI 
recognition and patch recognition. More information on each 
type is provided as follows. 

Voxel techniques [18] evaluate brain MRI by accurately 
measuring local tissues density (white and grey matter) 
following rigid normalization of actual brain images [19]-[20]. 
Sherubha et al. [21] suggested identifying volumetric 
information from specific brain parts from MR scans and then 
using them to categorize gender and AD. Moreover, voxel 
approaches are generally premised on the 1-1 anatomy 
mappings among participants and Gaussian dispersion of focal 
organ concentrations throughout statistical testing [23]. To suit 
the voxel description, tissue density is distorted with larger 
cones at the price of focused precision, which may lessen the 
voxel-based representation's racist and discriminatory 
potential for MRIs. Some downside of voxel-based modelling 
shows the amount of training data for individuals is typically 
quite small, resulting in the small-sample-size issue [24] and 
decreasing the effectiveness of learnt models. ROI-based 
depictions concentrate on assessing locally anatomical 
quantities in the mind's designated areas, in contrast to voxel-
based characteristics. In example, earlier ROI-based studies 
often use tissue volume [11], [25]-[27], cortical thickness [28], 
hippocampal volume, and tissue densities in specific areas of 
the brain as feature extraction of MR data. This sort of 
representation, however, calls for an a priori hypothesis about 
aberrant areas from a structural standpoint to designate 
sections, even though these notions may not hold in actuality 
[22]. A defective brain area may cover numerous ROIs or only 
a tiny section of an ROI; therefore, employing a fixed brain 
division may reduce learning performance. 

Patch-based analysis three was created to identify minute 
anatomical differences in brain MRIs using nonlinear analyses 
to represent the one-to-many mappings between brain 
structures. According to the author, the patch-based analysis 
may help diagnose AD and evaluate MCI development. 
Mohan et al. [28] used GM concentration within image 
regions as MRI for Disease prediction. The author suggested 
extracting morphometric information (local energy 
distribution) using AD-related anatomic structures. These 
carefully created MRI characteristics are often used to feed 
established models (such as SVMs and model structure [28]) 
for the diagnosis and prediction of diseases. However, given 
that the process of image retrieval and machine learning are 
carried out separately in these approaches, the pre-extracted 
MRI features in question may not be the most effective 
estimation techniques. Numerous supervised learning 
approaches have been developed to learn MRI characteristics 
that are task-oriented [14] [15]. An MR scan has millions of 
vertices, so many brain areas may not have been impacted by 
Alzheimer's. As a result, one of the main challenges in MRI-
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based transfer learning is figuring out how to identify 
correctly (e.g., discriminatively across groups) in MRIs. 

To overcome this trouble, Myronenko et al. [29] suggested 
concentrating on three ROIs (i.e., the hippocampus, ventricle, 
and neuroimaging surface) and created the deep CNN for risk 
that exists in measurements of participants using 2D texture 
features taken from the three ROIs. In brain scans (i.e., 
architectural MRI and mobility tensor image information), the 
CNN used the hippocampus ROI and adjacent areas. 
Similarly, the author published a deep ranking algorithm for 
classifying AD from the hippocampus ROI. These studies 
employ experimentally identified MRI areas without 
addressing other possibly essential brain regions. The author 
created a 2D CNN to distinguish AD patients using functional 
and structural MRI scans. However, they reduce 3D and 4D 
images to 2D slices and give inputs to the networks, 
neglecting the crucial spatial information. Recently, Risk et al. 
[30] developed an anatomic heritage site deep learning system 
for Clinical examination and MCI conversion prediction. To 
be more precise, they first identify 3-D image patches using 
brain regions with AD-related anatomic structures, and 
afterwards, they create a CNN for combined MRI extracting 
the features and disease categorization. However, set the size 
of texture features is employed in these investigations, 
disregarding the possibility that structural alterations brought 
on by dementia might differ significantly across various brain 
areas. 

Additionally, most current deep learning techniques are 
completely regulated, with individuals lacking ground-truth 
ratings at certain intervals simply being eliminated. To 
properly engage all available patients (including those lacking 
ground-truth ratings) for training, a semi-supervised CNN is 
presented for prediction of MRI data. The suggested approach 
departs from the earlier research in [30]. In this research, we 
employ weakly labelled training items by designing a 
distinctive weighted nonlinear function in the suggested neural 
net, while earlier techniques [30] can only use completely 
labelled (whole ground-truth score) training cases. This article 
attempts to extract multi-resolution input images centred at 
each landmark site to simulate brain MRI multi-resolution 
spatial features, whereas only uses fixed-sized input images. 

III. DATA ACQUISITION 

We conducted trials on 1469 individuals drawn from sub-
sets of the accessible Dataset collected [10], namely ADNI-
1/2. 805 participants have BL structured MRI data from 
ADNI-1, and 664 individuals from ADNI-2. Individuals are 
immediately deleted from ADNI-2 if they feature for both 
ADNI-1 and ADNI-2. In contrast to the participants in ADNI-
1, who had 1.5 T T1-weighted MRI, ADNI-2 had 3.0 T T1-
weighted MRI. In our investigations, ADNI-1/2 are two 
separate databases. These issues may be divided into three 
groups based on several criteria: AD, MCI, and HC. 

Four clinical criteria are utilzied: 1) CDR-SB; 2) ADAS-
Cog11, a different form of the ADAS-Cog with 11 items; 3) 
ADAS-Cog13, a 13-item version of the ADAS-Cog; and 4) 
MMSE. The BL time following approval is the day 
individuals were supposed to conduct the screening. 
Additionally, the length beginning from the BL time indicates 

the time points for obeying visits. Every participant under 
investigation has MRI data at baseline. However, many lack 
ground truth scores for certain clinical parameters at particular 
periods. Table I displays comprehensive details on the topics 
under study. For each subject's structural MR imaging, we 
first correct the anterior-posterior commissures, strip the skull 
and remove the cerebellar. Next, we align every image to a 
shared Colin27 template before resampling all MR images 
with a horizontal spatial resolution. Finally, we adjust 
brightness heterogeneities for each MR image using the N3 
method. 

A. Weiner Filter 

It provides a substantial role in various applications like 
echo cancellation, linear prediction, signal restoration, system 
prediction and channel equalization. The Weiner coefficients 
are evaluated to reduce the average squared distance among 
the desired input and the filtered output. The proposed filter 
theory considers the inputs that are stationary process. When 
the filtering coefficients are re-evaluated at periodic intervals 
for every blocks of ‘N’ signal samples then the filter needs to 
adapt the average signal characteristics within the block and 
works block adaptively. It is determined to be stationary over 
the relatively small sample blocks. The target of Weiner filter 
is reducing the mean square error value and image restoration. 
It is expressed as in Eq. (1): 

𝑥(𝑛) = 𝑑(𝑛) + 𝑣(𝑛)             (1) 

Here, 𝑑(𝑛) and 𝑣(𝑛) represents stationary random process. 

B. Contrast Limited Adaptive Histogram Equalization 

The following are the CLAHE procedure: 

1) Partition the image into number of equal sub-blocks 

(size) and every sub-block should be non-overlapping and 

continuous. 

2) Measure the local histogram of every sub-block; 

3) Evaluate the average number of pixels allocated to sub-

block gray level ( 𝐴𝑣𝑛𝑢𝑚 ). When 𝐺𝑟𝑎𝑦𝑁𝑢𝑚  is utilized to 

specify the probable gray level to sub-blocks, the process is 

depicted in Eq. (2) where 𝑋𝑃 and 𝑌𝑃 represents the number of 

pixels in 𝑋 𝑎𝑛𝑑 𝑌 sub-block directions. 

𝐴𝑣𝑁𝑢𝑚 =  
𝑋𝑃.𝑌𝑃

𝐺𝑟𝑎𝑦𝑁𝑢𝑚
             (2) 

4) The shear coefficient 𝐶𝑉 is fixed with a range of [0,1]. 
For various images, it can be adjusted to provide superior 

value via the simulation outcomes, and the actual shear limit 

value 𝑁𝑉 is expressed as in Eq. (3). Here, round specifies the 

rounding off function. 

𝑁𝑉 = 𝐴𝑣𝑛𝑢𝑚 + 𝑟𝑜𝑢𝑛𝑑 (𝐶𝑉. (𝑋𝑃. 𝑌𝑃 − 𝐴𝑣𝑁𝑢𝑚)          (3) 

5) With the shear limit, the pixels for every gray level of 

local histogram and the added number of pixels are re-

distributed to every gray level of histogram. Consider, that 

𝑁𝑐𝑙𝑖𝑝 specifies the total amount of pixels that are eliminated. 

Therefore, the number of pixels can be attained 𝑁𝐴𝑐𝑝  that 

every gray level is allocated with Eq. (4) and Eq. (5): 
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𝑁𝑐𝑙𝑖𝑝 =  ∑(max(𝐻(𝑖) − 𝑁𝑉, 0))            (4) 

𝑁𝐴𝑐𝑝 =  
𝑁𝐶𝑙𝑖𝑝

𝐺𝑟𝑎𝑦𝑁𝑢𝑚
              (5) 

Here, 𝐶𝐻 is the histogram after the re-distribution process 
and it is attained by Eq. (6): 

𝐶𝐻(𝑖) =  {

𝑁𝑉 𝐻(𝑖) > 𝑁𝑉

𝑁𝑉 𝐻(𝑖) + 𝑁𝐴𝑐𝑝 ≥ 𝑁𝑉

𝐻(𝑖) + 𝑁𝐴𝑐𝑝 𝑒𝑙𝑠𝑒

          (6) 

6) Consider that the remaining amount of pixels after 

distribution is 𝑁𝑢𝑚𝐿𝑒𝑓𝑡, step distribution size is depicted as: 

𝑆𝑡𝑒𝑝 =  
𝐺𝑟𝑎𝑦𝑁𝑢𝑚

𝑁𝑢𝑚𝑙𝑒𝑓𝑡
              (7) 

Initiate searching from minimal gray level by step size; 
therefore the pixels are allocated when the numbers of pixels 
are lesser than shear threshold. Then, finish the cycle from the 
minimal to maximal gray level till 𝑁𝑢𝑚𝑙𝑒𝑓𝑡  is set to zero. 
Therefore, the histogram allocated is fulfilled and some new 
histogram is acquired. 

7) Histogram equalization is done on every sub-region 

after the shearing process. 

8) The centre-point sub-blocks is considered after the 

reference point acquired form the gray value. Every image 

pixel is executed by bilinear interpolation and pixel mapping 

is provided using the related regions with adjacent reference 

points. Assume, the small rectangle (𝑥, 𝑦)  specifies target 

point and 𝑓(𝑥, 𝑦) represents gray value to evaluate (𝑥, 𝑦). The 

adjacent regions’ center point is provided as 

𝐴(𝑥−, 𝑦 −), 𝐵(𝑥+, 𝑦 −), 𝐶(𝑐−, 𝑦 +)𝑎𝑛𝑑 𝐷(𝑥+, 𝑦+) . The 

gray level value 𝑓(𝑥, 𝑦)  is specified as linear gray value 

combination with four points. For every pixel over the 

boundary regions, gray level is evaluated using the linear 

interpolation adjacent sample points where the corner points 

are evaluated with the adjacent sample points as in Eq. (8): 

𝑓(𝑥, 𝑦) = 𝑎[𝑏𝑓(𝑥−, 𝑦 −) + (1 − 𝑏)𝑓(𝑥+, 𝑦 −)] +
(1 − 𝑎)[𝑏𝑓(𝑥−, 𝑦 +) + (1 − 𝑏)𝑓(𝑥+, 𝑦 +)]          (8) 

𝑎 =  
𝑦−(𝑦−)

(𝑦+)−(𝑦−)
              (9) 

𝑏 =  
𝑥−(𝑥−)

(𝑥+)−(𝑥−)
            (10) 

IV. METHODOLOGY 

In this study, we aim to address two difficult issues in 
MRI-based brain illness prediction: how to fully exploit 
poorly labelled training data (i.e., individuals with inadequate 
ground-truth medical ratings) and how to learn important 
characteristics of MR images structurally. A weakly 
supervised CNN is created to incorporate extraction of 
features and model learning into a cohesive framework, using 
all accessible weakly labelled subjects for the training phase. 
The suggested 𝑤𝑠 − 𝑀𝑇𝐷𝑁𝑁 approach consists of two basic 
steps: extracting multi-scale image patches and classification. 
More information is provided below. There are thousands of 
voxels for each brain MR imaging, yet dementia's structural 
alterations may be minor. When the complete MR image is 

provided to the deep learning model, the inputs contain much 
loud noise data, making network development challenging 
with just a few hundred training subjects. To train the 
classifier for accurate illness prediction, we want to find 
important brain areas in each MRI rather than utilizing the 
complete image. 

We use anatomical markers to find AD-related areas. Here, 
landmark detection is used to derive 1741 anatomical 
structures from the Colin27 templates. Numerous landmarks 
are geographically adjacent to one another, as can be seen in 
the supplemental materials in Fig. 2. To avoid data duplication 
and computation time, we chose K = 40 anatomical 
landmarks. We initially sorted those features in order of 
increase using the p-values that the landmark identification 
method obtained via a correlation among AD and HC 
individuals. The spatial Distance measure is provided to limit 
(i.e., 20) the separation among landmarks, and we use the top 
K = 40 monuments. For example, we display the recognized 
features on three individuals and these landmarks in the 
templates region. 

We generate multi-resolution texture features from an 
input MRI using these landmarks to obtain extra depth 
information. Specifically, we derive both small and large scale 
regions out of MRI. Those patches are all centred on the 
respective landmarks. So, provide 𝐾  landmarks, we can get 
2K image patches of certain MRI. These multi-resolution 
image patching serve as the input information for suggested 
model. 

We simultaneously conduct pattern recognition of MRIs 
and recovery of numerous clinical ratings at four consecutive 
using multi-scale image patches from each MRI using the 
suggested human brain. The proposed scheme receives 2K 
image patches from each participant as inputs, and it outputs 
four different clinical measurements at 4 various time points. 

 

Fig. 2. Proposed Model Network Architecture. 
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We initially concentrate on modelling the nearby spatial 
features seen in multi-scale image patchwork using K parallel 
subnets, each mapped to a particular landmark point. Within 
every sub-network, the investigators first decrease the effect 
of the major large-scale update. Therefore, it is a relatively 
similar diameter to the small-scale patch. These tiny patches 
are therefore individually sent into a sub-network consisting of 
three deep convolutional modules (DCMs) and two fully 
connected (FC) levels, treating them as the two-channel input. 
In each DCM, three convolutional neural networks are 
followed by a 222 max-pooling plane for output feature 
wavelet decomposition. In distinctive, for a precise 
convolution operation within every DCM, the feature maps 
(the images that come out of each convolution operation) of 
all the layers before they are being used as inputs, and the 
convolution layers of all the layers after they have been used 
as inputs. Batch standardization and linear transfer unit 
(ReLU) activation are used after each convolution operation. 
Such densely linked design strengthens feature propagation, 
encourages feature reuse, and reduces network parameter 
optimization. The K  parallel subnetworks have identical 
designs but individually optimized characteristic weights. We 
want to discover landmark local characteristics from images 
using K  sub-networks to preserve each landmark site's 
distinctive local analytical information. If sub-networks share 
properties, we can't extract historic site-local spatial features 
from brain MRIs. 

It is important to note that the overall architecture of an 
MRI cannot be captured by utilizing merely the local patches 
alone. To do this, the feature maps knowledge gained since the 
last K FC layers in K  sub-networks are added together, and 
then two more FC layers are added to learn the neighbourhood 
classification model of the information MR image. Four 
clinical-grade categories at four different time points are 
predicted using the last FC layer (containing 32 neurons). 
Based on [3], we created a weighted loss function for the 
network model so that all available loosely labelled training 
participants could be used to their fullest (missing ground-
truth clinical scores). We will refer to the training set of N 
individuals as X =  [x1, . . . , xn, . . . , xN], where W refers to the 
network coefficients. Its sth (s =  1, . . . , S)  ground-truth 
clinical value at the t − th  (t =  1, . . . , T)  time-point is 

indicated as yn
s,t

 for the nth  (n =  1, . . . , N) subject  xn . The 
suggested optimization problem aims to reduce the gap here 
between the following projected number f s,t(xn; W) and the 

actual number  yn
s,t

: 

𝑎𝑟𝑔 min
𝑊

1

𝑁
 ∑

1

∑ ∑ 𝛾𝑛
𝑠,𝑡𝑆

𝑠=1
𝑇
𝑡=1

 ∑ 𝛾𝑛
𝑠,𝑡𝑇

𝑡=1
𝑁
𝑛=1 ∗ (𝑦𝑛

𝑠,𝑡 − 𝑓𝑠,𝑡 (𝑥𝑛; 𝑊))
2

    (11) 

Where 𝛾𝑛
𝑠,𝑡

 indicates whether or not 𝑥𝑛  is given the 𝑠𝑡ℎ 
medical value at the 𝑡 − 𝑡ℎ  time-point. In particular, if the 

ground-truth score 𝑦𝑛
𝑠,𝑡

 is accessible for 𝑥𝑛, then 𝑦𝑛
𝑠,𝑡 = 0. To 

be more particular, even if an instructional subject has omitted 
scores at some points in time and therefore does not start 

contributing to the loss of data processing (i.e., 𝑦𝑛
𝑠,𝑡 = 0), it 

still start contributing to the logistic regression during network 
training. Therefore, increased throughput is used at various 
time points. Furthermore, we may have used all accessible 
individuals (even if they lack ground reality diagnostic ratings 

at various time intervals) for model training using Eq. (11). It 
seems possible because (1) allows us to build representations 
from MR scans informally automatically. The typical 
beginning of the module dismisses individuals with 
insufficient ground-truth scores, in contrast to this. 

We randomly choose alternative patches centered at each 
landmark position with separations, and the phase margin is 
one. This one will increase the training set and lessen the 
detrimental effect of landmark identification mistakes. As a 
result, each MRI may also provide 125 patches, one for each 
point, at each scale. Given 𝐾 landmarks, we may create 125K 
variations of patched at each size, each serving as a unique 
sampling for the neural framework. It technically allows us to 
create 125K examples for MRI, but these sampling are utilized 
as input information randomly for the suggested system. 

At the training step, designers use the instructional subject 
matters' BL MRIs as inputs and their own ground-truth 
diagnostic and therapeutic goals scored at four points in time 
(with incomplete data) as outputs to train the network. In 
particular, we firstly collect variations in terms (i.e., 242424 
and 484848) image regions from each train MRI and then 
input such patched to the networks 𝑘 −  Means and 𝑘 
anatomic structures. This method may discover a mapping 
function from every MRI source to the three clinical ratings at 
four different periods. During testing step, we first identify its 
related landmarks using deep learning for an unknown 
experiment with just a BL MR image and then create a multi-
resolution patchwork. We next input these multi-resolution 
image patches to the trained network to forecast the clinical 
ratings at four different periods for this test patient. 

Stochastic gradient descent (SGD) and the back-
propagation technique for generating network concentrations 
and updating parameters are used to improve the objective 
function. The mobility parameter and the number of iterations 
for SGD were explicitly calibrated experimentally to 0.9 and 
104. Fig. 3 displays the changing curves for the calibration 
and testing loss functions on the ADNI-1 database. Using a 
computer with a solitary GPU, our process utilizes about 12 
seconds to forecast the four types of diagnostic tests of the 
MRI experiment. Inferring the suggested 𝑤𝑠 − 𝑀𝑇𝐷𝑁𝑁 
approach is anticipated to carry out real-time brain illness 
diagnosis in practical applications. The software and primarily 
targeted model are accessible online. 

 

Fig. 3. Layer Description. 
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V. NUMERICAL RESULTS AND ANALYSIS 

We execute two sets of trials in twofold confidence 
intervals to test the suggested method's resilience. We 
explicitly train models on participants from ADNI-1 and 
evaluate them from the separate ADNI-2 Dataset in the first 
set of trials. The second category trains on ADNI-2 and tests 
on ADNI-1. Various performance metrics like accuracy, 
specificity, sensitivity and error rate are evaluated and 
compared with other approaches. The expressions for these 
metrics are given below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
          (12) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (13) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
           (14) 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = 1 −  
1

2
 (𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)        (15) 

 

Fig. 4. Input Image. 

  

Fig. 5. Filtered Image. 

Fig. 4 to Fig. 6 provides the outcome of the pre-processed 
image. Table 1 compares approaches like conventional ANN, 
SVM, BoVW-based SVM, conventional CNN and DNN. 
Here, metrics like accuracy, specificity, sensitivity and error 
rate are evaluated and compared with other approaches. The 

accuracy of the anticipated model is 93.08% which is 58.08%, 
2.08%, 1.08%, 20.08% and 25.08% higher than other 
approaches. The specificity of the anticipated model is 83.47% 
which is 48.47%, 7.47% and 15.47% higher than ANN, 
conventional CNN and DNN and 6.53% and 9.53% lesser 
than SVM and BoVW-based SVM model. The specificity of 
the anticipated model is 100% which is 65%, 9%, 7%, 31% 
and 35% higher than other methods. The error rate is 0.069 for 
the anticipated model, which is comparatively lesser than 
other approaches. Other approaches pose an error rate of 
1.2568, 2.564, 3.548, 1.565 and 16.235, respectively. Based 
on the analysis, it is proven that the anticipated model works 
well compared to other approaches in the prediction process 
(See Fig. 7 to Fig. 10). 

 

Fig. 6. Equalized Image. 

TABLE I. OVERALL COMPARISON 

S. No Methods Accuracy Sensitivity Specificity 
Error 

rate 

1 ANN 35 35 35 1.2568 

2 SVM 91 90 91 2.564 

3 
VW-based 

SVM 
92 93 93 3.548 

4 
Conventional 

CNN 
73 76 69 1.565 

5 DNN 68 68 65 16.235 

6 
WS-

MTDNN 
93.08 83.47 100 0.069 

 

Fig. 7. Error Rate Comparison. 
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Fig. 8. Specificity Comparison. 

 

Fig. 9. Sensitivity Comparison. 

 

Fig. 10. Accuracy Comparison. 

A. Constraint Analysis 

The following is a summary of the restrictions this paper 
still has. 

1) The suggested technique was only evaluated for 

predicting clinical values from MRI images, but ADNI-1 and 

ADNI-2 databases include transverse MRI scans. The issue 

with utilizing longitudinally MRI scans for therapeutic score 

prediction lack subsequent images. 

2) The process largely functions for estimating various 

clinical scores while measuring the relationship among the 

clinical scores and subject classifications (such as AD or HC). 

3) Local patch identification based on anatomic structures 

is autonomous of extracting the features and classification 

building, which may hinder prognosis performance. 

4) We did not consider the differences in the subject 

distribution of data between ADNI-1 and ADNI-2. It might 

adversely impact the generalizability of our technique. 

As a result: 

1) Users will translational MRI scans to assess the clinical 

scores. For accurate prediction, missing MRI scans will be 

filled with learning algorithms (like generative adversarial). 

Also, full (after calculation) MRI images for  evaluating 

clinical grades at all time points may indicate which time point 

would be most relevant in disease progression. 

2) Given the strong correlation between clinical values 

and membership functions for a given patient, it seems 

sensible to create a single deep learning model that combines 

analysis and categorization. 

3) Immediately detect patch/region-level racially 

discriminatory spots in the entire MRI so patch and region 

organization contains may be concurrently learnt and merged 

to build illness classification techniques. 

4) We want to develop a better classification approach to 

address the issue of diverse data distributions. It is anticipated 

to better the suggested network's capacity to generalize. 

VI. CONCLUSION 

In this research, we suggested ws − MTDNN  for 
predicting many clinical scores based on individuals having 
MRI data and partial clinical ratings. It was done using 
individuals as training data and individuals as validation data. 
Specifically, we pre-processed all MR images and then used 
feature detection algorithms to locate disease-related 
anatomical structures in the patients' bodies. Based on the 
position of each landmark, we selected multi-scale patchwork 
with the landmarks serving as their centres. We constructed a 
deep convolutional neural network to concurrently learn 
discriminant information from MRI and forecast several 
clinical grades at four different periods. The input data for this 
network were image patches. Our network model constructed 
a balanced loss function for all training patients, though many 
may not have full ground-truth clinical ratings. The suggested 
ws − MTDNN algorithm can identify clinical grades at future 
time points utilizing MRI data in science experiments from the 
available datasets. 
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Abstract—In our study, we propose a hybrid Convolutional 

Neural Network with Support Vector Machine (CNN-SVM) and 

Principal Component Analysis with support vector machine 

(PCA-SVM) methods for the classification of cocoa beans 

obtained by the fermentation of beans collected from cocoa pods 

after harvest. We also use a convolutional neural network (CNN) 

and support vector machine (SVM) for the classification 

operation. In the case of the hybrid model, we use a convolutional 

network as a feature extractor and the SVM is used to perform 

the classification operation. The use of PCA-SVM allowed for a 

reduction in image size while maintaining the main features still 

using the SVM classifier. Radial, linear and polynomial basis 

function kernels were used with various control parameters for 

the SVM, and optimizers such as the Stochastic Gradient Descent 

(SGD) algorithm, Adam, and RMSprop were used for the CNN 

softmax classifier. The results showed the robustness of the 

hybrid CNN-SVM model which obtained the best score with a 

value of 98.32% then the PCA-SVM based model had a score of 

97.65% outperforming the standard CNN and SVM classification 

algorithms. Metrics such as accuracy, recall, F1 score, mean 

squared error (MSE), and MCC have allowed us to consolidate 

the results obtained from our different experiments. 

Keywords—Support vector machine; convolutional neural 

network; cocoa beans; principal component analysis; hybrid 

method 

I. INTRODUCTION 

Côte d'Ivoire is the world's largest producer of cocoa [1] 
and cocoa is an important cash crop in the world. The cocoa 
culture produces beans from the ripe pod seeds of the 
Theobroma plant [2]. Cocoa beans are the main raw material 
for chocolate [3] and the first step in this process is 
fermentation. 

Fermentation is an essential step in cocoa processing, and it 
has an impact on the flavor, color, and aroma of cocoa products 
[4]. Unfermented cocoa beans do not have the full flavor of 
chocolate, but fermentation triggers chemical changes within 
the cocoa bean that contribute to the development of chocolate 
flavor [5]. Once harvested, farmers open the cocoa pods, 
extract the cocoa seeds with the pulp and fill wooden boxes or 
containers to begin fermentation [6]. Using quality dried cocoa 
beans from the fermentation process allows for obtaining 
better-finished products. The process of detecting the quality of 
dried cocoa beans is a tedious task and requires special 
attention, hence the need to use computer vision that will allow 
an image to specify its category of it. In recent years, computer 
vision has an important role in agricultural production with the 

use of machine learning and more specifically deep learning 
convolutional neural networks [7]. We can note here the 
popular image analysis techniques in machine learning such as 
Support vector machine (SVM), Artificial Neural Network 
(ANN), Convolutional Neural Networks (CNN), Normalized 
Difference Vegetation Index (NDVI), and statistical tools such 
as correlation and regression analysis, etc [8]. In order to 
facilitate the classification of cocoa beans, we proposed the 
methods of CNN, SVM, hybrid CNN-SVM, and principal 
component analysis a with support vector machine (PCA-
SVM). The general principle of the hybrid model is to 
automatically extract features based on the CNN and do the 
classification using the SVM classifier, while the PCA-SVM 
reduces the image size while keeping the main features still 
using the SVM classifier. All these methods were used to 
detect the category of cocoa dried seeds and then we compared 
them to come out with the best method. Our technique can 
evolve into an industrial application with an appropriate 
integration framework, replacing the traditional method of 
quality control of cocoa beans. Thus, our study can be 
integrated into a computer vision system and implemented in 
the cocoa production and processing chain, resulting in a state-
of-the-art automatic solution. The proposed approach could 
benefit the industry by enabling them to accurately determine 
the quality of cocoa beans. 

This paper is organized as follows: Section II presents some 
previous work, and Section III details the methodology and the 
material we propose. Section IV presents the results obtained 
and discusses them, and we conclude in Section V. 

II. RELATED WORK 

Several works focused in this area and we can cite some of 
them, namely, Oliviera et al. used handcrafted features 
calculated from the beans provided by image analysis tools, 
and then the random decision forest predictor was used to 
classify the samples. This experiment yielded an accuracy of 
92% [9]; Kaghi et al. used a pre-trained AlexNet CNN as a 
generic feature extractor of a 2D image whose dimensions 
were reduced using PCA + TSNE and finally classified using a 
simple machine learning algorithm like KNN, and Naïve Bayes 
Classifier. These results could match a CNN Softmax classifier 
[10]; Barbon et al. used machine learning-based methods 
namely J48, Naïve Bayes, K-NN, Random Forest, SVM, MLP, 
and Fuzzy approaches to predict the storage time of pork, and 
these methods provided the accuracies which ranged from 
78.26 to 94.41% [11]. A. and Renjith provide a special 
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architecture to identify the features of different classes of 
Durian fruit, the image processing model allows the 
classification to be divided into two parts: feature extraction 
and classification of the fruit used. The use of edge detection 
and color extraction provide correct feature extraction of 
durian, the performance is measured using non-destructive 
machine learning techniques such as SVM, GNB, and Random 
Forest. The results obtained provide the best accuracy of 89.3% 
using the SVM technique and 84.3% using Random Forest 
[12]; Harel et al. proposed maturity classification algorithms. 
Their algorithms were applied to the maturity classification of 
peppers. Maturity classification achieved 98.2% and 97.3% 
accuracy for two-class classification between mature and 
immature classes of red and yellow peppers, respectively, and 
89.5% and 97.3% accuracy for four-class maturity 
classification. The random forest algorithm has been shown to 
be very robust [13]. Elleuch et al. explored a method focusing 
on the use of two classifiers in this case Convolutional Neural 
Network (CNN) and Support Vector Machine (SVM) for 
offline Arabic handwriting recognition, the performance of 
their methods was compared with the character recognition 
accuracies obtained from the state of the art of optical Arabic 
character recognition, producing favorable results [14]. 

III. MATERIAL AND METHOD 

A. Materials 

The digital images of cocoa beans used for the study were 
obtained at YAKASSE 1 (longitude: -3.77374 latitude: 
5.23841) village located near GRAND-BASSAM in Côte 
d'Ivoire. These cocoa bean samples were classified as follows: 

  Category 1 beans: fermented and dried cocoa beans of 
superior quality. 

 Category 2 beans: fermented and dried cocoa beans of 
intermediate quality. 

 Category 3 beans: non-fermented and dried cocoa 
beans. 

Once the data is obtained as shown in Fig. 1, we will 
proceed to the pre-processing that will extract the seeds from 
each image. 

 

Fig. 1. Cocoa Beans Sample Images from the Three Classes: (A) Category 1 

Beans; (B) Category 2 Beans; (C) Category 3 Beans. 

 

Fig. 2. General Schema of the Dataset. 

We describe the preprocessing stage now 

 

Fig. 3. Preprocessing Cocoa Beans Extraction. 

After the preprocessing step as shown in Fig. 2 and Fig. 3, 
we obtained a dataset of 3470 images of cocoa beans, including 
917 images of beans of category 1, 1675 images of beans of 
category 2, and 878 images of beans of category 3. We split the 
dataset into 60% for training, 20% for testing, and 20% for 
validation. 

The table I presents the data split description. 

TABLE I. DESCRIPTION OF THE DATA SPLIT 

Dataset Training set Validation set Test set 

100% 60% 20% 20% 

3470 2082 694 694 

We trained the models on a Windows 10 system with an 
Intel(R) Core™ i7-8650U processor, 16 GB of random-access 
memory (RAM), and an NVIDIA GeForce MX150 graphics 
processing unit (GPU). The models are configured in Python 
using the Keras version 2.4 API with the TensorFlow version 
2.4 backend and CUDA/CuDNN dependencies for GPU 
acceleration. 

B. Methods 

Our method is segmented into three main parts as shown in 
Fig. 4, namely preprocessing as seen in the materials section, 
feature extraction, and classification. 
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Fig. 4. Architecture of the Model for the Classification of Cocoa Beans. 

1) Feature extraction: We proposed two feature extractors 

namely the CNN and the PCA. 

a) CNN: The CNN we used in our study consists of two 

convolutional layers with 32 filters each and a 3x3 size kernel 

with a Relu activation function. The convolutional layer 

allows for the generation of a particular feature map by 

applying a filter that examines the whole image. Each of the 

convolutional layers has a max-pooling layer of 2x2 core, it is 

a subsampling layer. The subsampling of the pooling layer 

consists of extracting the most important value of each pattern 

from the feature map. This layer reduces the parameters and 

computations in the network, this layer improves the 

performance of the network and avoids overlearning [15]. 

Finally, a Flatten layer that flattens the feature map and 

reduces its size. The Table II gives the description of CNN. 

b) PCA: Principal component analysis (PCA) is a 

technique that is applied in applications such as 

dimensionality reduction, data compression, feature 

extraction, and data visualization. PCA allows a set of 

correlated variables X to be transformed into a smaller number 

y with y<X of uncorrelated variables called principal 

components while retaining as much variability of the original 

data. One of the features of PCA is image compression a 

technique that reduces the size of an image while retaining as 

much of the image quality as possible [16]. 

2) Classification : Classification is a task that uses 

machine learning algorithms that learn to assign a class label 

to examples in a domain for a given problem. There are many 

types of classification tasks in machine learning and 

specialized modeling approaches that can be used for each 

[17]. In our study, we used the Softmax and SVM classifiers. 

a) Classifier Softmax: The Softmax classifier is a 

generalization of the binary form of logistic regression, It has 

been used in deep learning more precisely in the field of 

computer vision to classify the vectors obtained after feature 

extraction [18]. In its operation, the mapping function F is 

defined such that it takes a set of input data x and maps to 

output class labels from a simple dot product of the data x and 

the weight matrix W. 

F(xi, W) = W ∗ xi             (1) 

The Softmax score function gives a probability based on 
the final score. The sum of the probability of all categories is 
equal to one [18]. The equation is as follows: 

𝑓𝑗(𝑧) =  
𝑒

𝑧𝑗

∑ 𝑒𝑧𝑘𝑘
              (2) 

The Softmax loss function can be viewed as the entropy of 
two probabilities, as shown in the following equation: 

𝐻(𝑝, 𝑞) =  − ∑ 𝑝(𝑥) log 𝑞(𝑥)𝑥             (3) 

We will use optimizers which are algorithms used to 
minimize the loss function. These functions are: 

 SGD which stands for Stochastic Gradient Descent, is a 
gradient descent optimizer that is used in machine 
learning and deep learning. Stochastic means a system 
that is connected or linked with a random probability 
[19]. 

 Adam is the extended version of stochastic gradient 
descent that could be implemented in various deep 
learning applications such as computer vision and 
natural language processing [19]. 

 RMSprop which stands for Root Mean Squared 
Propagation is an extension of gradient descent and the 
AdaGrad version of gradient descent that uses a 
decreasing average of partial gradients to tailor the size 
of each parameter step. The use of a decreasing moving 
average allows the algorithm to forget about bad 
gradients and focus on the best gradients observed 
during the search progress, overcoming the limitations 
of AdaGrad [19]. 

TABLE II. CNN ARCHITECTURE 

Layer Output Shape Parameter Size 

Convolutional 1 (58, 58, 32) 896 

Pooling (29, 29, 32) 0 

Convolutional 2 (27, 27, 32) 9248 

Pooling (13, 13, 32) 0 

Flattening 5408 0 

Total parameter 703 012 

Trainable parameter 703 012 

Non-Trainable parameter 0 
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b) Classifier SVM: The support vector machine (SVM) 

is a supervised algorithm used in machine learning. It tries to 

find a hyperplane that best separates the different data. The 

SVM is based on statistical approaches, it allows the 

classification of the data and assigns to each data a specific 

score as a basis for evaluation. SVM can be used for both 

regression and classification tasks. However, it is more 

commonly used for classification objectives [20]. The SVM 

constructs a hyperplane or a set of hyperplanes in a high or 

infinite dimensional space, which can be used for 

classification, regression, or other tasks. Intuitively, a good 

separation is achieved by the hyper-plane that has the largest 

distance to the nearest training data points of any class, 

because in general the larger the margin, the smaller the 

generalization error of the classifier [21]. The SVM solves the 

following equation: 

min
𝜔,𝑏,𝜁 

1

2
𝜔𝑇𝜔 + ∁ ∑ 𝜁𝑖

𝑚

𝑖=1

 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝜔𝑇  Φ(𝑥𝑖) + 𝑏) ≥ 1 −  𝜁𝑖 , 

𝜁𝑖 ≥ 0, 𝑖 = 1, … , 𝑛             (4) 

The loss function is represented by the false predictions of 
the score function. In SVM, Multiclass SVM Loss is used. The 
main idea of Multiclass SVM Loss is to determine the scores 
given by Score Function, requiring the final score to be at least 
one unit higher than the incorrect score [22]. The loss function 
is defined by the following equation: 

𝐿𝑖 =  ∑ max (0, 𝑤𝑗
𝑇𝑥𝑖 −  𝑤𝑦𝑖

𝑇 𝑥𝑖 +  ∆)𝑗 ≠ 𝑦𝑖
           (5) 

We use the following SVM kernels in our study: 

 The linear kernel and its equation is: 

K (x, y) = x * y              (6) 

 The polynomial kernel and its equation is : 

K (x, y) = [(x × y) + 1] d             (7) 

 The RBF (Radial Basis Function) kernel and its 
equation is: 

K (x, y) = exp (- γ ||x - y||2 ).            (8) 

Also, we have used the values 1 and 100 for the parameter 
C which is common to all SVM kernels, it allows us to correct 
the errors in the classification of the training examples by the 
simplicity of the decision surface. 

C. Evaluation Metrics 

To validate the performance of the pre-trained models in 
our study we will use the following metrics: 

 Accuracy is a performance measure that shows how 
well the system has classified the data into the correct 
class. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
            (9) 

 Precision is the ratio of correctly classified positive 
images to the total number of true positive images. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (10) 

 Recall is the ability of a classifier to determine actual 
positive outcomes 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
             (11) 

 The F1 score is the weighted average of precision and 
recall 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           (12) 

 The Matthews correlation coefficient (MCC) is used in 
machine learning as a measure of the quality of 
classifications 

𝑀𝐶𝐶 =
𝑇𝑃∗𝑇𝑁−𝐹𝑃∗𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
          (13) 

 The mean square error of an estimator measures the 
average of the squared errors, i.e. the mean square 
difference between the estimated values and the true 
value. 

𝑀𝑆𝐸 =  
1

𝑛 
 ∑ (𝑌𝑖 − �̂�𝑖𝑛

𝑖=1  )²           (14) 

With TP: True positive, TN: True negative, FP: False 
positive, and FN: False negative. 

IV. RESULTS 

A. CNN with Softmax 

In the case of the CNN with Softmax, we can record the 
results presented in the Table III which takes into account the 
different optimizers mentioned above. 

TABLE III. THE GENERAL PERFORMANCE OF THE SOFTMAX CLASSIFIER 

 
Accuracy Loss Precision F1 score Recall MCC MSE 

SGD 92,95 17,93 93,37 92,95 92,95 89,2 3,41 

Adam 95,64 17,18 95,65 95,64 95,63 93,18 2,37 

RMSprop 94,63 36,99 94,83 94,62 94,63 91,73 3,18 

The results presented in Table III show that the Adam 
optimizer obtains the best performance with a score of 95.64%, 
followed by the RMSprop and finally the SGD. We see in this 
experiment that the softmax classifier using the Adam 
optimizer is more optimal. 

Fig. 5 presents the confusion matrix of each softmax 
experiment case; also, a histogram of the metrics has been 
created. 

B. SVM 

In the case of SVM we can record the results presented by 
the Table IV which takes into account the different kernels and 
parameters. 

The results presented in Table IV show that the SVM with 
the RBF kernel; and the C parameter at 100 obtained the best 
performance with a score of 97.32%. 

We now present the confusion matrices and histograms of 
the metrics in Fig. 6. 
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Fig. 5. (A) Confusion Matrix of Adam ; (B) Confusion Matrix of SGD ; (C) 

Confusion Matrix of RMSprop ; (D) Graphical Representation of Optimizer 

Metrics. 

TABLE IV. GENERAL PERFORMANCE OF THE SVM CLASSIFIER 

 
Accuracy Precision 

F1 

score 
Recall MCC MSE 

SVM (rbf ; 

C=1) 
93,96 94,08 93,94 93,95 90,65 6,37 

SVM (rbf ; 

C=100) 
97,32 97,33 97,31 97,31 95,82 3,35 

SVM (linear; 

C=1) 
93,4 93,55 93,38 93,4 89,79 7,94 

SVM (linear; 

C=100) 
91,39 91,52 91,36 91,38 86,64 9,95 

SVM (poly; 

C=1) 
95,75 95,82 95,74 95,74 93,41 5,25 

SVM (poly; 

C=100) 
95,97 96,02 95,97 95,97 93,73 5,03 

 

 

Fig. 6. (A) Confusion Matrix of SVM (RBF ; C=1) ; (B) Confusion Matrix 

of SVM (RBF ; C=100) ; (C) Confusion Matrix of SVM (Linear ; C=1) ; (D) 

Confusion Matrix of SVM (Linear ; C=100) ; (E) Confusion Matrix of SVM 

(Poly ; C=1) ; (F) Confusion Matrix of SVM (Poly; C=100); (G) Graphical 
Representation of Optimizer Metrics. 

C. CNN with SVM 

For the hybrid CNN-SVM method, we can record the 
results presented in Table V which takes into account the 
different kernels and SVM parameters. 

TABLE V. GENERAL PERFORMANCE OF THE CNN WITH SVM 

 
Accuracy Precision 

F1 

score 
Recall MCC MSE 

CNN - SVM 

(rbf ; C=1) 
95,08 95,29 95,06 95,07 92,44 4,92 

CNN - SVM 

(rbf ; C=100) 
98,32 98,34 98,32 98,32 97,39 1,67 

CNN - SVM 

(linear; C=1) 
95,86 95,95 95,85 95,86 93,59 4,47 

CNN - SVM 

(linear; C=100) 
95,86 95,95 95,85 95,86 93,59 4,47 

CNN - SVM 

(poly; C=1) 
95,41 95,61 95,4 95,41 92,96 5,25 

CNN - SVM 

(poly; C=100) 
98,10 98,11 98,09 98,09 97,04 1,90 

The results presented in Table V show that the CNN-SVM 
with the RBF kernel; and the C parameter at 100 obtained the 
best performance with a score of 98.32%. 

We now present the confusion matrices and histograms of 
the metrics in Fig. 7. 
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Fig. 7. (A) Confusion Matrix of CNN - SVM (rbf ; C=1) ; (B) Confusion Matrix of CNN - SVM (rbf ; C=100) ; (C) Confusion Matrix of CNN - SVM (Linear ; 

C=1) ; (D) Confusion Matrix of CNN - SVM (Linear ; C=100) ; (E) Confusion Matrix of CNN - SVM (Poly ; C=1). 

D. PCA with SVM 

For the PCA-SVM method, we can record the results 
presented in Table VI which takes into account the different 
kernels and parameters of the SVM. 

The results presented in Table VI show that the SVM with 
the RBF kernel; and the C parameter at 100 obtained the best 
performance with a score of 97.65%. 

We now present the confusion matrices and histograms of 
the metrics in Fig. 8. 

E. Comparison of the Results of the Different Methods 

We will compare the results of the different methods used 
in our study, namely: CNN, CNN-SVM, SVM, and PCA-
SVM. The results will be represented in Table VII. 

Table VII compares the best results obtained in our 
different experiments. It appears that the hybrid CNN-SVM 
method obtained the best score followed by the PCA-SVM. 
Fig. 9 shows the histogram of the comparison 

TABLE VI. GENERAL PERFORMANCE OF THE PCA WITH SVM 

 
Accuracy Precision 

F1 

score 
Recall MCC MSE 

PCA - SVM 

(rbf ; C=1) 
95,41 95,49 95,4 95,41 92,89 5,21 

PCA - SVM 

(RBF; 

C=100) 

97,65 97,67 97,64 97,65 96,34 3,02 

PCA - SVM 

(linear; C=1) 
93,40 93,55 93,38 93,4 89,79 7,94 

PCA - SVM 

(linear; 

C=100) 

91,39 91,52 91,36 91,38 86,64 9,95 

PCA - SVM 

(poly; C=1) 
92,73 93,13 92,74 92,72 88,81 10,96 

PCA - SVM 

(poly; C=100) 
97,20 97,2 97,19 97,2 95,64 3,13 

 

 

Fig. 8. (A) Confusion Matrix of PCA - SVM (rbf ; C=1) ; (B) Confusion Matrix of PCA - SVM (rbf ; C=100) ; (C) Confusion Matrix of PCA - SVM (Linear ; 

C=1) ; (D) Confusion Matrix of PCA - SVM (Linear ; C=100) ; (E) Confusion Matrix of PCA - SVM (Poly ; C=1) ; (F) Confusion Matrix of PCA - SVM (Poly ; 

C=100); (G) Graphical Representation of Optimizer Metrics. 
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TABLE VII. COMPARATIVE TABLE OF THE BEST RESULTS OF OUR 

EXPERIMENTS 

Models Accuracy 

CNN - SVM (RBF; C=100) 98,32 

PCA - SVM (RBF; C=100) 97,65 

SVM (RBF; C=100) 97,32 

Softmax with Adam optimizer 95,64 

 

Fig. 9. Histogram of Best Scores of Experiments. 

F. State-of-the-art Comparison 

The results of our experiments have given better results 
than the state of the art and Table VIII presents the results. 
These results are also represented by the histogram as shown in 
Fig. 10. 

TABLE VIII. COMPARISON OF THE RESULTS OF OUR EXPERIMENTS WITH 

THE STATE–OF-THE-ART 

Models Accuracy 

Oliviera et al. [9] 92 

CNN - SVM (rbf ; C=100) 98,32 

PCA - SVM (rbf ; C=100) 97,65 

SVM (rbf ; C=100) 97,32 

Softmax with Adam optimizer 95,64 

 

Fig. 10. Histogram of the Results of our Experiments with the State-of-the- 

Art. 

V. DISCUSSION 

The analysis of digital images of a cocoa bean using CNN 
and PCA-based feature extractors were used to then perform 
the classification of cocoa beans from softmax and SVM 
classifier. The work resulted in the following: 

First, we used the CNN coupled with the softmax classifier 
using several optimizers in this case Adam, RMSprop, and 

SGD. The Adam optimizer obtains the best performance with a 
score of 95.64%, followed by RMSprop and SGD. These 
results are presented in Table III. In the second step, we used 
the SVM classifier using several kernels such as rbf, linear, and 
poly with the parameters C with a value of 1 and 100. We thus 
obtained a score of 97.32% which represents the best accuracy 
coming from the rbf kernel with C = 100, these results are 
presented in Table IV. In a third step, we used the hybrid 
CNN-SVM method with the same parameters used by the 
SVM, again we have a score of 98.32% achieved with the rbf 
kernel and C=100, these results are presented in Table V. 
Finally in a fourth time we have the PCA-SVM method which 
also uses the same parameters of the SVM and obtained a score 
97.65% with the kernel rbf and C=100, these results are 
presented in Table VI. At the end of our work, we realize that 
the hybrid CNN-SVM method obtained the best accuracy of all 
the methods used as shown in Table VII of the comparative 
study, and also of the methods of previous studies in the 
literature review as shown in Table VIII. 

VI. CONCLUSION 

Cocoa production is an area of research that needs the use 
of automated methods for product quality assessment. The 
results obtained showed that feature extractions based on CNN 
coupled with an SVM classifier are promising systems to 
classify cocoa beans according to quality. Also, we used 
principal component analysis to reduce the size of our data 
while designing the main features and this allowed us to have a 
satisfactory result, which results in showing that we can 
minimize the computational time of the classifiers proceeding 
to a reduction of the dimensions. The result of the hybrid 
CNN-SVM method obtained the best score of all the methods 
used including the one in the literature. We achieved our goal 
because the hybrid method gives us a better score. In future 
work, we will be able to use texture extraction methods and 
pre-trained CNN sets for more accuracy. Also, a study of the 
quality of cocoa beans based on the approach of the maturity of 
cocoa pods will initially distinguish the best pods. The harvest 
of unripe pods gives beans of poor quality, while a pod too ripe 
has beans that begin to germinate or alter inside the pod. The 
classification of cocoa beans according to their shape or 
morphological parameters will also help to obtain quality 
beans. 
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Abstract—Software systems are having a major impact on 

many aspects of personal and professional life. Safety-critical 

applications, such as production line controls, automotive 

operations, and process industry controls, rely significantly on 

software systems. In these applications, software failure may 

result in bodily damage or death. The proper operation of 

software is essential to the safety and well-being of individuals 

and businesses. Therefore, software quality assurance is of 

paramount relevance in the software business today. In recent 

years, Agile Project Management and particularly Scrum, have 

gained popularity as a method of dealing with "vuca" business 

environments, which are characterized by rising Volatility, 

Uncertainty, Complexity, and Ambiguity. This paper contributes 

to the software development body of knowledge by proposing a 

metamodel of Scrum quality assurance, named SQrum (‘SQ’ of 

Software Quality and ‘rum’ of Scrum). Our objective is to make 

Scrum more efficient and reliable and to assist enterprises in 

undertaking quality assurance activities while considering agile 

practices and values. 

Keywords—Agile project management; IT; OMG; meta-object 

facility; MOF; metamodel; scrum; SQrum; quality assurance; QA; 

quality management; QM; software development project 

I. INTRODUCTION 

The capacity to successfully execute Information 
Technology (IT) projects has become a crucial and strategic 
need for modern organizations. When expenses for field 
updates, recalls, repairs, downtime, etc. are included, the 
release of a product with problems may be extremely costly. 
Damage to a company's reputation is less measurable but 
equally significant. In addition, a failed software project might 
damage the competitive position of an organization. Value and 
quality delivery are essential variables for determining the 
success of a software development project; they are crucial 
assets for any firm seeking to remain competitive in the 
marketplace. Despite extensive efforts to find methods for 
maintaining software quality, software projects continue to fail 
[1]. 

There is a growing demand for the deployment of software 
development methods that are both flexible enough to keep up 
with the rapid rate of change and the competitive market and 
rigorous enough to prevent defects and assure product quality. 
However, humans are fallible. Even with the most advanced 
and conscientious design processes, erroneous outcomes 
cannot be avoided beforehand. As a result, software products, 
like the outcomes of any engineering effort, must be validated 
against their requirements throughout their development. Agile 
software development has arisen as an alternative to planning 

and managing complicated projects by offering methods to 
accommodate frequent project changes. 

Agile is a method characterized by continuous iterations 
and testing throughout a product's Software Development Life 
Cycle. Scrum is the most popular agile approach [2]. Scrum is 
a lightweight, agile framework that provides processes for 
managing and controlling the software and product 
development process. Although Scrum offers a number of 
benefits, such as incremental deliverables at the end of each 
iteration, stakeholders and product owners can modify 
requirements throughout the process, and Scrum can swiftly 
adapt to these modifications. Process and product quality 
remain Scrum's principal problems. 

One of the most significant contrasts between agile and 
traditional development is the agile "whole-team" approach [3], 
in which quality is the responsibility of the entire team and 
quality assurance is incorporated into the process itself, without 
an explicit Quality Manager (QM) role. Quality Assurance 
(QA) activities are integrated into the team's day-to-day 
operations in order to improve product quality through a 
smooth process. Large organizations frequently face the issue 
of combining the Agile requirements of adaptability, 
transparency, and collaboration while also assuring product 
quality and adhering to required QA processes. With these 
changing issues in this area, businesses struggle to identify the 
best method to integrate QA into Agile environments, 
particularly Scrum. 

Within an Agile team, each team member is responsible for 
testing and product quality and participates in test-related 
activities. Each member of the team may see quality from a 
unique perspective and mindset. All of them are acceptable 
contributions to quality, but Scrum projects are still facing 
quality challenges due to the lack of defined rules in Scrum. 
This necessitates an explicit QM position to incorporate non-
functional requirements (NFR), assure process improvement, 
and provide shared ownership of quality. Just as the Product 
Owner is responsible for maximizing the value, the QM is 
responsible for increasing the quality. 

Every member of an agile team is a tester, but a QM is 
more than just a tester. A QM on the Agile team is able to give 
an overview perspective on all team contributions in order to 
establish the product quality strategy. Instead of criticizing, 
QM provides proactive ways to improve productivity, promote 
software quality within the team, and give software testing and 
quality coaching. 
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Quality assurance is like a ship; everyone participates in 
making it move forward, but only one person can steer it in the 
right direction. A QM is the one who gives the "course" to 
follow for the whole team to reach a satisfactory quality level. 
He is the one who carries the global vision of the product and 
process quality. 

The aim of this paper is to propose a new agile approach 
called "SQrum", whose central concept is the addition of a new 
quality role and all of the artifacts it will require. We will build 
a metamodel using the OMG Meta-Object Facility (MOF) that 
provides an abstract view of the new agile development 
process. The Meta Object Facility (MOF [4]) standard was 
created by the Object Management Group (OMG) to facilitate 
the development of modeling formalisms in the form of 
metamodels. This consists of a set of meta-classes connected 
by meta-association [11]. The rest of this paper is organized as 
follows: Section II details the related work of this study. 
Section III provides an overview of Scrum. Section IV 
describes the disadvantages of Scrum. SQrum is presented in 
Section V. Finally, Section VI concludes the study. 

II. RELATED WORK 

Hanssen et al. [5] found that Quality Assurance processes 
in Scrum are becoming inadequate. Consequently, they 
suggested a new method called SafeScrum, which is a Scrum 
variant with some supplementary XP methods that can be used 
to develop safety-critical software and IEC 61508 certified 
software. They evaluated the standard, sought out an impartial 
evaluator, and collaborated with the Scrum team to identify the 
required additional tasks to be included in the Safe Scrum 
process for an internal quality assurance component. They did 
not cover all aspects of quality in a scrum project with the 
proposed role. 

Jeon et al. [6] explain that Scrum does not place enough 
focus on non-functional requirements, whereas the key success 
factor of software projects is not only the satisfaction of 
functionalities, but also of quality attributes; therefor, they 
propose the ACRUM method for the analysis and 
incorporation of quality attributes into software projects. Jan 
Bosch concurs with Jeon et al. and suggests an approach that 
explicitly takes nonfunctional criteria into account during 
design. 

Timperi [7] explains the weakness of scrum is the lack of 
concrete guidance and instructions about quality assurance 
activities and that the focus has been on the development 
activities while quality assurance practices of different agile 
methodologies have received less attention and an overall 
picture is missing. The author recommends combining quality 
assurance practices of different methodologies, like Scrum and 
XP, in order to get good enough software delivered to the 
customer. 

Aamir et al. [8] assert that due to the rapid delivery process 
of sprints, quality is not considered in the scrum framework, 
and the majority of Quality Control (QC) operations are 
overlooked. To address this issue, the authors offer an 
enhanced scrum model for implementing QC activities and 
evaluating the product's quality. They also provide a new 

concept of "test backlog" for documenting test cases within the 
scrum. 

Bajnaid et al. [9] addressed the limitations of agile practices 
that do not include quality assurance in their process to 
guarantee that the quality assurance procedure has been 
followed and quality assurance criteria have been satisfied. To 
overcome the drawbacks, they suggested a process-driven e-
learning system that senses developers' activities and guides 
them through necessary software quality assurance methods 
during software development. 

III. SCRUM OVERVIEW 

Scrum is a management process that was initially 
mentioned in 1986 by Takeuchi and Nonaka in their paper 
"The New New Product Development Game," in which they 
describe a flexible, fast, and self-organizing product 
development process .Sutherland and Schwaber [10] used these 
discoveries and the word "Scrum" to create the currently 
known framework, which was initially introduced in 1995. 

Scrum is a lightweight development methodology that 
allows IT organizations to handle complicated adaptive 
challenges while delivering solutions of the highest possible 
quality. Scrum was developed based on the premise that 
software development is too complicated and unpredictable to 
be meticulously planned at the start of a project [11]. 
Therefore, a progressive, iterative method is used to maximize 
predictability and limit risk. Given that change cannot be 
avoided, it must be managed. Scrum handles change by 
developing software in iterations as opposed to a one-shot 
method. 

Scrum is based around three roles (Product Owner, Scrum 
Master, and Development Team), four meetings (Sprint 
Planning, Daily Scrum, Sprint Review and Sprint 
Retrospective) and three artifacts (Product Backlog, Sprint 
Backlog, Product Increment) [10] (see Fig. 1.) 

 

Fig. 1. Roles, Artifacts, and Activities in Scrum [12]. 
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Each project has a Product Backlog, which is a list of a 
product's requirements ordered by business value. It is a 
constantly evolving document based on changing requirements, 
changing problem understanding, and changing contexts. Each 
Product Backlog Item (PBI) is estimated using an abstract 
effort measure based on "Story Points" and has a set of 
acceptance criteria. 

Scrum teams are self-organized, multi-skilled, and capable 
of producing products iteratively and incrementally, thus 
increasing opportunities for ongoing feedback. A Scrum team 
consists of a product owner, who acts on behalf of the client 
and is charged with maximizing the value of the developed 
product, and a development team, which is responsible for 
creating the product. The development team is made up of 
developers and a Scrum master. The Scrum master is a 
facilitator who ensures that the development team is supplied 
with an appropriate environment to finish the project 
effectively, removes impediments for the team, and guarantees 
adherence to Scrum practices. 

The Scrum development process is carried out by cross-
functional teams of individuals with diverse skill sets[10]. The 
teams often possess a variety of specializations, including 
programming, testing, analysis, database administration, user 
experience, and infrastructure. All of these skills are required 
to provide the product, and Agile projects employ a whole-
team approach to execute it. Advantages of employing a 
whole-team approach include the fact that quality is everyone's 
responsibility. Scrum focuses on developing high-quality 
software within a timeframe that optimizes its business value. 
This is everyone's responsibility, not just the testers. Every 
member of a scrum team is a tester. Tests, from the unit level 
on up, drive the code, teach the team how the program should 
function, and indicate when a task or story is "done." A Scrum 
team must have all the competences necessary to generate 
high-quality code that provides the organization's requested 
features. This means that the team is responsible for all testing 
activities, including test automation and manual exploratory 
testing. It also implies that the entire team continuously 
considers testability while creating code. 

Scrum divides a project into iterations known as "Sprints". 
A Sprint is a time-boxed, often 30-day iteration in which the 

Scrum team adds new features to the product. The sprint begins 
with a "Sprint Planning Meeting" where the team picks from 
the product backlog the items to be handled in the sprint and 
plans the work to be performed. The team will estimate the 
selected items based on their velocity (e.g., the number of 
"story points" they can execute within a predetermined time 
limit). The result of planning is turned into an objective known 
as the "Sprint Goal" The Scrum Team then has an internal 
meeting and utilizes the Sprint Goal to generate a list of the 
necessary requirements to achieve the target. These 
requirements are decomposed into "tasks" that become entries 
in the "Sprint Backlog." The success of the sprint is based on 
the achievement of the sprint goal [2]. 

During the sprint, the team holds daily 15-minute stand-up 
meetings called “Daily Scrum” with the purpose of assessing 
progress and maximizing the chance that the development team 
will accomplish the sprint goal. Each team member responds to 
three questions [13]: 

 What progress has been made since the last meeting? 

 What will be accomplished by the next meeting? 

 What impediments stand in the way? 

The Sprint yields a deliverable product increment as its 
final output. During a 4-hour Sprint Review, the Scrum Team 
inspects the product increment, evaluates what they were able 
to accomplish during the sprint, and modifies the product 
backlog as needed prior to the next Sprint Planning meeting 
[17]. The “Product Owner” will approve the needs for the live 
system based on the requirements and their preset acceptance 
criteria. 

The last meeting of a "sprint" is the "retrospective," at 
which time the team examines and comments on itself and the 
project in terms of people, relationships, processes, and tools. 
As a consequence, an improvement strategy may be developed. 

Merzouk et al. [12] proposed, in their paper titled "Towards 
a New Metamodel Approach of Scrum, XP, and Ignite 
Methods," a metamodel of Scrum (see Fig. 2). 
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Fig. 2. Proposed Metamodel for Scrum Method [12]

IV. CRITICAL ANALYSIS OF SCRUM 

Scrum is the most popular and effective Agile methodology 
due to its many advantages, including quick delivery and 
flexibility to change. It emphasizes customer satisfaction, 
continuous feedback, and process transparency. In spite of its 
many advantages, it has three disadvantages. First, Scrum 
backlogs focus only on functional requirements (FR) and tend 
to neglect non-functional requirements (aka Quality Attributes; 
see Fig. 3) [6] [14]. Second, the majority of quality assurance 
activities are skipped in scrum due to the sprint's short period 
and the lack of a dedicated quality management role [8]. 
Finally, in Scrum, the requirements are typically managed by a 
person with a business-oriented profile. Thus, the focus is on 
the development activities that produce business value, while 

quality assurance practices receive less attention and an overall 
picture is missing [7]. 

This study proposes the SQrum as the solution to the 
aforementioned problems. SQrum is built on the traditional 
scrum to present a more effective method. 

Our new approach will improve classic Scrum in three 
ways. 

 The quality attributes will be considered and included 
in the product backlog. 

 Quality assurance activities will be effectively handled. 

 The tester's responsibilities will be precisely outlined. 

 

Fig. 3. ISO 9126 Model for Quality Attribute [15]. 
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V. PROPOSED METHOD 

A. SQrum Quality Artifacts 

SQrum intends to incorporate the DoD as an artifact into its 
new model and proposes four new artifacts: QA strategy, test 
plan, defect backlog, and test library. 

1) Definition of done: DoD is a significant part of the test 

plan. It is used by the QM as a check list of items, each one 

used to validate a story or a PBI for completeness. Unlike the 

acceptance criteria, the DoD is applicable to all items in the 

Product Backlog, not just a single user story. It is applied to 

the product increment as a whole [16]. The QM collaborates 

with the PO and the dev team to identify all the conditions that 

make an increment shippable or not at the end of the sprint. 

This proposal's DoD should emphasize quality attributes. 

2) QA strategy: A QA strategy is a long-term plan of 

action, the key word being “long-term” about the overall test 

approach to projects. It defines the project’s testing guidelines 

on how to test the target system. 

Using the ship analogy once more, the QA strategy 
symbolizes the "course" to follow in order to reach the final 
destination. 

QA strategy is a static high-level document that can be used 
as a reference that doesn’t change much over time and needs to 
be updated only if processes change. It generally includes 
decisions made in terms of sprint timelines, test types required, 
infrastructure such as test management tools, defects 
management tool, test environments, test monitoring and 
reporting. 

3) Test plan: A test plan is a concise and lightweight 

document used to organize the test activities. Each sprint has 

its own test plan, which is a living document that changes and 

evolves based on sprint requirements. A test plan outlines the 

scope, approach, resources, and schedule of planned testing 

activities. It identifies, among other things, the items and 

features to be tested, the assignment of tasks, the DoD and the 

test types to be performed, the test environment, the test 

design techniques, test data requirements and test 

measurement techniques to be used, the risk and dependencies 

assessment carried out, automation tests programmed, and 

time budget allocated. Continuing with the ship metaphor, the 

sprint is the trip, and the test plan is all that is required to 

ensure its success. 

An Agile Test Plan is a crucial document since it collects 
all the answers to test-related questions in one place. 

4) Defect backlog: A defect backlog is an ordered list of 

all the known defects in the project that haven't been fixed yet. 

Defects may be functional, describing misbehavior or 
technical related to quality attributes such as performance, 
security, or other. The remaining bugs can be calculated by 
subtracting the fixed bugs from the total bugs: 

Remaining bugs = number of total bugs - fixed bugs 

There are three types of defects that we can find in the 
defect backlog: 

 Defects within the current iteration: These are defects 
that can’t be fixed immediately and do not impact the 
increment date of release. Ideally, defects should be 
corrected as soon as they are discovered, before they 
become massive, tangled defects. 

 From the Legacy System: These are inherited defects 
of the old system that have remained hidden until now. 
When found, they are logged to the defect backlog and 
the QM with the team can choose to fix them or not. If 
so, they will be prioritized as part of the product 
backlog. 

 Found in Production: These are bugs found by the 
customer in production. Depending on their severity, 
these bugs may be fixed immediately, at the time of the 
next release, or they’ll be estimated, prioritized, and 
put in your product backlog. 

5) Test library: Scrum uses an iterative approach for 

product development; the same approach can also be applied 

to testing. As a product is produced, the test library expands 

progressively. It includes test cases, test scenarios, and test 

campaigns. User stories are the basis for the creation of test 

cases. The relationship between test cases and user stories in 

the sprint backlog is one-to-many, as a single user story may 

have numerous test cases. The test cases are similar to puzzle 

pieces that compose the test scenario (see Fig. 4), and test 

scenarios are the main components of test campaigns. Each 

campaign is designed to evaluate an increment. Utilizing the 

library enables testers to save time since for each new script, 

there are reusable components that can be used to develop a 

new test campaign. Also, all they have to do is make test cases 

and scenarios for the new features. For example, a first sprint 

is conducted to develop a command-launching feature. The 

test campaign is then utilized to check that this increment 

functions properly. Sprint 2: This sprint's objective is to 

develop functionality that allows for the management of 

billing for placed orders. Testers won't have to start from 

scratch to test this new feature. Instead, they can use the first 

tests they ran to launch the order and finish this test campaign 

with tests that make sure billing is handled correctly. 

 

Fig. 4. The Components of a Test Campaign. 
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B. SQrum Events 

1) Refactoring iteration: it is a didicated sprint for 

continuously enhancing the design of an existing solution 

without modifying its core behavior. Agile teams 

incrementally maintain and enhance their code from Sprint to 

Sprint. If code is not refactored, the resulting product will be 

of poor quality, with unhealthy dependencies between 

building blocks and improper allocation of component 

responsibilities [17]. 

2) Product backlog grooming: is a meeting that helps the 

Product Owner maintain his Product Backlog . He can ask for 

the aid of the team in creating and refining Product Backlog 

Items, estimating the amount of work required to complete a 

PBI, and prioritizing PBIs in the Product Backlog to ensure 

that the Product Backlog is ready according to the Definition 

of Ready [18]. 

C. Quality Manager Responsibilities 

1) Manage quality attributes: Quality Manager is 

responsible for NFR Also known as quality attributes (see 

Fig. 3), QM works with the scrum team to analyze the quality 

attributes based on the functional requirements. With the 

agreement of the product owner, he complete the product 

backlog by mapping out the functional requirements and the 

quality attributes. QM can use three ways to elicit NFR 

1) Acceptance criteria 2) User story 3) Definition of done. 

QM plays an important role in every stage of the sprint: 

 During the Product Grooming meeting, the QM begins 
gathering NFR by asking the PO and the development 
team several questions, such as: the system's scalability 
when more resources are added; the likelihood of the 
system performing without failure; and how long data 
should be retained in the system for reference (this 
might be a government/national regulation); What are 
the consequences if the user cannot access the system? 

 Prior to Sprint planning: QM works with the PO to 
complete the product backlog. 

QM incorporates NFR testing into the test plan. 

 Sprint planning: QM presents and explains to the 
development team the identified NFRs for each user 
story. 

 Daily meeting: QM tracks NFR work progress and 
assist the team in overcoming difficulties. 

QM assists the team in remembering the importance of the 
quality attributes. 

 Review meeting: While the PO focuses on the FR, the 
QM examines the NFR. 

 Retrospective: QM recommends enhancements to 
increase product quality. For instance, devote more 
time to quality attributes such as security. 

2) Manage testing activities: The SQrum method 

enhances the classic scrum "whole team" approach, in which 

every team member is responsible for quality and every team 

member is a tester [19]. SQrum proposes to give the 

responsibility for managing testing tasks to a single member 

who is the Quality Manager. QM's mission is not to pilot and 

supervise the SQrum team, but to accompany and coach them 

to ensure that they have all they need to execute QA activities. 

His role is to: 

 Break down testing activities into several tasks. 

 Ensure that the appropriate testing tasks are scheduled 
during release and iteration planning sessions. 

 Assign testing responsibilities to team members so that 
everyone is aware of what to accomplish. 

 Ensure that all testers meet their deadlines for work 
completion. 

 Take notice of test-related challenges and attempt to 
address them. 

 Ensure that each tester has the skills and knowledge 
necessary to develop and perform the tests required for 
each user story. 

 Employ pair testing to address the skills gaps of the 
tester. 

 Help to estimate the overall test effort and the technical 
resources need it. 

3) Define QA strategy: In Sprint Zero (also known as the 

pre-planning phase of a sprint project), the QM collaborates 

with the scrum team to develop the QA strategy. However, his 

responsibilities do not end there because he is also responsible 

for keeping the QA strategy updated. The QA strategy is used 

by the quality manager to provide a new tester with an 

overview of the test process. 

4) Establish the test plan: Before the sprint planning, the 

QM asks the PO about what stories will be in the next sprint, 

so he takes time to understand functionally and technically the 

requirements, and he starts working on his sprint plan. When 

the sprint planning comes, he already has an idea about quality 

attributes, possible issues and dependencies, data creation 

estimation, and test effort. This raises awareness of potential 

resource, time, and scope of work constraints confronting 

testers, as well as risks that must be discussed and addressed. 

This also allows the PO to reevaluate the level of quality he 

requires, and how much work should fit within the actual, 

achievable velocity of the sprint. 

The Quality Manager may delegate the preparation of the 
test plan to a member of the team, but he remains responsible 
for the veracity of the information included within. 

5) Help the team in expressing its DoD: The Quality 

Manager assists the team in creating a common understanding 

of quality to ensure that each user story makes sense within 

the context of the product's bigger story. The QM helps the 

team in formulating its DoD by asking the appropriate 

questions, such as: 
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Are functional tests passed?  

Is acceptance testing finished?  

Are quality attributes considered? 

6) Tracking test tasks and status: At any point in the 

sprint, the Quality Manager must be able to quickly determine 

how much testing work remains on each story and which 

stories are "done." He must also ensure that no story is "done" 

until it has been tested at all appropriate levels. This helps him 

to check if the team is on schedule and to anticipate if there is 

a story that cannot be completed and he must remove it or ask 

programmers to help with the testing tasks. 

Tracking the number of tests produced, executed, and 
passed at the story level helps indicate the status of a story. The 
number of tests written shows the progress of tests to drive 
development. Knowing how many tests aren’t passing yet 
gives you an idea of how much code still needs to be written. 
The burndown chart is an example of a method used for 
measuring team progress. 

Story or task boards are a helpful visual way to determine 
the state of an iteration, particularly if color coding is utilized; 
there are different colored index cards for the various types of 
tasks, such as green for testing, white for coding, and yellow 
and red for defects . Progress tracking can be achieved by any 
method and with both virtual and physical storyboards, as long 
as it enables the QM to see at a glance how many stories are 
"done," with all coding, database, and testing completed, and 
whatever the team's DoD is. 

7) Identify risks and threats to sprint: Every user story in 

the product backlog is a potential risk. A story risk is the level 

that a user story will fail ( the impact of the failure multiplied 

by the probability of failure). The key purpose of the risk 

prediction is to accurately anticipate the testing work so that 

all user stories can be tested in accordance with the risk level 

defined by the entire team. A simple test is sufficient for 

stories with a low likelihood of failure. Unlike stories with a 

high failure risk, which require a very careful test plan 

containing a variety of test techniques. Stories with a high 

failure risk require a very careful test plan containing a variety 

of test techniques. The QM assists the team in achieving the 

ideal balance between sufficient quality and acceptable risk, 

on the one hand, and time and resource limits, on the other. 

The QM can initiate the identification and assessment of 
risk for both functional and non-functional requirements prior 
to sprint planning, and the team can finish the risk analysis 
during sprint planning. If there is not enough time to address 
the relevant risks at this meeting, the QM can ask the Scrum 
Master to organize a risk poker session. Once the risks have 
been identified, the team classifies and evaluates them based 
on likelihood and impact. This assessment is recorded in the 
test plan and taken into account during the design, 
implementation, and execution of tests for this iteration. 

8) Track defect: Since quality is the concern of the entire 

team, everyone works collaboratively throughout. The Quality 

Manager's responsibility is to assist the SQrum team in setting 

targets relating to defects and using the right metrics to assess 

progress toward these goals. Gathering metrics on defects 

helps reflect the trend, which means the growing attitude in 

the number of defects in the defect backlog over a period of 

time. Another QM’s responsibility is to communicate the 

trend in the defect backlog to the SQrum team. If the defect 

backlog is decreasing, there are no concerns. If it is increasing, 

the SQrum team must invest time in analyzing the underlying 

cause. In order to address the root cause, the QM must tell the 

SQrum team about the nature of the defects. If the defects 

could not have been detected using unit tests, then perhaps the 

programmers need additional training in unit test writing. If 

defects are missed or functional requirements are 

misinterpreted, then perhaps not enough effort is spent on 

sprint planning or acceptance tests are insufficiently thorough. 

The QM can use a visual technique such as "Defect Trend 
chart." As shown in Fig. 5, the "Defect Trend chart" is a 
graphical representation of reported defects over time. The x-
axis represents a period of time, while the y-axis represents the 
number of defects. 

9) Manage defects backlog: The Quality Manager is in 

charge of the Defect Backlog, which includes what's in it, 

when it's available, and how it's organized. Before sprint 

planning, the quality manager makes an initial selection of 

defects based on their severity. Product backlog grooming is 

an excellent opportunity to discuss this selection with the 

product owner in order to determine which defects to fix first. 

The selected defects are presented to the team during the 

sprint planning and are scheduled for the next sprint. 

The QM must ensure that the team does not accumulate 
technical debt, particularly when working with legacy code. 
The longer a defect remains in the system, the greater its 
impact. Defects in a code base have negative effects on code 
quality, system security and flexibility, team effectiveness, and 
velocity. 

 

Fig. 5. Defect Trend Chart. 
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Early detection and correction of defects is more cost-
effective. In iSixSigma Magazine, Mukesh Soni [20] cites an 
IBM report stating that a defect discovered after product 
release costs four to five times as much as one discovered 
during product design and up to 100 times as much as one 
discovered during product maintenance. 

The QM must constantly evaluate the amount of technical 
debt dragging it down and work on reducing and preventing it. 
The QM needs to persuade the product owner of the benefits of 
addressing technical debt by demonstrating that technical debt 
may be costing the business money due to decreasing velocity. 
The team’s velocity is sometimes consumed by bug fixes and 
trying to make sense of the code. 

The QM can request that the PO reduce the scope of his 
desired features to allow sufficient time for good practices such 
as continuous small refactoring, which results in improved test 
coverage, a solid foundation for future development, decreased 
technical debt, and higher overall team velocity. 

If it is insufficient and the PO cannot budget time in each 
iteration, the QM may suggest to the PO that a "refactoring 
iteration" be planned as a last resort to upgrade or add 
necessary tools, reduce technical debt, automate more tests, 
and perform major refactoring efforts. Planning refactoring 
iterations at regular intervals improves quality, maintains the 
system and its infrastructure, and preserves the team's velocity, 
allowing the team to move faster. 

10) Help the team stay focused on the big picture: he 

Quality Manager tries to put each story in the context of the 

whole system by looking at possible risks, dependencies, and 

unplanned effects on other parts. The QM assumed the 

perspectives of the user, product owner, programmer, and 

tester, as well as everyone engaged in building and using the 

features. He can consider the effects of FR and NFR on the 

larger system and bring this to the attention of the team. 

Everyone on the team may easily focus their attention on the 

work or story at hand. This is a disadvantage of working on 

small feature portions at a time. The goal of the QM is to help 

the team take a step back and evaluate how their current 

stories fit into the big picture. QM keeps challenging the team 

to do a better job of delivering real value. 

11) Keep testing environment updated: Testers cannot test 

effectively in the absence of a test-controlled environment. 

The QM must continuously inspect test environments and 

collect information regarding the deployed build, database 

schema, whether or not somebody is altering the schema, and 

other processes operating on the system. This information 

enables him to sustain the test environment with the most 

recent or updated version and eliminate the obsolete test 

environment, its tools,and techniques. This is also true for 

databases. Sometimes other teams can modify fields, add 

columns, or remove obsolete ones. The QM must be aware of 

all these changes in order to keep his database updated. 

D. SQrum Process 

We have identified eleven quality manager responsibilities. 
This list of eleven responsibilities indicates the tasks for which 
the QM is accountable; the remaining QA activities can be 
performed by the rest of the team, since quality is still owned 
by the entire team (everyone is a tester), but managed by just 
one person. 

SQrum method follows eight phases, which are: Project 
Initiation, Sprint 0, Product Grooming, Sprint Planning, Sprint 
Execution, Sprint Demo, Sprint Retrospective, and Release. 
These phases are described in Table I with the artifacts of each 
phase. 

E. SQrum Metamodel 

This section presents the proposal of the new SQrum 
method as a metamodel. As shown in Fig. 6, the SQrum 
Metamodel is based on the transformation of the method’s 
concepts into metaclasses linked by meta-associations, which 
define the kinds of relationships between these concepts. The 
green metaclasses represent the new concepts added to the 
Scrum method related to QA viz, Test Library, Defect 
Backlog, Definition of Done, QA Strategy, Refactoring 
Iteration, Test Plan, Product Grooming, and Quality Manager. 
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TABLE I. SQRUM PROCESS 

 Project 

Initiation 
Sprint 0 Grooming Sprint Planning Sprint Execution Sprint Demo 

Sprint 

Restro 
Release 

A
c
ti

vi
ti

e
s 

 Create 

project Idea 
 Define 

project 

start/end 
dates 

 Team 

composition 
 Get a Quality 

Manager 

 Define sprint 

length 

 Train the team in 
the SQrum method 

 Communicate the 

role of QM 
 Define the QA 

strategy 

 Setup the test 
environment 

 Build the test 

infrastructure 

 Identify 

product’s 
quality 

attributes 

 Identify risk 
and 

dependencies 

 Review the 
future scope 

 Plan tests 

 Keep testing 
environment 

updated 

 Define DoD 
 Identify 

acceptance 

criteria 
 Estimate test 

effort 

 Plan tests 
automation 

 Identify test data 

 Participate in 

sizing stories 

 Complete 

product backlog 
with NFR 

 Track tests 
activities 

 Track defect 

 Report defect 
 Write and execute 

tests campaigns 

 Perform 
nonfunctional 

testing 

 Communicate tests 
results 

 Report test 

impediments 
 Create test data 

 Run automated 

testing scripts 

 Automate new 

functional tests 

 Review of resolved 
defects 

 Pair-test with 

other testers 

 Check 

functional and 

non-functional 
requirements 

 Report defect 

 Inspect the 

process and 
people 

 Identify 

improvement
s 

 Participate in 

release to 

production 
 Train end users 

 

A
rt

if
a

ct
s 

 Project idea  QA strategy 

 Product 

backlog 
 Defect 

backlog 

 Product backlog 
 Sprint backlog 

 DoD 

 Defect backlog 
 Test plan 

 Sprint backlog 

 Increment 
 Defect backlog 

 Test library 

 Increment 
 QA strategy 
 Test plan 

 Increment 

 

Fig. 6. Proposed Metamodel for SQrum Method. 

VI. CASE STUDY AND EVALUATON 

A. Project Description 

To validate our model, we conducted a four-month case 
study on a software development project in a multinational 
telecommunications and IT services company, which is a large 

mobile network operator that serves European and worldwide 
companies. When we began the case study, the project had 
been underway for more than a year, and the team was using 
the agile scrum methodology. The main goal of this project is 
to rebuild a legacy system used by the project managers to plan 
and manage the deployment of internet solutions for enterprise 
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customers (btob business model). By rebuilding the system, the 
company wants to establish a new technological system, 
standardize further development and maintenance procedures, 
improve the system's quality and facilitate project managers’ 
work. The team has agreed to test our method to determine if it 
will help them achieve this goal. Before starting the use trial, 
the team received SQrum training. The case study was 
distributed into four increments. Three are development 
sprints, and one is a refactoring sprint. Sprints were 4 weeks 
long. One quality manager, one product owner, seven 
developers, and one scrum master made up the team that 
worked on the project. 

The company required a 10-month trial period, and if the 
deployment is successful, it will adopt SQrum as a standard 
methodology for two of its projects. 

B. First Results 

This section presents results after only four months of using 
SQrum. It is a classification of the team's feedback about which 
aspects they think have been improved using SQrum. 

1) Awareness about quality: All the team members 

reported that SQcrum made them more aware of software 

quality during the sprint. Developers paid more attention to 

quality and were more focused. 

2) Better organization and more communication: 

Communication and organization were also cited by the team 

as SQrum improved aspects. Since the QM took over the 

management of everything related to quality, the Scrum 

Master was able to focus on monitoring development activities 

and assisting the team in overcoming obstacles. 

The team was also able to communicate more effectively as 
a result of the new SQrum events, since each event provided an 
opportunity for sharing and interacting. 

3) Efficiency improvement: The team members reported 

improved efficiency. By mapping out the functional 

requirements and quality attributes, the QM helps the PO 

define clearer user stories from a technical perspective. Due to 

the clarity of the user stories, the team was more efficient and 

had a better knowledge of what to do and how to do it, as well 

as a better understanding of potential risks. which has 

improved not only the efficiency of the team but also the 

quality. 

4) Better use of team velocity: Analysis and verification of 

quality attributes on a periodic basis, as well as the 

implementation of a refactoring sprint, led to a reduction in 

defect counts and defect-fixing time, resulting in a 21% 

increase in development productivity. The team spent more 

time in providing value rather that fixing issues. 

5) Testing properly: The team found that the tests had 

been enhanced; they were better documented and structured as 

a result of the use of the test library. That helped them keep 

the balance between communication and documentation. 

Developers also reported that with the help of the test plan, 

they were able to test more thoroughly and were aware of the 

aspects to be taken into account when testing in order to 

improve quality. 

6) Improving quality: Initiating the refactoring iteration, 

checking the quality attribute, and using the newly proposed 

artifacts decreased the defect density and time required to fix 

defects. The prevention and control of bugs contributed to a 

36% decrease in the defect density of the project, and the time 

necessary to remedy defects was decreased by 41% by easily 

locating the spot of change and estimating side-effects. 

C. Aspects to be Improved 

Despite the positive results of SQrum, months is not 
enough time to test all its aspects. Also, for a better assessment 
of quality, the method needs to be used on large-scale projects 
with SAFe. 

The members suggested detailed guidance on analyzing the 
quality attributes and enhancing the traceability, they also 
suggest a burn-down chart to assess the current state of the QC 
activities in SQrum. 

VII. DISCUSSION AND CONCLUSION 

Scrum is the most used method because it is adaptable to all 
project types. It is an iterative and incremental method that 
helps teams to deliver a high-quality project. Scrum's primary 
issues continue to be process and product quality. 

This study introduces SQrum which is an adaptation of 
Scrum that includes and promotes the existence of a quality 
owner role. 

SQrum provides a quality enhancement by adapting the 
traditional Scrum to emphasize non-functional requirements, 
establishing a new role and new artifacts to focus on control 
assurance activities, and ensuring that the quality assurance 
process has been adhered to. 

In an ideal world, the goal would be to have zero defects, 
but due to the sprint's short lifecycle, this goal is almost 
impossible to achieve. Quality should not be seen as a 
constraint, but rather as a tool for maximizing business value. 
The QM's responsibility is to assist the PO in finding the ideal. 
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Abstract—Malaysia is focused on the development and use of 

technologies among consumers. Thus, technological innovations 

are used in the adaptation of online learning to educate students, 

as well as to enhance the teaching and learning process in 

Technical and Vocational Education and Training (TVET) 

institutions. There is a need to expose students to the online 

learning revolution, which conceptualises using computerised 

systems to facilitate the learning process. However, the COVID-

19 outbreak has disrupted the academic year across the country. 

Due to the unusual circumstances related to the pandemic, the 

Malaysian government has urged all academic institutions to 

conduct online teaching and learning. Thus, an e-Learning 

system, known as SpmiILP, has been designed and developed 

accordingly for an interactive multimedia course to encourage 

online interaction among students and lecturers, as well as to 

enhance human learning and cognitive development. In fact, 

these essential elements such as learning style of the students and 

user experience are focused on to engage them in learning 

effectively as well. An e-Learning System for Interactive 

Multimedia Course was used to develop the e-Learning system 

(SpmiILP). The usability test showed that the developed e-

Learning system has a positive influence that provided potential 

contributions to (TVET) students in their learning processes. 

Keywords—e-Learning; interactive multimedia; learning style; 

user experience 

I. INTRODUCTION 

The evolution of information technology has spread 
worldwide in conjunction with the rapid growth of various 
technologies. Multimedia technology has demonstrated the 
great potential of evolution in learning, accessing, and 
manipulating information. Multimedia contributions have an 
enormous opportunity for educators to expand numerous 
learning techniques, especially e-learning. e-Learning shows 
the potential of digital transformation in the education system 
that would allow the development of new teaching and learning 
ecosystems. e-Learning growth was facilitated using digital 
tools involving interactivities that encourage online interaction 
between students and lecturers. e-Learning concepts 
encompass many multimedia technologies and the Internet that 
enable access to virtual learning environments. The use of 
information and digital technology empowers the diverse 
learning process by combining traditional classroom and online 
learning environments. Therefore, e-Learning has been 
massively implemented in higher education institutions based 
on pivotal success factors categorised as system quality, 

service quality, information quality, usefulness, and 
engagement. 

The advancement of teaching and learning technologies has 
helped improve students' critical thinking skills. e-Learning's 
enormous growth, alongside technological advancement, has 
promoted high-quality learning techniques that fit students' 
preferences. The term "digitally literate" indicates the ability to 
perform and handle digital technologies humans use daily 
[1],[2]. Indeed, the quality of learning has been enhanced by 
advancing educational tools. Nowadays, younger generations 
are immersed and surrounded by technologies, with easy 
access to information. 

The e-Learning approach supports collaborative 
communication that allows users to control and customise their 
learning environment. Satisfaction in e-Learning has enabled 
users to experience learning that fits their preferences and 
styles [3]. Multimedia elements also play a significant role in 
education by allowing users to experience interactive learning. 
Multimedia elements consisting of text, audio, animation, 
image, and video can trigger users to be more entertained and 
keener to continue learning [4]. The intensive penetration of 
multimedia has fuelled the demand for visualising educational 
materials to be more engaging and effective. 

Hence, this next section of the paper will further provide 
detail on the related works; methodology will emphasize the 
five phases of analysis, design, development, implementation, 
and evaluation, then will summarize the results, discussion and 
conclusion. 

II. RELATED WORKS 

The massive spread of coronavirus disease or COVID-19 
has become a global pandemic that forces social distancing 
policy. Progressive steps are taken to limit the spread of this 
policy in the community and influence various sectors, 
including education. Therefore, there is a sudden transition of 
learning where the institutions are required to implement 
online learning. Human motion restrictions force changes in 
our education in new aspects such as learning styles, learning 
platforms, accessibility, and the deliverance of information [5]. 
Thus, the pandemic of COVID-19 leads educators to provide 
learning materials through online learning. The transition from 
face-to-face learning to remote learning as an alternative shows 
the potential of e-Learning that uses an online platform. To that 
end, face-to-face learning has become vulnerable in most 
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institutions due to the COVID-19 pandemic, which results in 
another alternative of providing online learning for the 
students. 

In a world with ever-evolving computing technology, e-
learning has been pushing the advanced technology 
boundaries. e-Learning is recognised as an important part of 
learning in higher education institutions. The expansion of e-
learning has initiated several changes in education delivery, as 
shown in Fig. 1 [6]. 

This e-learning model shows the different e-learning 
techniques in education that learners can employ. First, adjunct 
e-learning can be used in a traditional classroom that provides 
relative independence to learners. Second, the blended e-
Learning technique can explain the delivery of course materials 
using traditional learning and e-Learning methods. The third 
technique is conducted online, devoid of traditional learning or 
classroom participation, because it features individualised and 
collaborative learning. The development of the proposed e-
learning system in this research paper was focused on blended 
e-Learning. 

Therefore, Industrial Training Institutes, or Institut Latihan 
Perindustrian (ILP), provide formal training for school leavers 
and industrial workers that would enable them to acquire skills 
for specific work fields. By upgrading their skills, they would 
be more focused on their work and contribute effectively to 
this country's development. Interactive Multimedia has been 
introduced to ILP students as one of the main subjects in the 
Information Technology (IT) course. ILP students have been 
using the conventional way of learning instead of focusing on 
the rapid growth of digital technology for teaching and learning 
[7]. The lack of motivation and engagement has caused them to 
lose interest in learning. 

 

Fig. 1. e-Learning Model. 

Nonetheless, the ongoing technological changes have 
enhanced the education system in this country with the use of 
digital technologies. The e-Learning system for the Interactive 
Multimedia subject can drive ILP students to use technology 
and learn effectively. e-Learning has become a learning 
platform with various benefits, such as being easy to use, user-
friendly, interactive, and efficient for students [8]. 

Online learning has been introduced in ILP to expose 
students to different teaching and learning methods that would 
suit their learning styles. Some students prefer to study in 
groups, while some prefer to study alone. Additionally, some 
of the students' performances showed that they understand 
better through verbally explained lessons, while some might 
have difficulties in this environment. They might prefer 
learning using visual and graphical forms of the lesson to 
understand and improve their motivation and engagement 
[9],[10]. These different learning styles show that students have 
different capabilities in adapting to knowledge. Thus, the e-
Learning system for the Interactive Multimedia subject has 
been developed with several functionalities, such as interactive 
notes, videos, and quizzes. These functionalities enable the 
students to complete the tasks involving problem solving and 
assignments. The students can improve their cognitive abilities 
by adopting an online platform during the pandemic COVID-
19. The user interface is obtained based on the user 
requirements specified on the usage of multimedia elements 
such as animation, text, videos, and audio. Using multimedia 
elements helps them stay focused and have fun while learning. 

The students involved in this study could complete their 
assessments and were evaluated right after they completed the 
e-Learning. It should be aligned with the users' performance 
and learning styles to make the e-Learning system more 
effective. The constantly growing research on interactive 
multimedia e-Learning systems has helped foster new 
approaches to learning. Therefore, this study has aimed to 
design and develop an e-Learning system for the Interactive 
Multimedia subject (SpmiILP) for ILP students that could 
improve their learning outcomes. 

In the meantime, students can utilise other currently 
available systems, such as Moodle, as a learning management 
system. Moodle offers various features, such as reading 
materials, papers and projects, forums relating to the course, 
conduction of quizzes, the distribution, collection, and 
evaluation of assignments, keeping track of class attendance, 
and recording grades. Some of these features have been used to 
develop the e-Learning system (SpmiILP) based on the user 
requirements of ILP students enrolled in the Interactive 
Multimedia subject. 

The SpmiILP was adapted to fit the needs of individual 
learners. For example, it offers students the flexibility of time 
and place to access the huge amount of information in the 
system, eliminates the barriers that could potentially hinder 
student participation in the classroom, and it enables the 
students to study at their own pace and speed [6], [7],[11]. As a 
result, they can be satisfied with their performance and 
decrease their stress level. Since every student's learning style 
must be taken into consideration, this paper presents the design 
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and development of an e-Learning system that is focused on 
the user requirements of ILP students. 

III. METHOD 

This study was conducted in five phases: analysis, design, 
development, implementation, and evaluation. Each phase is 
explained in detail in the following sections. 

A. Analysis Phase 

This phase involved analysing user requirements obtained 
from the users, as shown in Table I. Previous studies have 
highlighted the learning styles of undergraduate students, 
multimedia elements, user interaction, user experience, 
usability, and types of technology used [7], [8], [9], [11], [12], 
[13]. Identifying user requirements of a system has helped 
strengthen their understanding of the learning process. 

The user requirements listed in Table I have been acquired 
to develop an e-Learning system for the Interactive Multimedia 
subject. Instead of focusing on interface designs, this e-learning 
system was developed to meet students' requirements with 
functional features that could engage and motivate them in 
their learning process. ILP students mostly prefer learning 
using different forms of visual and graphic learning tools, 
including animation, text, video, and audio. The tasks given to 
the students were in the form of online learning by providing 
quizzes and assessments. The implementation of online 
learning has enhanced the use of technologies among these 
students that they can use to obtain unlimited access to 
information. 

B. Design Phase 

This phase involved utilising the outputs obtained from the 
analysis of user requirements. The selection of activities must 
be suitable for ILP students to improve their learning 
performance. This system has adapted multimedia elements 
that showed greater potential and have gained popularity 
among the students. Fig. 2 shows a model of the e-Learning 
system for Interactive Multimedia subject (SpmiILP). This 
model consists of user specifications and software content. 

TABLE I. USER REQUIREMENTS OF ILP STUDENTS 

User Requirements 

1. Device Used: Computer/Laptop 

2. User Interaction 

3. Learning Styles: Visual & Graphics 

4. Multimedia Elements: Animation, Text, Video, Audio 

5. Usability: Effectiveness 

6. User Experience: Engagement, motivation 

7. Activities: Quizzes & Assessments 

 

Fig. 2. Model of the e-Learning System for Interactive Multimedia Course 

(SpmiILP). 
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The target users of this system were the ILP students, who 
interactively used current technology, such as computers or 
laptops. The software contents of this system consisted of 
different learning styles: visual and graphical learning tools; 
multimedia elements, such as animation, video, text, and audio; 
and other components, such as interactive notes (Flipbook) and 
tutorials. This flipbook consisted of several learning materials, 
such as notes, videos, and animation that can enhance the 
learning experience using technology. The interaction between 
the users and the system occurred through buttons; for 
example, videos were provided with open and close buttons. 
Meanwhile, accessing the tutorials with functionalities that 
consisted of login, quizzes, assessments, and answers has 
enabled the users to choose, open, close, register, verify, check, 
and print the results using these buttons. PHP MySQL was the 
database system for SpmiILP, and HTML was used for the 
interface design template to develop this e-learning system. 

Fig. 3 depicts the hierarchy of the e-learning system's 
interface design, which includes login, user ID, password, 
notes, upload notes, list of notes, students, registration, list of 
students, and quizzes. 

C. Development Phase 

Fig. 4 shows the interface design for the SpmiILP that ILP 
students use to access and study the Interactive Multimedia 
subject. This is the main page for student registration, and this 
interface consists of the main page, student registration, upload 
notes, interactive notes, quizzes, and results. Before logging in, 
the students need to obtain their user ID and password by 
filling in their details, such as matric number (NDP), name, 
gender, session, and phone number. These details are 
compulsory for registration, where the ID and password are set 
up the same as the NDP for the students. The main page of this 
e-Learning system consists of the main menu, notes, students' 
names, lists of quiz categories, quiz sections, and results. 

Fig. 5 shows the feature for uploading notes in the e-
learning system. This page can be accessed by both the 
lecturers and the students. The lecturers can upload their visual 
and graphical notes for teaching and learning. Instead of 
learning by reading notes consisting only of texts, this method 
could help students engage more in the learning process. 

 

Fig. 3. Hierarchy of the e-Learning System Interface Design. 

 

 

Fig. 4. Students’ Registration. 

 

 

Fig. 5. Features in the e-Learning System (Uploading Notes and Interactive 

Notes). 

Fig. 6 shows the interface for the quizzes section. In this 
section, the lecturers can update the students' quizzes list. The 
quizzes section aimed to evaluate students' understanding of 
the subject they were learning. It can also provide lecturers 
with insights into students' progress. After the lecturers have 
finalised the quizzes, the students can answer them within the 
estimated time. 
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Fig. 7 shows the interface for quiz results. The students can 
check their marks after completing their quiz sessions. They 
would be evaluated based on their performance in answering 
the quizzes. The lecturers can access this page, and the students 
can view their grades. This feature showed the user interaction 
among the students through this platform. Therefore, the 
lecturers could use this platform to impart to their students a 
great deal of knowledge. 

D. Implementation and Evaluation Phase 

The usability of the SpmiILP was evaluated among ILP 
students using questionnaires. There were 24 respondents from 
the Interactive Multimedia class in this usability evaluation. 
Data are obtained from a questionnaire after respondents use 
the application. The questionnaires consisted of Section A and 
Section B, where Section A was focused on the respondents' 
background, as shown in Table II. Meanwhile, Section B 
focused on three dimensions of the usability evaluation: 
efficiency, functionalities, and effectiveness. Respondents’ 
responses were based on agreement on all items based on a 5-
point Likert scale; namely, 1 = strongly disagree, 2 = disagree, 
3 = slightly agree, 4 = agree, and 5 = strongly agree. The 
usability of this system was analysed using answers scales of 4 
and 5 points to get the percentage using Microsoft Excel. 

 

 

Fig. 6. Features in the e-Learning System (Quizzes Section). 

 

Fig. 7. Features in the e-Learning System (Results). 

Table II shows the respondents' background in gender, age, 
race, education, and application usage in teaching and learning. 
Based on the collected data, 91% of the respondents had not 
used the system or other applications during the learning 
process. This result was troublesome because the development 
of technologies in Malaysia is growing rapidly, whereby the 
evolvement of technological innovation can enhance the 
teaching and learning process. Yet, these respondents have 
failed to take this opportunity. Therefore, there is a need to 
develop online learning systems or applications that could 
enhance the effectiveness of e-Learning and increase students' 
motivations. By providing the online learning platform to 
TVET students, they can use it to improve their 
communication with their educators instead of only focusing 
on conventional learning. 

Fig. 8 shows the percentage of all items in the efficiency 
dimension. More than 70% of respondents answered using 
scales 4 and scale 5. The highest percentage was 91% of 
respondents who agreed with using text, graphics, audio, and 
videos in the system, which would engage them to learn more. 
This agrees with another study that reported that multimedia 
elements attracted the respondents to explore more of the e-
Learning system (Nauman et al., 2020). Meanwhile, the lowest 
percentage was 77% of respondents who agreed with the notes 
provided. Based on the questionnaire, several problems were 
found, such as the bland design of the interactive notes and the 
size of letters that have caused difficulties in reading the notes. 

TABLE II. SECTION OF QUESTIONNAIRES (BACKGROUND OF 

RESPONDENTS) 

Details of Respondents Backgrounds 
Total Percentage of 

Respondents (%) 

Gender 
Man 

Woman 

77.3 

22.7 

Age 18 – 20 years 100 

Race 
Malay 
Indian 

95.5 
4.5 

Education Certificate 100 

Have/Have not used 

system/application in the 
process of teaching and 

learning 

Yes 

 
 

No 

9 

 
 

91 

 

Fig. 8. Efficiency Data Distribution for the e-Learning System. 
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Fig. 9 shows that the percentage of all items in the 
functionality dimension is more than 60%. The highest 
percentage was 91% (the system was useful for the 
respondents), and the lowest was 68% (the system was 
functional, as expected). Therefore, system functionality is the 
primary determinant supporting students' learning satisfaction. 
The ability of the system to meet users' requirements has 
contributed to the overall satisfaction with the system's 
usefulness [3]. 

Fig. 10 shows that the percentage of all items in the 
effectiveness dimension is more than 50%. The highest 
percentage was 91% (this system is easy to use), and the lowest 
percentage was 55% (I do not notice any inconsistencies when 
using this system). Feedback from the respondents showed that 
inconsistencies occur because of the unstable LAN internet 
network provided at ILP Kuala Langat. 

Overall, the newly developed e-Learning system has helped 
improve students' performances in the learning process using 
technology. This system can be used for teaching, whereby the 
lecturers can upload interactive notes and evaluate the student's 
performance online. Using multimedia elements and interactive 
notes have engaged the ILP students in learning. 

 

Fig. 9. Functionality Data Distribution for the e-Learning System. 

 

Fig. 10. Effectiveness Data Distribution for the e-Learning System. 

IV. DISCUSSION 

Developing technologies as essential skills development 
and learning tools have proved that e-Learning is an effective 
learning method. The demand for adopting technology-based 
education, such as e-Learning, has shown an increase in a 
similar usage, enabling communication with the educators [14], 
[15]. Instead of only focusing on teaching, combining 
conventional and technology-based education could improve 
students' interests. This is because some students could face 
difficulties articulating their thoughts and would keep the 
problems to themselves. Through online learning, the educators 
could help these students figure out their problems [16]. 

The e-Learning system is an alternative learning system 
that the students can access online. Due to the advancement of 
technology, students would easily access the learning 
materials. The e-Learning system was developed and presented 
on the platform of mobile devices. Based on the preliminary 
study, 91% of respondents had not used the online learning 
system for their teaching and learning process. This has led to 
several problems, such as the one-way communication between 
the lecturer and students. The students could also lose their 
focus during a learning session, and the learning styles can 
affect their performances [7], [17]. There is a small number of 
studies conducted on TVET students. Students from the Z 
generation, or digital native generation, must change their 
interaction with high technology devices. The e-Learning 
system emphasises learning activities, social communication, 
activity control, notifications, file storage, and data security to 
help the students experience engagement and learnability from 
the teaching and learning process. 

The intensive penetration of digital technology into 
everyday life has fuelled a new demand in teaching and 
learning. The educational materials were transformed from 
conventional learning's functional capabilities into online 
learning. Adopting online learning, in line with digital 
technology, can affect the student's learning styles. Their 
capabilities to learn through online learning have improved 
their motivation, whereby they could stop being worried or 
anxious to talk freely with the lecturers. Online learning has 
helped them learn effectively, whereby the combination of 
students' learning styles, such as active, visual, and audio, has 
caused them to be more engaged in the learning process [18]. 

Consequently, online learning has provided flexibility and 
mobility because the learning process does not remain at a 
fixed location and is accessible everywhere. Therefore, the 
growing outbreak of COVID-19 has forced all academic 
institutions to adopt online learning. All classes and 
examinations were cancelled; thus, the sudden shift away from 
learning has affected the students and lecturers [19]. In 
response to the significant demand for online learning, 
institutions of higher learning across Malaysia have provided 
online platforms to conduct classes and examinations. This 
shift showed that digital technology would help the users 
improve their learning motivation. In terms of teaching and 
learning, the Malaysian education system has changed with the 
remarkable rise of e-Learning undertaken remotely via digital 
platforms. 
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In conclusion, the e-learning system for the Interactive 
Multimedia subject for ILP students has enhanced their 
performances, motivation, and learning engagement. Different 
learning styles have caused them to explore various learning 
methods and improve communication between the lecturers 
and students. The developed e-learning system has shown the 
effectiveness and efficiency of this platform and provided 
functionalities that have enabled the students to access the 
system easily. The adaptation of the e-learning system has 
allowed the students to access information at anytime and 
anywhere. Therefore, e-learning has enhanced the abilities of 
students to foster the development of digital technology skills. 
However, the challenges faced in implementing teaching and 
learning still require the support of educational institutions. 
Embedding technologies in the classroom help in enhancing 
teaching and facilitating learning. Broadly, the potential to 
widen the access and the advancement quality of education 
need the adoption of technologies that will remain as 
challenges not only for students but educators as well. 

V. CONCLUSION 

The use of technology for teaching and learning has helped 
improve the quality of the student's performances. The rapid 
growth of digital technology has allowed educators to utilise 
various teaching techniques based on the different learning 
styles among students. Hence, developing the e-learning 
system for the Interactive Multimedia subject has improved 
ILP students' engagement in the learning process. The students 
have adapted well to the functionality and interface design of 
the system. Several learning techniques have encouraged the 
students to explore the usage of technology and improve their 
skills. The developed e-learning system can display teaching 
and learning materials through computerised digital 
technology. The system's main features included uploading 
notes, interactive notes, and quizzes for students and lecturers. 

This study has found that the e-learning system has 
benefited the users in learning interactive multimedia subjects. 
The rapid growth of online learning methods was due to the 
advancement of learning technologies and students' needs. 
With the advancement of the teaching and learning method, the 
students showed their skills and great potential in mastering 
other learning methods instead of focusing on conventional 
learning. 
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Abstract—Dropping out of depression treatment commonly 

occurs in the current psychotherapy treatment. Adolescents often 

find it difficult to express their thoughts and feelings clearly due 

to their developmental constraints. They also have trouble 

realising their behaviours as unhealthy or problematic. The use 

of therapeutic games in depression treatment among adolescents 

can enhance the engagement level. Indirectly, the issue of 

dropping out can be reduced among the adolescents. Therefore, 

this study aimed to improve engagement levels and reduce 

depression level among adolescents with depression by designing 

a therapeutic game. A prototype named CBT4Depression was 

developed in this study. A quasi experimental study was 

conducted to evaluate the developed therapeutic game and 115 

adolescents were recruited to measure their depression level 

using CBT4Depression. Based on the findings from the 

evaluation process, it can be concluded that the CBT4Depression 

considered success to engage and reduce the depression level 

among adolescents. 

Keywords—Therapeutic; game; depression; adolescents; 

cognitive behavior therapy 

I. INTRODUCTION 

In recent years, a markedly increased number of 
adolescents diagnosed with depression each year throughout 
the world. According to the World Health Organization 
(WHO), depression is one of the leading causes of illness and 
disability among adolescents aged 10-19 years [1]. This is, 
perhaps, not surprising that the statistics of suicide and 
homicide also increased in line with the numbers of 
depression, and have become the third-leading cause of death 
in 15-19-year-olds as reported by WHO. According to Hink et 
al., [2], this age group is 4 times more likely to die by 
committing suicide compared to other older adolescents. 

As for the treatment, disturbed adolescents need to 
undergo a number of sessions in psychotherapy but the 
limitations in the current talk-based treatment may lead to 
negative experiences among the adolescents [3]. They also 
face difficulty expressing their feeling verbally and may also 
deny that they are suffering from depression [2]. Adolescents 
with depression also may have limited knowledge regarding 
depression, such as the differences between normal sadness 

and depression, early symptoms and impacts that could affect 
their daily life. In addition, adolescents also have several 
barriers to seeking professional help or appropriate services 
such as financial problems, lack of knowledge in the help-
seeking process, and their attitudes towards the psychological 
treatment [3], [4]. 

Afterwards, this problem could contribute to the higher 
possibility of dropping out of the treatment [5]. Being aware 
of the flaws in conventional psychotherapy, researchers and 
therapists started utilising the popularity of game technology 
as an assistive tool, also called therapeutic games. The rapid 
innovations and advances in information and communication 
technologies have brought a great positive impact on the 
gaming industry, especially among the young generation. 
They become very attached to digital games [6]. 
Psychotherapists have realised the advantages of using games 
as assistive tools in psychotherapy among young patients. The 
use of serious games is already being applied to various types 
of mental illnesses, such as anxiety, depression, phobia, panic 
disorder and eating disorder [7]. 

With the arrival of recent game technologies in this area, it 
can be seen a rapid proliferation of therapeutic games in 
psychotherapy practices. The advent of game technology has 
facilitated psychotherapists to have a better understanding of 
their patients, particularly adolescences. Furthermore, the 
level of relationship, or rather, engagement, between therapist 
and adolescent could be enhanced. One of the most intriguing 
aspects of therapeutic games is that they could promote 
patients’ engagement and motivation during the treatment, and 
indirectly enhance the success rate of the therapeutic process. 

In the earlier version of digital games, it is only used as 
entertainment tools. To date, digital or serious games are not 
only utilised in training but also in education, medical and 
military simulation. The popularity of serious games has 
grown extensively and is broadly accepted by various age 
groups, ranging from children to adults. Given the wide 
popularity and benefits that can be obtained from using 
serious games, this has increased the interest of researchers 
and health professionals in using serious games in treatments 
as assistive tools [8]. 

This study was funded by the Universiti Utara Malaysia through Journal 
Publication Fee Funding Scheme (SPYPJ). 
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Due to this growing demand, new alternative technologies 
for treatment and therapeutic support of various mental 
illnesses are being developed and implemented [9], [10]. 
Despite the broad range of effective treatments available for 
depression, there is still a need for more research to support 
their use in clinical treatments [11]. 

The use of games in healthcare settings has increased these 
past few years. The present studies also display the 
effectiveness of therapeutic games as an assistive aid in 
mental health interventions [12]. Moreover, recent research 
has shown that using games in psychotherapy can help 
establish the therapeutic relationship between two parties: 
therapist and patient. Successful psychotherapy depends on 
the positive progress of the correlation between these parties. 
This is because, most of the patients, usually involving 
children and adolescents, face problems with traditional 
psychotherapy [13]. It is difficult for young patients to 
develop an emotional connection with their therapist. Thus, it 
increases their resistance to sharing with the therapist. In turn, 
this difficulty could lead to unsuccessful treatment [14]. 

Utilising therapeutic games could provide rich experiences 
and is also capable of stimulating the motivation and 
engagement of patients, which are important during the 
psychotherapy session [15]. As an interactive medium, 
therapeutic games promise a viable, engaging and cost-
effective approach that may benefit in reducing the stigma of 
mental illness [16]. Several therapeutic games have been 
purposely designed to enhance patients’ motivation in order to 
support changes in their daily behaviour towards improving 
their quality of life. Therefore, a therapeutic game that is 
designed accordingly might increase one’s intrinsic motivation 
and reduce reactance [17]. 

Several researchers have also proven that therapeutic game 
has a good prospect of supporting a higher level of cognition, 
for example, self-esteem, problem-solving, decision-making, 
cognitive and emotional skills [8]. Utilising therapeutic games 
in psychotherapy has already been proven as an efficient tool 
in supporting young patients during a psychotherapy session, 
capable of bringing positive changes to their mental health 
[18]. Hence, therapeutic games have high potential for 
improving health outcomes [13]. Playing games is 
synonymous with young patients, in which they can easily get 
immersed in the game. Hence, a strong relationship between 
therapist and patient can be built through this valuable tool. 

A new style of communication between therapists and 
their patients can also be designed through therapeutic games, 
which can decrease face-to-face therapist contact [19]. This 
could very well contribute to a successful psychotherapy 
session. Activities involved in the session must be able to 
capture the attention of young patients. Thus, while they play 
and immerse in the game, they would give full attention to the 
game and forget that they are, in fact, in a psychotherapy 
session [20], [21]. At a certain point, they might even begin to 
feel comfortable with the psychotherapy environment and 
have no fear to express their feelings indirectly. Therefore, it 
is important for therapists to provide a convenient and safe 
environment during the therapeutic process [14]. 

II. RELATED WORK 

In this section, the most related work in therapeutic games 
for mental illness and targeted to young people from year 
2021 to 2022 were discussed and compared. Based on the 
reviewed previous studies, it have clearly shown that the use 
of gaming intervention for mental illness in young people can 
improve their quality of life and reduce the depression 
symptoms. A comparative analysis that involved the 10 recent 
works related to therapeutic games in depression was 
conducted as shown in Table I. 

Based on the comparative study, it was found that the most 
therapeutic approach utilized in the therapeutic games is 
Cognitive Behavior Therapy (CBT). This approach already 
known as an effective treatment to treat various mental health 
problems [25]. Thus, this is the main reason why most of the 
studies are using the therapeutic approach. This approach is 
very suitable to use for various game genres or platform such 
as video games, mobile games, online games, and role playing 
games. In addition, CBT is an action-oriented therapy that 
makes it very suitable for therapeutic games. 

TABLE I. COMPARATIVE ANALYSIS 

Game Type 
Therapeutic 

Approach 
Focus Source 

I- SPARX 
Video 

Game 
CBT Psychoeducation [22] 

SPARX RPG CBT 
Behaviour change 
and engagement 

[23] 

Pesky 
gNATs 

(Depression 
& Anxiety) 

Computer 
Game 

CBT Emotional problems [24] 

REThink 
(Depression) 

Online 
Game 

CBT 

REBT 
Increase resilience [8] 

Grow It! 

(Depression) 

Mobile 
Game 

CBT Emotional dynamics [25] 

Horizon: 

Resilience 

Mobile 

Game 

CBT 

Positive 

Psychother- 

apy 

Increase motivation, 
cognitive flexibility 

activation and 
positivity 

[26] 

Moving 
Stories 

Mobile 
3D Video 

Game 

NA 
Mental health 
literacy and stigma 

reduction 

[27] 

EmoTIC 
Mobile 
Game 

NA 
Social-emotional 
programme 

[28] 

Merlynne 
Role 
Playing 

Game 

CBT Peer-to-peer support [29] 

MT-Phoenix 
i 

Mobile 
Game 

CBT 
Reducing depressive 
symptoms 

[30] 

Legend:  

CBT: Cognitive Behaviour Therapy 

REBT: Rational Emotive Behavioral Therapy framework 
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Although all the studies as tabled in Table I focus on 
various elements, it clearly can be seen that most of them 
focus on the reducing the depressive symptoms by providing 
skills and knowledge to the young people. This is because 
young people have lack of skills and knowledge to handle 
depression. They also have a negative stigma toward 
depression as mentioned by [27]. Therefore, it is important to 
provide relevant skills and essential information to the young 
people to help them handle the depressive symptoms. 

Other than that, gamification elements in the therapeutic 
game is vital to enhance engagement among the adolescents. 
Although the number of therapeutic games are increasing but 
the use of gamification in therapeutic games still limited. This 
is supported by a study conducted by [29]. The use of 
gamification elements will be able to sustain engagement 
among the adolescents to complete therapeutic activities in the 
game. The most common problem in the current treatment is 
unablitity to engage young people to the treatment and this 
leads to the dropping out from the treatment. Thus, the 
gamification elements should be fully utilized to increase their 
engagement. 

III. COGNITIVE BEHAVIOUR THERAPY 

A broad range of therapeutic approaches is available for 
depression, but Cognitive Behaviour Therapy (CBT) has been 
the most widely used and extensively researched among 
young patients [25]. Fig. 1 describes the main components of 
this model. 

This therapeutic approach is an effective intervention for 
improving coping strategies among adolescents. The 
effectiveness of CBT in treating depression among young 
patients is well-known and has been acknowledged by most 
therapists and researchers. To date, CBT has emerged as the 
‘gold standard’ therapy approach for depression or even most 
mental illnesses [31]. In recent years, there is growing 
evidence for the efficacy of CBT on depression [32]. As 
depicted in Fig. 1, the components in CBT consist of: i) 
thoughts (how one thinks); ii) emotions (how one feels); and 
iii) behaviour (how one acts), combined to modify how 
adolescents think and react so as to eliminate negative 
thoughts. 

The main aim of CBT is to assist patients in recognising 
their pattern of negative thinking, evaluating their validity, and 
replacing these faulty patterns with a more positive thinking 
style [33]. In the procedure of CBT with adolescents, 
therapists will observe and start analysing the patterns of 
thoughts, feelings and behaviour exerted by adolescents 
during particular events. This is done because therapists in 
CBT attempt to modify the ways adolescents think and feel in 
a more positive manner, which will be reflected in the 
behaviour exhibited by the patients in certain situations. Most 
importantly, CBT therapists would try to eliminate automatic 
negative thoughts that always influence the adolescents in 
their reactions. 

 

Fig. 1. Cognitive Beahavior Therapy. 

Now-a-days, CBT is widely utilised in therapeutic games 
that are designed for various mental illnesses, including 
depression [7]. This shows that the combination of CBT and 
therapeutic games can promote positive outcomes for people 
with depression, especially adolescents as tabled in Table I. 
To date, several therapeutic games were developed as an 
assistive aid to overcome the mental health illnesses. In this 
section, the study of the related works to therapeutic game 
discussed that focused on the reviewing the existing 
therapeutic game for mental illness. 

IV. CBT4DEPRESSION 

The findings from the comparative analysis that was 
discussed in Section II lead to the design and development 
decision of CBT4Depression. CBT4Depression is an 
interactive therapeutic game application designed to deliver 
CBT to depressed adolescents. The target users for 
CBT4Depression were defined as ranging from 13 to 16 years 
old, who could play and are usually interested in computer 
games. It is also the most common age group among 
adolescents that is always experiencing depression. This 
therapeutic game application was meant to be a therapeutic 
material that serves as a kit for therapists or tutorials for the 
targeted users. 

As found in the comparative analysis, gamification 
elements embed in the therapeutic game. Thus, the concept of 
CBT4Depression was designed to be fairly simple in a 2D 
game environment with a single character game control. The 
aim of CBT4Depression was to serve as an assistive aid to 
target users in identifying and reducing their depression levels. 
This is because vast evidence portrays that many adolescents, 
especially at present times, have failed to realise that they are 
suffering from depression [34]. 

CBT 
Changing Perception 

THOUGHTS 

What we think 

affects how we 

feel and act 

 

What we feel 

affects how we 

think and act 

EMOTIONS BEHAVIORS 

What we do 

affects how we 

think and feel 
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Through this prototype application, users can learn 
techniques to strengthen their basic life skills that are critical 
to hinder their depression from getting worse. The 
CBT4Depression was designed and developed in the Malay 
language to suit the target users, as recommended by mental 
health experts during the preliminary investigation. So far, 
most therapeutic games have been developed in the English 
language, such as SPARX [19] and Pesky gNATS [24]. Table 
II summarises the detailed description of CBT4Depression. 

A. Therapeutic Elements 

The CBT4Depression was designed based on a well-
known therapeutic model named CBT, as described in Fig. 2. 
This model was chosen in this study because of its proven 
effectiveness in various mental health treatments. This model 
is also highly suitable for adolescents suffering from 
depression. CBT therapeutic strategies were applied to 
strengthen the elements of therapeutic game in 
CBT4Depression. The game highly focused on how to handle 
automatic negative thoughts and reactions. 

TABLE II. DETAILED DESCRIPTION OF CBT4DEPRESSION 

Main topic Depression 

Target users Adolescents 

Type Single Player Role Playing Game (RPG) 

Game graphics 2D Graphics 

Concept Therapeutic 

Language Malay 

Depression Inventory Beck Depression Malay 

Objective 
Beat Nega, collect points and escape from the 

jungle 

Therapy Content CBT, psychoeducation, and basic life skills 

 

Fig. 2. CBT in CBT4Depression. 

CBT4Depression helped the player recognise negative 
thoughts and poor reactions due to those thoughts. Thus, the 
therapeutic game embedded cognitive and behavioural 
techniques that are in line with CBT. Both techniques were 
implemented as part of the game elements and therapy 
content. Fig. 3 shows one of the cognitive techniques used in 
CBT4Depression, which is known as Socratic questioning. 

Socratic questioning is an important component of CBT 
interventions that facilitates patients in assessing their 
automatic thoughts. It works by asking the player questions 
that encourage active participation in seeking answers and 
indirectly stimulating their critical thinking. Through this 
technique, the therapist can help patients become aware of and 
modify the process involved in their difficulties, and also learn 
how they can re-evaluate their thoughts. 

Meanwhile, Fig. 4 describes one of the behaviour 
techniques called behaviour experiment, which was embedded 
in the therapeutic game. This technique was conducted after 
the player had learnt about negative thoughts and was used to 
evaluate underlying beliefs and assumptions. 

The experiments were executed through questions and 
answers, writing notes on a certain given situation as an 
example and making predictions. Through these experiments, 
the player was encouraged to enhance the memory of the 
positive experience and avoid negative thoughts. Most of the 
existing therapeutic games for mental health apply these 
techniques in their games because such techniques are 
essential in psychotherapy [19], [35]. 

Besides, the use of a depression inventory was essential to 
measure the therapeutic outcome. A depression inventory is a 
set of self-rated questions used for assessing an individual’s 
overall health condition related to depression symptoms [36]. 
In this study, the Beck Depression Inventory in Malay version 
(BDI-Malay) was utilized in the CBT4Depression. The BDI-
Malay is suitable for adolescents because it is easy to 
understand. One example of the questions in the BDI-Malay is 
indicated in Fig. 5. 

 

Fig. 3. Socratic Questioning. 
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Fig. 4. Behaviour Experiment. 

 

Fig. 5. BDI-Malay. 

Other than that, psychoeducation was also embedded in 
the CBT4Depression to raise awareness among the target 
users. Concurrently, teaching critical basic life support skills 
in the therapeutic game application is also important in order 
to help target users cope with depression in certain situations. 
The life skills embedded in the CBT4Depression were 
problem-solving skill, decision-making skill, coping skill, 
relaxation skill, as well as communication and social skills. 
Similarly, existing therapeutic games that are designed for 
depressed adolescents also focus on comparable skills that 
cover cognitive, social and emotional skills for life and the 
school environment. The skills range from relaxation skills 
and literacy skills to emotion regulation skills [37]. 

B. Game Elements 

The storyline embedded in CBT4Depression was about a 
teenager (player) who was lost while exploring the jungle. The 
player needed to find a small village far inside the jungle to 
seek help from the villagers to escape from the jungle. 
However, at the same time, the player needed to fight with 
some enemies, called Nega. Nega(s) were incarnations from 

the player’s own negative thoughts that appeared in various 
forms, such as a friend, stepmother or black shadow. Hence, 
the player had to defeat Nega by fighting negative thoughts 
and modifying them into positive thoughts. 

Various elements of mixed fantasy and curiosity were used 
in the game story to ensure that CBT4Depression was capable 
of capturing the interest and attention of the player as depicted 
in depicted in Fig. 6. The story involved the elements of 
exploration or fantasy, which then lead to surprise, wonder, 
and awe, all of these supporting the fun elements. 

In addition, the rules in CBT4Depression were clear and 
specific, thus, allowing a player to receive feedback 
discrepancies, which then can trigger greater focused attention 
and enhance player engagement. The linking activities 
provided in the prototype also contributed to engaging 
competitive and cooperative motivations. All these elements 
can help in enhancing the engagement level among 
adolescents. 

 

Fig. 6. Game Elements. 

The difficulty levels in CBT4Depression were designed to 
increase gradually from the first level onwards. The difficulty 
at each level was matched with the player’s skills so that the 
player can complete all the challenges in the game. The 
challenges in the therapeutic game were also tested by the 
health experts during evaluation to ensure that the moderate 
challenges were suitable for the target players [38]. As the 
therapeutic game was targeted at adolescents with depression, 
the challenges were not too difficult and yet not too easy. 

Besides, since CBT4Depression was purposely designed 
for people with depression, time challenge was not utilised in 
the game based on the advice of the experts. After all, failing 
to meet the challenge may cause the player to feel more 
depressed. The challenges at each level required the player to 
master different skills. The relevant skills used by the player 
can be practised outside the game context, facilitating an 
effective skill transfer in the player’s daily life [39]. Once the 
player mastered the skills at a level, the difficulty of the 
challenge will be increased at the next level, and the player 
will then need to master a new skill to complete the challenge. 
The challenges at each level are listed in Table III. 
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TABLE III. GAME CHALLENGES IN CBT4DEPRESSION 

Level 1 Exploration, survival, and accuracy 

Level 2 
Exploration, memorisation, defeating the enemies, and 

finding a key to open an exit door. 

Level 3 Defeating the enemy and helping a friend 

Level 4 
Answering questions correctly, finding essential 

information, and defeating the enemies. 

Meanwhile, Fig. 7 shows one of the game challenges that 
was designed in the therapeutic game. In this game challenge, 
the player will learn that negative thinking will lower their 
confidence level and indirectly lead them in making poor 
decisions. Therefore, this game challenge could help to 
increase their awareness of the importance to hinder negative 
thinking. 

 

Fig. 7. Game Challenges in Level 1. 

V. RESULTS AND DISCUSSION 

In order to evaluate the effectiveness of CBT4Depression, 
a quasi-experimental study was conducted. The evaluation 
was adopted in this study to measure player experience in 
terms of engagement, as well as to test the effectiveness of 
CBT4Depression. The study was conducted in a lab 
environment with each PC installed with the 
CBT4Depression. Each participant in this study was assigned 
one PC. 

A total of 115 adolescents aged between 13 and 16 were 
recruited in this study to measure their engagement level using 
CBT4Depression. The scores of BDI-Malay in the 
CBT4Depression were recorded and compared against the 
score classification, as indicated in Table III. The results 
demonstrated that the depression level of the respondents 
decreased from the pre to post-sessions. Then, the mean of the 
BDI score before and after using CBT4Depression was 
compared. Descriptive statistics for the two related samples 
were analysed, as presented in Table IV. The results showed 
that the mean for the BDI score after using the 
CBT4Depression was lower than the pre-score. 

Nevertheless, the Paired Samples Test table was examined 
to ascertain whether the obtained result was significant or due 
to chance. Thus, the differences between the BDI score in both 
samples were examined for significance. As shown in Table 
V, the p-value was less than .05 (significance [2-tailed]). 
Referring to the results of the tests as shown in Table V and 
Table VI, it was found that the BDI scores reduced 
significantly after using CBT4Depression. Hence, this study 
has proven that therapeutic games support treatment for young 
people suffering from mental health, which is congruent to the 
findings of the study conducted by [13]. Therapeutic games 
can act as an alternative tools for psychotherapist in treating 
young patients such as children and adolescents. The 
information can be effectively delivered to them by using the 
therapeutic game as the medium of delivery. 

TABLE IV. BDI SCORES CLASSIFICATIONS 

Classification 
Total 

Score 
Pre-score Post-score 

Minimal Depression 0 - 9 - 79 

Mild Depression 10 – 16 80 18 

Borderline Clinical 

Depression 
17 – 29 20 11 

Moderate Depression 21 – 30 12 6 

Severe Depression 31 – 39 3 1 

Extremely Severe 
Depression 

Over 40 - - 

 Total 115 115 

 

TABLE V. DESCRIPTIVE STATISTICS OF THE PAIRED SAMPLE (BDI SCORES) 

  Mean N Std. Deviation Std. Error Mean 

Pair 1 
Pre score 12.9739 115 8.22647 .76712 

Post score 8.0783 115 8.41901 .78508 

TABLE VI. PAIRED SAMPLES TEST RESULT USING CBT4DEPRESSION 

 

Paired Differences 

t df 
Sig. (2-

tailed) Mean Std. Deviation 
Std. Error 

Mean 

95% Confidence Interval of the 

Difference 

Lower Upper 

Pair 1 
Pre score – 

Post score 
4.89565 6.84717 .63850 3.63078 6.16052 7.667 114 .000 
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In addition, it is evident that the therapeutic elements and 
game elements in CBT4Depression is effective in reducing 
depression level among adolescents. In other words, 
CBT4Depression can be used as an assistive tool in mental 
health treatment among young patients. 

VI. CONCLUSION 

This study has presented the effectiveness of 
CBT4Depression as a game–based digital intervention in 
reducing depression levels among adolescents. 
CBT4Depression comprises therapeutic elements that are 
adopted from a well-known therapeutic approach known as 
Cognitive Behaviour Therapy (CBT). In order to engage the 
adolescents in the game world, several game elements are 
applied in the game, such as challenge, curiosity, fantasy and 
fun. A quasi-experimental study has been conducted to 
measure the effectiveness of CBT4Depression. It has been 
found that CBT4Depression is effective in helping adolescents 
reduce their depression. Future work will involve expanding 
the CBT4Depression to cater more mental illness such as 
anxiety disorder, eating disorder and intermittent explosive 
disorders. The target groups will also expand to the adult as 
well. 
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Abstract—The overwhelming number of video uploads and 

downloads has made it incredibly difficult to find, gather, and 

archive videos. A static video summarization technique highlights 

an original video's significant points through a set of static 

keyframes as a video visual storyboard. The video visual 

storyboards are created as static video summaries that solve 

video processing-related issues like storage and retrieval. In this 

paper, a strategy for effectively summarizing static videos using 

the feature vectors, which are fractional coefficients of the 

transformed video frames, is proposed and evaluated. Four 

popular orthogonal transforms are deployed for generating 

feature vectors of video frames. The fractional coefficients of 

transformed video frames taken as 25 percent, 6.25 percent, and 

1.5625 percent of full 100 percent transformed coefficients are 

considered to form video visual storyboards. The proposed 

method uses the benchmark video datasets Open Video Project 

(OVP) and SumMe to validate the performance, containing user 

summaries (storyboards). These video summaries created using 

the proposed method are evaluated using percentage accuracy 

and matching rate. 

Keywords—Keyframe; orthogonal transform; VSUMM;   video 

visual storyboard; video summarization 

I. INTRODUCTION 

Due to the significant increase in the cases of pushing 
promotional videos in online drop boxes, Emails, and social 
network accounts of users, the users are forced to get these 
videos downloaded to understand the contents of the video. 
After seeing the video, the user often finds that he is not 
interested in the whole content. With the easy accessibility of 
Internet Services and handheld image/video capturing devices, 
there is a lot increase in the photos and videos in online/offline 
databases. But it has introduced new challenges in computer 
vision research, such as storage, search, and navigation, due to 
the huge volume of video data. There is a critical need to 
address these problems because of the abundance and 
accessibility of video data. A video content summarization 
aims to summarize the full video content in this situation into 
short video clips or groups of frames that are crucial for 
understanding video content. This summary is known as a 
visual video storyboard. 

Video content summarization through storyboards enables 
quick browsing of a collection of sizable video datasets. 
Additionally, it supports associated video-related tasks like 

video indexing and retrieval. Nowadays, video summarization 
has evolved in various applications as a problem of keyframe 
extraction [1]. But the key frame extraction is very challenging 
due to the complex nature of the video. Key frame extraction, 
which substitutes for the most crucial elements of the movie, is 
one method for producing video summaries/storyboards. 

The video storyboard is a quick and meaningful way of 
giving an abstract perspective on an entire video by creating a 
video summary[2]. The viewer might not have enough time to 
see the complete movie. At that time, the storyboards may help 
users to watch only the important content using these 
keyframes to narrate the full story of a video. These 
storyboards can be static [3] or dynamic [4]. 

Over the past two to three decades, videos have increased. 
Still, there isn't an ideal system that can handle the time-
consuming process of creating a visual video storyboard. So, 
the indexing, retrieval, and storage of video are affected. All of 
these video-related concerns can be addressed by video 
storyboards. The number of approaches proposed for creating 
video summaries mainly focuses on feature selection 
techniques used for keyframe selection and evaluation with the 
ground truth. 

The existing video summarization methods divide the 
whole video into shots and segments. Then it applies the 
feature selection process as defined in VSUMM [5][6][7], the 
DT triangulation method for clustering the video frames [8], 
Local descriptor based and temporal features based [9], diverse 
color space-based key frame extraction [10]. 

In VSUMM and DT methods, the video frames are 
considered in a batch of the first 25-30 frames or by 
interleaving sequence, thereby not including all the features in 
video frames. In VSUMM and DT methods, the keyframes are 
selected only by grouping and distance between the video 
frames. This leads to the loss of a few important frames in a 
sequence. This limitation can be overcome by using all the 
video frames in a video, as stated in the proposed method. 

In state-of-art summarization of video, video summaries are 
dependent on the key frame extraction, and feature selection 
plays an essential role in this keyframe extraction step. 
Therefore many researchers have demonstrated different 
techniques for selecting these features for key frame extraction 
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[11][12]. Based on the input and output features, video 
summarization has two different ways: dynamic and static. A 
dynamic summary of the video is the abstraction of the lengthy 
video into a compact reel in which the scene is recreated using 
only keyframes, and a motion is applied [13]. A static 
summary of the video includes a series of static keyframes that 
shows the entire story of the video without motion. The choice 
of static and dynamic is user dependent. 

The use of orthogonal transforms assures the full feature in 
the input frames. Orthogonal transforms are applied with 
fractional energy coefficients for the various applications of 
content-based video retrieval with performance measure as 
precision and recall[14]. The use of transformed features 
assures high energy compaction; therefore, transformed 
features are used in video processing. The research work 
presented here addresses the issue of feature selection in key 
frame extraction by using the transformed features and 
proposes a novel video summarization technique with the 
creation of visual video storyboards. The proposed method first 
segments the video into video frames, spreading all video 
content over multiple frames. 

In most of the existing static video summarization 
approaches, the observed limitations are the huge size of 
feature vectors of video frames, unequal size of feature vectors, 
suitability of the features for a particular type of video dataset 
only, and experimental validation is done with a single dataset. 
Hence there is a need to have the optimal minimum size of a 
more robust feature vector with the ability to show analogous 
performance across multiple video datasets. 

Depending upon the discussion above, the key contributory 
significance of the proposed static video summarization 
method is as follows: 

1) The use of fractional energy of transformed video 

frames to produce a video summary (video visual storyboard). 

2) The use of orthogonal transforms to obtain the 

fractional coefficients of transformed video frames. 

3) Performance validation using Open Video Project 

(OVP) and SumMe benchmark video datasets. 
The remaining part of this paper is structured as follows: 

Section 2 illustrates the current work. The proposed static 
video summarization method using fractional energy 
coefficients of transformed video frames is put forth in 
Section 3, and Section 4 describes the results with the OVP and 
SumMe dataset and the test bed used for experimentation. The 
conclusion obtained by thorough investigation and 
demonstration is summarised in Section 5. 

II. RELATED WORK ON STATIC VIDEO SUMMARIZATION 

Lengthy videos have a large sequence of short segments 
(shots) in video frames; these shots are made up of only the 
most essential frames (keyframes) that can be used to search 
and retrieve the original videos. Through these keyframes 
(storyboards), the videos can be understood easily. According 
to the literature, transformed features ensure retrieval 
effectiveness and reduce the calculations required for time-
consuming video processing [14]. But these transformed 
features are extracted for content-based image retrieval, not 
video retrieval. It does not include a sequence of images in a 

query. In [15], adaptive threshold-based key frame extraction 
uses the MPEG -7 color layout descriptors combined with 
adaptive thresholding. In [16], annotation-based keyframe 
identification is defined with interest as a key frame 
identification concept. Both static video frame extraction 
methods use the actions in a video as a base for the shot 
selection. This will not apply to all videos; a few videos may 
be just informative or storytelling. In [17], a review presents 
different video summarization categories based on features, 
clusters, shots, and trajectories. But this study concludes with a 
video summarization of the region of interest problem. Every 
time human intervention is needed while summarizing the 
video. So there is a need for an automatic summary generator 
with minimum computations. The specific feature should be 
selected with automatic computations for the keyframe 
selection. 

Orthogonal transforms, including Discrete Cosine, Kekre, 
Walsh, Slant, Discrete Sine, and Discrete Hartley, have been 
explored for content-based image retrieval (CBIR)[18]. Mean 
Square Error (MSE) is the similarity metric considered. This 
method creates an efficient image signature for each image and 
ensures full input feature selection. But this operation is 
performed on each distinct image in a dataset. In a video, many 
similar images, known as near duplicates, will increase the 
computational overhead; in such cases, using transformed 
features may reduce the computational complexity. Therefore 
in the proposed work, different orthogonal transforms are used 
for storyboard creation in static video content summarization. 

But in [18], the transformed features are used for image 
retrieval; no recreation is performed here with the retrieved 
image. The proposed video visual storyboard creation method 
is explained in detail in the following section and generated 
video storyboards are validated using the novel performance 
metrics. A brief review of the techniques that support the video 
summarization is given in Table I. 

 RELATED WORK COMPARISON OF VIDEO SUMMARIZATION 

TECHNIQUES 

Author List 
Type of Features 

used 
Dataset  Performance  

Xiang et al. 

[16] 2020 
ConvNet VSUMM 

F-score 

(72.1%)          

Rukiye et al. 

[19] 2021 
CNN & RNN  UCF 101 

Accuracy 

(67.39%) 

Vijay Kumar 

et al. [20] 

2014 

Discrete 

Wavelet 

Transform, Haar 

Wavelet based  

Sports 

Video 

Precision 

(0.83) 

Naveed et.al. 

[21] 2013 

Discrete Cosine 

Transform  

Open 

Video 

Project 

F-Measure 

(82%) 

Kavitha et al. 

[22]  2015 

Discrete 

Wavelet 

Transform 

Open 

Video 

Project 

F1-Score 

(87%)  

Ajay 

Narvekar et 

al. [23] 2013 

Discrete Cosine 

Transform 

Online 

videos  

Precision 

(0.78) 

The work presented in [19][20][21][22], briefly compared 
in Table I, clearly indicates that the transformed feature gives 
more precision and recall than the cluster-based approach, 
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along with the reduction in computational costs since kernel 
size varies. It provides a quick review of existing methods 
where the orthogonal transforms are used in video 
summarization, and CNN performance is also compared with 
recent work. This has given the motivation for selecting the 
orthogonal transforms to prove the efficiency for static video 
content summarization, i.e., creating the video visual 
storyboards. 

III. PROPOSED METHOD OF STATIC VIDEO SUMMARIZATION 

USING ORTHOGONAL TRANSFORMS 

The proposed method of creating feature vectors for static 
video summarization uses fractional energy coefficients of 
transformed features to make a video visual storyboard. The 
proposed framework is shown in Fig. 1. 

The Proposed framework has three steps: first, to form a 
transformed feature vector of all video frames using the 'T' 
transform; the second step is to prepare a feature vector using 
fractional energy coefficients; the third step is to select the 
number of keyframes. All these three steps are pictorially 
represented in Fig. 1. The above steps are elaborated in the 
following subsections. 

A. Orthogonal Transform 

Different orthogonal transforms used in this proposed 
method are discussed here. The 'T' transforms used in this 
system are defined in the form of their matrix equations. 

1) Discrete Cosine Transform (DCT) 
The Discrete Cosine Transform is the most widely used 

orthogonal transform in image processing. The N x N cosine 
transform matrix is defined as below in equation (1), 

1

0, 0 1

2 (2 1)

1 1, 0 1

2
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( , )
N

p n N

n p

p N n N
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2) Slant Transform 
The Slant transform is a constant function with a one-row 

function and the second row is a linear function of the column 
index. It includes sparse matrices, reducing the computations 
and leading to a fast process. 

The matrix equation of the Slant transform is given by 
equation (2), 

2

1 11

1 12
S

 
  

      

  (2) 

3) Walsh Transform 
The set of N rows denoted as Wk, for k= 0, 1, ……, N-1, is 

defined in Walsh Matrix that has distinct properties. 

Wk takes on the values +1 or -1. 

Wk  [0]= 1 for all k. 

Wk x Wlt =0, k  l and Wk x Wlt has exactly k zero 

crossings, for k =0,1, ……., N-1. 

Each Wk is either even or Odd. 

4) Kekre Transform 
This transform matrix is an NxN matrix, where the upper 

diagonal values are one, and the diagonal values of Kekre's 
transform matrix are also one, except other values below the 
diagonal is zero. 

This matrix equation is defined using the Hadamard matrix 
of order N in equation (3), 

1 ,

( 1) , 1

0 , 1

xy

x y

K N x x y

x y
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B. Feature Vector Extraction 

Each video frame is resized to 256 x 256. On each color 
plane video frame of size NxN, the 'T' Transform (alias DCT, 
Walsh, Slant, and Kekre Transform) is applied to extract the 
visual feature vector of size NxN as a full or 100% energy 
content scenario as shown in Fig. 1. 

The fractional energy coefficients are computed by dividing 
the full features of the video frame into block sizes of 32 x 32, 
64 x 64, and 128 x 128 and are taken as top left-hand side 
coefficients of transformed color planes of video frames, as 
shown in Fig. 2. 

In this proposed method, the transformed coefficients are 
used to form the feature vector. In [24], transformed 
coefficients as features have shown better accuracy in the 
keyframe extraction. The proposed method uses these 
transformed video frame coefficients with a reduced number of 
feature vector elements. 

C. Feature Vector Database using Fractional Coefficients 

The proposed video visual storyboard generation method 
for static video summarization uses fractional energy 
coefficients. The diagrammatic representation of extracting 
fractional energy coefficients to generate feature vectors from a 
transformed video frame is shown in Fig. 2. 
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Fig. 1. The Proposed Method of KeyFrame Extraction with Fractional 

Energy Coefficients of Transformed Video Frames for Visual Storyboard 

Creation. 

If the video frame is of size 256x256, the fractional energy 
coefficient proportions are taken as 25%, 6.125%, and 
1.5625%, respectively, with sizes 128x128, 64x64, and 32x32. 
Considering high energy coefficients as feature vectors reduces 
feature vector size, time, and computational complexity. 

 
Fig. 2. Proposed Feature Vector Extraction with Fractional Energy 

Coefficient. 

D. The Decision of Keyframe for Video Visual Storyboard 

The keyframes are the significant frames that contain the 
maximum information in a video frame. These keyframes are 
selected based on the consecutive differences between two 
transformed video frames. These consecutive differences are 
then compared with the certain constant threshold calculated 
with standard deviation and mean. Each transformed video 
frame in the sequence is associated with the difference; if this 
difference is above the threshold, then that particular frame is 
selected as a keyframe; otherwise, it is discarded. In this 
process of keyframe selection, there might be a possibility of 
selecting near duplicates along with essential frames. These 

near duplicates are eliminated by interleaving manually or 
statistically. 

 VIDEO DATASET DETAILS CATEGORY WISE 

IV. RESULTS AND DISCUSSION 

The implementation details and results are discussed in this 
section. 

A. Experimental Video Testbed 

Two video datasets, the Open Video Project (110 videos) 
and SumMe (25 videos) of various categories, are used for 
proposed experimentation. The videos are provided in both 
compatible file types (MPEG-2, MPEG-4). These video 
datasets are openly accessible. The OVP contains the 
categories of Lectures, Television, Demonstrations, and 
Documentary videos. The SumMe dataset includes videos of 
categories like Cooking, Bike polo, Base jumping, etc. 

These two benchmark datasets provide video user 
summaries as visual storyboards for respective videos [21]. 
These user summaries are further used for performance 
comparison to evaluate the proposed static video 
summarization technique for creating video visual storyboards. 
A few video frames are shown in the following Fig. 3, with a 
few sample frames from the OVP and SumMe datasets. Each 
video length varies from less than 1 minute to 2 minutes. 

   
A NEW Horizon Segment 5 of 13 

  
The Voyage of Lee 

  
Senses and Sensitivity 

  
a) OVP- Family TV Spots around the World 

 

Open Video Project Video Dataset 

Category  Documentary  Educational Lecture 

*No. of 
videos  

15 20 20 

Category  Historical  
Public 

Service 
Ephemeral 

*No. of 
videos  

20 20 15 

Total 110 videos  

SumMe Video dataset 

Total 25 videos  
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b) SumMe – AirForce, Base jumping, fire Demo 

Fig. 3. Few Video Frames from a) OVP Dataset and b) SumMe Dataset. 

Table II shows the number of videos considered from the 
OVP and SumMe datasets for the experimentation of the 
proposed method with respective categories. The type of video 
in the Lecture category has slow transitions in the scene, 
leading to fewer keyframes in the final output of the video 
visual storyboard. The sudden changes in the scene will affect 
the number of keyframes extracted. The proposed 
experimentation testbed includes all types of videos with such 
variations. 

B. Results and Discussion 

The experimentation is performed using the above videos 
shown in Fig. 3. The proposed method extracts the keyframes 
from each video from the dataset. The obtained keyframes are 
compared with the already existing given ground truth in the 
OVP and SumMe datasets. The performance metrics matching 
rate and percentage accuracy are calculated to identify the 
exact matching frame from the given set of keyframes in the 
OVP and SumMe video dataset storyboard. 

The number of keyframes extracted using the fractional 
energy coefficients of transformed video frames is evaluated 
using the given ground truth of videos from the OVP and 
SumMe datasets. 

1) Performance Metric 
The percentage accuracy is calculated as the ratio of the 

number of correctly extracted keyframes by the proposed 
method and the total number of keyframes given in the 
standard user storyboard. 

In the matching rate, the matching from the given 
summaries with frame numbers given in ground truth is done 
with the keyframes obtained using the proposed method. The 
matching rate is calculated as the number of identical matching 
video frames similar to the keyframes given in the OVP video 
user summary. Here it is assumed that keyframes in the user 
summary are provided with the frame numbers from the 
original video frame sequence. 

The performance metrics used in the proposed system are 
explained in equations (4) and equation (5). 

The keyframes in the given OVP summary are downloaded 
from https://openvideo.project.com. The user summary from 
OVP and SumMe datasets are compared with a set of 
keyframes obtained through the proposed system. 

The keyframes obtained are used to create a visual video 
storyboard. The results are summarized in Tables III and IV for 
the orthogonal transform using fractional energies with OVP 
and SumMe videos. 

The percentage accuracy and matching rate are given in 
Tables III and IV with the detailed analysis of the proposed 
fractional energy-based keyframe extraction method using 
orthogonal transform alias DCT, Walsh, Slant, and Kekre 
transform. 

The results show that the performance improves in the case 
of the proposed use of fractional energy coefficients compared 
to the consideration of 100% coefficients. This reduction in the 
sizes of the different feature vectors in the proposed method 
improves the accuracy of video visual storyboard creation by 
finding more accurate keyframes. 

 PERCENTAGE ACCURACY AND MATCHING RATE OF PROPOSED 

FRACTIONAL ENERGY COEFFICIENTS BASED ON KEYFRAME EXTRACTION 

METHOD FOR RESPECTIVE ORTHOGONAL TRANSFORMS EXPERIMENTED ON 

OVP DATASET 

The above performance comparison, as shown in Table III 
and Fig. 4 indicates that the results of DCT based proposed 
keyframe extraction method outperform when compared to the 
other Walsh, Slant, and Kekre orthogonal transform-based 
keyframe extraction. 

Number of correctly extracted keyframes
Percentage Accuracy

Expected number of keyframes


          (4) 

Exact matching extracted keyframes
Matching Rate

Total number of keyframes


           (5) 

Performance using OVP dataset 

Fractional 
energy  coefficients 

10
0% 

25
% 

6.25
% 

1.526
% 

Discrete Cosine Transform (DCT) 

% Accuracy 
76.

23 
75.

31 
75.0

6 
76.28 

Matching Rate 
19.

2 
20 20.2 20.2 

Walsh Transform 

% Accuracy 
73.

45 
73.

49 
72.2

5 
73.63 

Matching Rate 
16.

63 
17.

24 
17.4

8 
16.78 

Slant Transform 

% Accuracy 
70.

19 
71.

59 
70.3

6 
71.45 

Matching Rate 
15.

82 
15.

24 
15.6

3 
15.89 

Kekre Transform 

% Accuracy 
69.

38 
70.

39 
70.7

2 
70.49 

Matching Rate 
14.

92 
15.

24 
15.7

8 
15.58 

https://openvideo.project.com/
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Fig. 4. Performance Comparison of the Proposed Fractional Energy 

Coefficients based Video Keyframe Extraction Method for Respective 

Orthogonal Transforms Experimented on OVP Dataset. 

A similar method applies to other 'T' orthogonal transforms 
with fractional energy coefficients. The reduction in the feature 
vector is not affecting the percentage accuracy but increases 
the selection of keyframe matching to the given keyframe from 
OVP visual storyboards. Table IV and Fig. 5 show the analysis 
of the performance obtained by the proposed method using 
SumMe videos. 

 PERCENTAGE ACCURACY AND MATCHING RATE OF PROPOSED 

FRACTIONAL ENERGY COEFFICIENTS BASED ON KEYFRAME EXTRACTION 

METHOD FOR RESPECTIVE ORTHOGONAL TRANSFORMS EXPERIMENTED ON 

SUMME DATASET 

 

Fig. 5. Performance Comparison of the Proposed Fractional Energy 

Coefficients based Video Keyframe Extraction Method for Respective 
Orthogonal Transforms Experimented on SumMe Dataset. 

2) Significance of the Proposed Method 
The proposed method generates video summaries with a 

few keyframes displayed below in Fig. 6(a) and 6(b) to support 
the performance metrics discussed in this paper. The similarity 
can be compared with the frame numbers similar to the OVP 
and SumMe storyboards. 
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The Voyage of Lee  (Highlighted Keyframes Match with OVP Storyboard). 

The highlighted frames, as shown in Fig. 6 above, are the 
ones that are used to calculate the matching rate. The 
keyframes whose frame numbers match the given keyframes in 
the OVP storyboard are highlighted. 
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The relationship between the feature vector computation 
and the energy reduction coefficients utilized in this 
implementation is shown in Table V. The 6.25% feature vector 
space reduces the whole feature vector by 93.75% and gives 
similar percentage accuracy. 

 COMPARISON OF PROPOSED % FRACTIONAL ENERGY 

COEFFICIENTS AND REDUCTION IN % FEATURE VECTOR SIZES 

Feature 

Vector Size 

% fractional Energy 

Coefficients 

% reduction in 

Feature Vector Size 

3N x N x

 
100  0  

3
2 2

N N
x x

 

25  75  

3
4 4

N N
x x

 

6.25  93.75  

3
8 8

N N
x x

 

1.5625  98.4375  

The proposed method here is effective for storyboard 
generation as compared to other techniques DT [8] and 
VSUMM [7] in terms of computations required to process 
video frames. Here the dimensionality of each feature vector is 
reduced due to the use of fractional energy coefficients. 

1) Comparison with other Techniques 
This section compares the proposed system with existing 

techniques like DT [8] and OVP summary. The experiments 
were performed on videos downloaded from OVP and SumMe. 
These summaries are evaluated in percentage accuracy and 
compared with existing VSUMM and DT Summary ground 
truth. The same comparison of the proposed method 
performance is made with VSUMM and DT summaries using 
the performance metric as percentage accuracy. Tables VI and 
VII show this comparison. 

Fig. 7 below shows the visual static storyboard comparison 
between OVP ground truth, VSUMM, and DT summary with 
the static summary obtained through the proposed method of 
static video summarization in the form of a set of keyframes 
extraction for storyboard creation. Fig. 7 shows the highlighted 
keyframes that match the ground truth and user summary. 

Fig. 7. Comparison of Video Storyboard Created by the Proposed Method Versus DT, VSUMM, and OVP Storyboards. 
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Table VI shows that the proposed system's performance is 
better than the DT summary using OVP videos and closer to 
the VSUMM summary. 

 PERFORMANCE COMPARISON OF THE PROPOSED FRACTIONAL 

ENERGY COEFFICIENTS BASED VIDEO KEYFRAME EXTRACTION METHOD 

WITH DT[8] AND OVP VIDEO SUMMARIES EXPERIMENTED ON THE OVP 

DATASET 

Comparatively, the VSUMM summaries are closer to the 
OVP summary, and second next better accuracy is provided by 
our proposed method of creating a visual storyboard. The 
proposed storyboard generation method performs better than 
the Delaunay triangulation method. The same comparison of 
the proposed method performance is made with VSUMM and 
DT summaries using SumMe videos. 

Table VII shows that the proposed system's performance is 
better than the DT summary using SumMe input videos. 

 PERFORMANCE COMPARISON OF THE PROPOSED FRACTIONAL 

ENERGY COEFFICIENTS BASED ON VIDEO KEYFRAME EXTRACTION METHOD 

WITH DT [8] AND SUMME VIDEO SUMMARIES EXPERIMENTED ON SUMME 

DATASET 

So the major contribution of the proposed system is that it 
overcomes the problem of inclusion of near duplicates due to 
Delaunay triangulation of clustering. Instead of that proposed 
system, select the keyframes from all video frames using 
fractional energy coefficients. In the DT method, summaries 
are produced for a batch of videos, whereas the proposed 
system processes each video one by one to include all features 
giving significance. 

V. CONCLUSION 

Video summarization faces the challenge of reducing 
computational complexity and retrieval accuracy due to its 
complex nature. This work focuses on reducing visual video 
frame features for static video summarization, and a new 
method is proposed for creating a video visual storyboard using 
transformed visual features with fractional energy coefficients. 
The transformed coefficients of color planes of the video 
frames are considered for finding the final feature vector as the 
set of fractional energy coefficients 25%, 6.25%, and 1.5625% 
of total coefficients using transforms alias DCT, Slant, Walsh, 
and Kekre. These features are used for keyframe extraction, 
and a set of extracted keyframes forms a video visual 
storyboard. 

The average percentage accuracy obtained by the proposed 
system is 72.51 with the OVP dataset and 73.55 with the 
SumMe dataset. The keyframes obtained through the proposed 
system match with the given set of keyframes in the OVP and 
SumMe dataset videos. The percentage accuracy and matching 
rate using fractional energy coefficients are higher than using 
complete 100% energy coefficients used in the existing DT and 
VSUMM Summary. The keyframe selection done with the 
proposed use of fractional energy coefficients of transformed 
video frames for creating a video visual storyboard is better 
than the use of full energy content, proving the worth of the 
proposed method. This same method can be further extended 
for creating the video logs for video storage and indexing as 
future scope. 
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Abstract—The impulse noise often damages the human dental 

X-Ray images, leading to improper dental diagnosis. Hence, 

impulse noise removal in dental images is essential for a better 

subjective evaluation of human teeth. The existing denoising 

methods suffer from less restoration performance and less 

capacity to handle massive noise levels. This method suggests a 

novel denoising scheme called "Noise removal using Partition 

supported Median, Interpolation, and Discrete Wavelet 

Transform (NRPMID)" to address these issues. To effectively 

reduce the salt and pepper noise up to a range of 98.3 percent 

noise corruption, this method is applied over the surface of 

dental X-ray images based on techniques like mean filter, median 

filter, Bi-linear interpolation, Bi-Cubic interpolation, Lanczos 

interpolation, and Discrete Wavelet Transform (DWT). In terms 

of PSNR, IEF, and other metrics, the proposed noise removal 

algorithm greatly enhances the quality of dental X-ray images. 

Keywords—Salt and pepper noise; impulse noise; X-ray noise 

removal; X-ray teeth image quality enhancement; dental X-ray 

noise reduction 

I. INTRODUCTION 

X-ray, CT, and MRI-like medical devices generate many 
medical images to help doctors. The impulse noise 
contaminates the medical image pixels, damaging the real data 
[1]. Currently, X-Ray images are the primary sources for 
diagnosing dental diseases [2]. The dental diagnosis via dental-
X-ray images is a trustful field that provides the exact outcome 
in dentistry, and it faces the real test of the contingency of 
impulse noise. The impulse noise is also known as salt and 
pepper noise. As stated in [3], identifying Dental-images in X-
ray is crucial for any intuitive assessment of the denoising of 
impulse. Impulse noise causes a complete loss of image 
information, which lowers the quality of X-RAY images [4] 
[5]. Therefore, impulse noise in dental X-ray images must be 
addressed. An essential step in any process of enhancing and 
diagnosing Dental-X-ray images is noise removal [6]. 
Transmission, acquisition, image processing, and storage are 
the main causes of impulsive noise. The salt noise has an 
intensity of 255, whereas the pepper noise has a value of zero 
[7] [8]. Hence, impulse noise reduction is a crucial part of 
human dental X-Ray image diagnosis. 

A noise removal approach that fixes the corrupted images 
using either the median or the adjacent pixel value was 
proposed by Srinivasan et al. [14]. The problem is that they are 

unsuitable for low-range noises. Pitas et al. [10] presented a 
Nonlinear mean filter that works based on the nonlinear-means 
concept to eliminate impulse noises. The short range of noise 
reduction is the flaw. Zhang and Li [22] describe an adaptive 
weighted mean filter (AWMF) to remove impulse noise, 
especially in images containing high-level noises. The 
limitation is that the computational time of the work increases 
in high noise-contaminated images. To sharpen or enlarge the 
digital image bicubic interpolation is used [31]. 

Tracey et al. [17] described an enhanced non-local means 
(NLM) based noise removal technique for X-ray scatter (XBS) 
images. The edges are not appropriately preserved in this work 
which is a drawback of this model. Kundu [18] proposes a 
noise removal method using the PND-NLM technique in X-ray 
images. The method employs enhancement of X-ray images of 
bones using Gaussian higher-order derivative operation. X-ray 
teeth images are not considered in this model, which is a 
limitation of this work. Shi et al. [16] describe a noise removal 
technique in real-time X-ray images as it encounters high noise 
and low contrast. After computing the relationship between 
noise variance and grayscale value, a modified adaptive noise 
reduction filter is used to filter the image. Some optimization in 
work is essential to address the low contrast issue. Shanida et 
al. [19] suggest a wavelet-based noise removal and 
enhancement method to address the high noise and low 
contrast issue in X-Ray teeth images. This work cannot process 
huge-noise-density teeth X-ray images. Naouel et al. [23] 
suggest a noise removal and localization method using discrete 
wavelet transform and thresholding methods. This model 
extracts seven Regions of Interest from the images, which 
consumes more time which is a drawback of this work. 

Khan et al. [20] developed a Poisson noise and impulse 
noise removal method based on an improved layer 
discrimination approach in X-Ray images. The edges are not 
preserved correctly in this model which is a disadvantage of 
this work. Markarian et al. [21] propose a denoising method in 
a compressive sensing framework using high–order total 
variation method in SAR images. It adopts method based on 
MAP estimation for denoising and recovering large-size 
complex SAR images. The thickness of objects in images 
becomes bulky unnaturally. A noise suppression technique for 
X-ray images was created by Mandic et al. [24] by altering the 
intersection of confidence intervals. The relative Intersection of 
the Confidence Intervals rule is the name of this set of rules. 
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The teeth X-ray has not been used to examine this work. The 
existing noise reduction methods suffer from mitigated Peak 
signal-to-noise ratio, blurred edges, and incapable to resolve a 
massive range of noises. The proposed NRPMID filter resolves 
the above issues. It reduces the impulse noise in dental X-ray 
images. The NRPMID filter is constructed using partition-
based Median filter, Interpolation, and DWT techniques. To 
achieve high denoising accuracy, a new rule set is developed. 
The partition-based methods are employed according to this 
new rule set. The biggest drawback that they experience is the 
noise that is added as a result of the wave's transmitted 
coherent nature. The image is distorted by these sounds, which 
might also lead to misidentification. There is a variety of noise 
in every one of those medical imaging systems. The x-ray 
images, for instance, are frequently distorted by Poisson noise, 
salt and pepper noise, and speckle noise. Before continuing 
with subsequent image processing operations, it is imperative 
to remove salt-and-pepper noise since this type of noise greatly 
contaminates images and does severe harm to any knowledge 
or data that may have been contained in the original image. To 
overcome certain drawbacks the proposed method is used. The 
primary contributions of this work are the partition-based 
methodology and the efficient rule construction. 

Section I includes the introduction section. Section II 
explains the literature review. Section III explains the proposed 
work, section IV assesses the performance of the NRPMID 
filter. Section V notifies the conclusion statements about the 
NRPMID method. 

II. LITERATURE REVIEW 

Hawang et al. [9] focused on two algorithms, namely 
Ranked-order based Adaptive Median Filter (RAMF) and Size 
based Adaptive Median Filter (SAMF), for denoising the 
impulse noise. Herein, multiple-size window kernels are used. 
The surrounding noisy pixels badly impact the denoising 
quality. 

Tao et al. [11] introduced an image enhancement technique 
to denoise impulse noise based on Tri-state Median Filter 
(TSMF). Herein, two concepts are used: Standard Median 
(SM) filter and the Centre Weighted Median (CWM) filter. 

Chen and Lien [13] proposed a novel algorithm for 
removing impulse noise from corrupted images. It employs an 
efficient impulse noise detector to detect the noisy pixels and 
an edge-preserving filter to reconstruct the intensity values of 
noisy pixels. 

Gouchol et al. [12] designed a denoising algorithm for 
impulse noise by performing the Selective removal of impulse 
noise. This approach works based on homogeneity level 
information of an image. This work has used the fixed window 
kernels, which is the disqualification. 

Toh et al. [15] described a two-stage noise adaptive 
technique for eliminating salt-and-pepper noise. The method is 
based on a fuzzy switching median filter for noise detection 
and removal. Herein, noisy pixels are determined based on the 
histogram concept. The artifact generated by the filtering 
process is found using fuzzy reasoning. The drawback is 
substantial cost consumption, which has negative effects when 
used in complicated systems. 

III. METHODOLOGY 

The proposed denoising method NRPMID removes 
impulse noise from Dental X-RAY images using the eight 
concepts such as Mean filter, Median filter, Bi-linear 
interpolation-based filter, Partition based Median filter, Bi-
cubic interpolation-based filter, Partition based Bi-cubic 
interpolation-based filter, Partition based Lanczos 
interpolation-based filter, and Partition based HAAR wavelet 
transform based filter. This technique makes use of the multi-
size window and trimming concepts. This method involves the 
Trimming concept and multi-size window concept. 

Fig. 1 reveals the overall block diagram of the NRPMID 
filter. The 512x512 size dental grayscale IN is fed as input and 
the final noise-free output is noted as INF. The noise-added 

image is quoted as IN. The assignment of is made, 
and refers to the maximum permitted iterations. The 

minimum value of the noisy image is set in . The maximum 

value of the noisy image is stored in . In this work 
maximum of five iterations (itr) are used to resolve the noises. 

If itr=0 then Procedure_Iteration_0 is called. If itr=1 then 
Procedure_Iteration_1 is called, and so on. The window size  
is computed as . The noisy pixels which meet the 

condition , are stored in , 

otherwise stored as non-noisy pixels by assigning . 

Then, the particular iteration is called based on the value of itr-
number. Finally the objective function checks for the next 
progress, by verifying any modification in the current and 
previous noise-free images.  

A. Itr_0 Process 

The three components Mean computation, Median 
computation, and Bi-linear interpolation are used in the design 
of the itr_0 process. A 3x3 size window is extracted from the 
noisy locations, and the non-noisy information/intensity is 
stored in the linear vector 𝛿 . This scenario is noted as the 
trimming process. The trimming process yields a maximum of 
eight elements for a 3x3 window. The non-noise element count 
is stored in 𝑇𝑁𝐶. If the 𝑇𝑁𝐶 is in between one and four, then 
the mean-oriented denoising is progressed. Otherwise, the 
standard deviation of 𝛿 is computed, and if it is less than or 
equal to 3.2 then the median oriented denoising is progressed, 
otherwise Bi-linear interpolation [30] oriented denoising is 

progressed. The denoised outputs are assigned in 𝐼𝑁𝐹
𝑖,𝑗

. Suppose 

the TNC is equal to zero then the original intensity is stored in 

𝐼𝑁𝐹
𝑖,𝑗

. This process is employed for the entire noisy pixels of the 

noisy image. 

B. Itr_1 Process 

The Itr_1 procedure is designed using a new set of rules 
and four computations viz. Mean, Median, Partition oriented 
median, and Bi-cubic interpolation. The Itr-0 output is fed as 
input and quoted as 𝐼𝑁 . A 5x5 window size window is 
extracted from a noisy pixel, and the trimmed elements are 
stored in the linear array 𝛿. Herein, the maximum numbers of 
non-noisy elements are 16. The term TNC is also computed. If 
TNC>0 & TNC<=4 then Mean oriented denoising is 
approached. If TNC>4 & TNC<=8 then Median oriented 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

276 | P a g e  

www.ijacsa.thesai.org 

denoising is approached. If TNC>8 & TNC<=12 then Partition 
oriented median-based denoising is approached, and it can be 
calculated by a range of equations from (1) to (4). 

𝑀𝐼 = 𝐹𝑖𝑛𝑑𝑀𝑒𝑑𝑖𝑎𝑛(𝛿)              (1) 

𝑀𝑃1 = 𝐹𝑖𝑛𝑑𝑀𝑒𝑑𝑖𝑎𝑛(𝛿0 𝑡𝑜 (
𝑇𝑁𝐶

2
)−1)            (2) 

𝑀𝑃2 = 𝐹𝑖𝑛𝑑𝑀𝑒𝑑𝑖𝑎𝑛(𝛿(
𝑇𝑁𝐶

2
) 𝑡𝑜 𝑇𝑁𝐶−1)            (3) 

𝑀𝑃 = {
𝑀𝑃1 , 𝑖𝑓 𝑎𝑏𝑠(𝑀𝑃1 − 𝑀𝐼) ≤ 𝑎𝑏𝑠(𝑀𝑃2 − 𝑀𝐼)

𝑀𝑃2 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
           (4) 

 

Fig. 1. Working of the Proposed NRPMID Filter. 
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Where 

𝑀𝐼 - Integrated-median, 𝑀𝑃1- Partition_1 oriented median, 
𝑀𝑃2 - Partition_2 oriented median, and 𝑀𝑃  - Final partition-
oriented median. 

The 𝑀𝐼 is computed from the whole data of 𝛿. Herein, 𝛿 is 
divided into a couple of divisions, and they are partition_left 
and partition_right. The Partition_left is used to compute 𝑀𝑃1, 
and partition_right is used to calculate 𝑀𝑃2. 

The closest part of 𝑀𝐼  is determined via Equation (4) to 
find the 𝑀𝑃 . If TNC>12 & TNC<=16 then Bi-cubic 
interpolation-oriented noise removal is approached. The 

denoised outputs are assigned in 𝐼𝑁𝐹
𝑖,𝑗

. Suppose the TNC is 

equal to zero then the original intensity is stored in 𝐼𝑁𝐹
𝑖,𝑗

. The 

noisy pixels in the entire noisy image are processed using this 
method. 

C. Itr_2 Process 

The Itr_2 procedure is incorporated by a  size 
neighbor window, new rules, and 4 computations such as 
Mean, Median, Partition oriented median, and Partition 
oriented Bi-cubic interpolation. Herein, a maximum of 24 non-

noisy neighbors can be extracted. If𝑇𝑁𝐶 > 0 & , 

then mean-oriented noise removal is progressed. 

If , then median value is used for noise 

cancellation. If  then Partition 

oriented median is the source for noise suppression. If 

 then Partition oriented Bi-cubic 

based noise removal is progressed using the range of equations 
(5) to (8). 

             (5) 

            (6) 

           (7) 

  (8) 

where 

 - Integrated-BiCubic data 

 - Partition_1 oriented Bi-cubic data. 

 - Partition_2 oriented Bi-cubic data. 

 - Final partition oriented Bi-cubic data. 

This process is repeated for the whole noisy pixels of the 
noisy image. 

D. Itr_3 Process 

The Itr_3 procedure is carried out via a  side window, 
and the five techniques like i) Mean ii) Median, iii) Partition 
oriented median, iv) Partition oriented Lanczos interpolation 
and v) Partition oriented Haar-Wavelet transform. Herein, a 
maximum of 32 non_noisy neighbours are collected. The noise 
reduction is performed based on Fig. 1 corresponding to 

iteration_3. If TNC>16 & TNC<=24 then Partition oriented 
Lanczos interpolation-based denoising is progressed. 
Haar_wavelet transform [32] which is a discrete wavelet 
transform, is utilized to characterize the image. If 

 then Partition-oriented 

Haar_wavelet transform-based noise removal is progressed, 
and it can be done via the range of equations (9) to (12). 

             (9) 

        (10) 

        (11) 

     (12) 

where 

 - Integrated-HaarWT data. 

 - Partition_1 oriented HaarWT data. 

 - Partition_2 oriented HaarWT data. 

- Final partition-oriented HaarWT data. 

This process is continued for the whole noisy pixels of the 
noisy image. 

E. Itr_4 Process 

The Itr_4 procedure is designed based on  size 
window and the Mean computation. The  and TNC are found. 

If  then mean of  is assigned in the location of noisy 

data. If  then mean of the whole  size 
neighbors is assigned as the noise-free data in the 
corresponding noise location. 

In this model, the proposed NRPMID filter reduces the salt 
and pepper noise or impulse noise in the X-ray dental images. 

IV. DISCUSSION AND ANALYSIS 

The MATLAB 15 version was used to build this novel 
technique. The NMIC Dental X-Ray image dataset [26] and the 
VAHAB Dental X-Ray image dataset [25] are the databases 
that were used in this study. 150 dental teeth X-Ray images 
from each dataset are used in this study as test images. On 
dental X-ray images, the proposed NRPMID approach is 
compared to the following three denoising techniques. 

 Image denoising using Newton Thiele filter (ID-
NTHF)[27]. 

 Image noise removal based on adaptive fuzzy switching 
median filter (ID-FSMF) [28]. 

 Image denoising based on Adaptive Sequentially 
Weighted Median Filter (ID-AWMF) [29]. 

The denoising of the proposed technique for 98.32 percent 
noise corruption is shown in Fig. 2. The input image used in 
this instance was obtained from the VAHAB database. Fig. 
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2(a) points out the original image, Fig. 2(b) focuses on the 
noisy image, and Fig. 2(c) shows the final noise-free image. 

1) Accuracy: Accuracy is metric used to evaluate how 

precisely the measured value or findings reflect the real or the 

original values. The Table I represents the accuracy analysis 

obtained by the proposed and the other denoising models. 

From Fig. 3, it can be observed that the proposed NRPMID 
filter achieves the highest accuracy value of 0.96% when 
compared to other models, which indicates that it efficiently 
reduces the noises from the input image. 

2) Mean Square Error (MSE): Mean Square Error is a 

metric used to measures the amount of error in statistical 

models. It assesses the average squared difference between the 

observed and predicted values. When a model has no error, the 

MSE equals zero. As model error increases, its value 

increases. The mean squared error is also known as the mean 

squared deviation (MSD). 

In this analysis, the MSE of the proposed NRPMID filter 
and the other denoising models are analyzed. It is evident from 
the results demonstrated in Table II and Fig. 4 that the 
proposed NRPMID filter achieves the lowest MSE value of 
0.037. 

(a) (b) (c) 

Fig. 2. Noise Removal NRPMID for 98.32% Noise Corruption, (a) Original 

Input Image (b) Noise Added Image (c) Noise Free Image. 

TABLE I. ACCURACY ANALYSIS 

Denoising method 
Accuracy (%) 

NMIC database VAHAB database 

ID-NTHF 0.74 0.76 

ID-FSMF 0.77 0.79 

ID-AWMF 0.89 0.90 

NRPMID 0.95 0.96 

 

Fig. 3. Accuracy Analysis on Four Methods and Two Datasets. 

TABLE II. MSE ANALYSIS 

Denoising method 
MSE 

NMIC database VAHAB database 

ID-NTHF 0.256 0.236 

ID-FSMF 0.225 0.207 

ID-AWMF 0.101 0.098 

NRPMID 0.041 0.037 

 

Fig. 4. MSE Analysis for Four Methods and Two Datasets. 

3) Average MSE analysis: The average MSE analysis is 

also computed in this analysis and results are represented in 

Table III. 

TABLE III. AVG. MSE ANALYSIS FOR 90% NOISE CORRUPTION 

Denoising method 
Avg. MSE 

NMIC database VAHAB database 

ID-NTHF 656.276 629.623 

ID-FSMF 591.679 533.435 

ID-AWMF 427.640 391.810 

NRPMID 131.555 124.198 

The proposed NRPMID filter's effectiveness in the average 
MSE analysis case with noise corruption of 90% is shown in 
Table III. When compared to other approaches, the NRPMID 
method produces low MSE values. 

4) PSNR Analysis: The Peak Signal to Noise Ratio 

(PSNR) analysis is computed and the High PSNR means 

better denoising. 

The average PSNR values with noise corruption of 90% 
can be seen in Fig. 5. Each database's 150 images are used to 
compute it. It demonstrates that the NRPMID filter can be used 
to restore more successfully than the conventional filters. 

5) Root Mean Square Error (RMSE): The mathematical 

derivation for computing RMSE is provided in Equations (13). 

𝐸𝑟𝑟𝑜𝑟𝑅𝑀𝑆𝐸 = √∑ (𝒑𝒊−𝒓𝒊)𝟐𝑵
𝒊=𝟏

𝑻
           (13) 
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Fig. 5. Average PSNR Analysis for Noise Corruption of 90%. 

TABLE IV. RMSE ANALYSIS 

Denoising method 
MSE 

NMIC database VAHAB database 

ID-NTHF 0.506 0.486 

ID-FSMF 0.474 0.455 

ID-AWMF 0.319 0.314 

NRPMID 0.203 0.194 

 

Fig. 6. RMSE Analysis. 

The RMSE analysis of the proposed NRPMID filter and 
other denoising models are expressed in Table IV and Fig 6. 
From the results, it is evident that the proposed work achieves 
the lowest RMSE value of 0.194 which indicates the accuracy 
of the NRPMID filter is high. 

6) Structural Similarity Index (SSIM): A perceptual metric 

called the Structural Similarity Index (SSIM) measures the 

loss of image quality put on by denoising [33]. The denoising 

Quality is better if the MSSIM value is high. 

The average SSIM results in 60% noise corruption, as 
shown in Fig. 7. It illustrates that the proposed NRPMID 
approach obtains higher SSIM values than the traditional 
methods. 

7) Average IEF analysis: The IEF analysis is used to 

assess the effectiveness of salt and pepper noise denoising in 

dental X-ray images. Better denoising quality is correlated 

with higher IEF and vice versa [34]. 

 

Fig. 7. Avg. SSIM Analysis for 60% Noise Corruption. 

 

Fig. 8. Avg. IEF Analysis for 90% Noise Corruption. 

The average IEF analysis values for noise corruption of 
90% are shown in Fig. 8. The proposed NRPMID filter 
outperforms existing techniques in terms of high IEF values. 
The VAHAB database is the finest database to support the 
proposed work, according to the analysis. 

V. CONCLUSION 

This research proposes the NRPMID filter to reduce the 
impulse noise in teeth X-ray medical images. The NRPMID 
filter can resolve salt and pepper noise from the dental X-Ray 
images, which are even corrupted by 98.32%. The proposed 
filter improves the visual quality of dental X-ray images. It 
assists dental pathologists in having an accurate diagnosis. The 
time complexity of this approach is significantly less. The 
analysis section proves the noticeable results of the NRPMID 
filter than the existing denoising methods. The advantage of 
the method is simple and less costly. The drawback of the 
proposed system is the high computational time. In the future, 
this research can be extended to solve the Poisson noise in 
dental X-Ray images. Also, image enhancement techniques 
will be used to enhance the image quality. 
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Abstract—While big data benefits are numerous, most of the 

collected data is of poor quality and, therefore, cannot be 

effectively used as it is. One pre-processing the leading big data 

quality challenges is data duplication. Indeed, the gathered big 

data are usually messy and may contain duplicated records. The 

process of detecting and eliminating duplicated records is known 

as Deduplication, or Entity Resolution or also Record Linkage. 

Data deduplication has been widely discussed in the literature, 

and multiple deduplication approaches were suggested. However, 

few efforts have been made to address deduplication issues in Big 

Data Context. Also, the existing big data deduplication 

approaches are not handling the case of the decreasing 

performance of the deduplication model during the serving. In 

addition, most current methods are limited to duplicate 

detection, which is part of the deduplication process.  Therefore, 

we aim through this paper to propose an End-to-End Big Data 

Deduplication Framework based on a semi-supervised learning 

approach that outperforms the existing big data deduplication 

approaches with an F-score of 98,21%, a Precision of 98,24% 

and a Recall of 96,48%. Moreover, the suggested framework 

encompasses all data deduplication phases, including data pre-

processing and preparation, automated data labeling, duplicate 

detection, data cleaning, and an auditing and monitoring phase. 

This last phase is based on an online continual learning strategy 

for big data deduplication that allows addressing the decreasing 

performance of the deduplication model during the serving. The 

obtained results have shown that the suggested continual 

learning strategy has increased the model accuracy by 1,16%. 

Furthermore, we apply the proposed framework to three 

different datasets and compare its performance against the 

existing deduplication models. Finally, the results are discussed, 

conclusions are made, and future work directions are 

highlighted. 

Keywords—Big data deduplication; online continual learning; 

big data; entity resolution; record linkage; duplicates detection 

I. INTRODUCTION 

Nowadays, data quality is gaining wide attention from 
both academics and professionals. Indeed, data quality 
dramatically impacts the business as executives rely mainly on 
data to manage their business and make informed decisions 

[1]. Indeed, better data quality translates directly into better 
business value. Data quality could be defined in terms of 
different dimensions such as completeness, accuracy, 
timeliness and consistency [2] [3]. 

This article addresses one of data quality's main aspects: 
uniqueness. Uniqueness ensures that there is only one instance 
of each information in the dataset and thus points out that 
there should be no data duplicates [4]. Indeed, data duplication 
issues are not only related to storage. Duplicate data also lead 
to inaccurate analysis, which may cause 
significant problems and costly mistakes. There are many 
sources of data redundancy, including users providing 
erroneous information, typing errors, data integration, 
etc. With the emergence of Big Data, data duplication has 
become more common and challenging. This is related to big 
data Volume, Variety, Velocity, and other characteristics of 
big data known as Big Data V’s [5] [6]. Thus, because of the 
particular characteristics of big data, new data deduplication 
issues were raised related to the huge data volume, variety of 
data sources, inconsistency of data types and schemas, and so 
on. 

Therefore, duplicate detection approaches have been 
widely discussed in the literature under different names, such 
as entity resolution, deduplication, or record linkage. All these 
terms refer to the same meaning: identifying records referring 
to the same real-world entity. The deduplication process is 
usually followed by an entity consolidation or fusion process 
defining the unified representation of duplicated values that 
best represents the real-world entity. Even if data 
deduplication was widely discussed in the literature, more 
efforts are needed to address the challenges related to Big 
Data Deduplication. Indeed, most existing big data 
deduplication approaches focus only on data volume. Also, 
most existing methods are limited to the duplicate detection 
phase, which is only a part of the deduplication process. 
Moreover, the current deduplication approaches are not 
ensuring a maintained accuracy score during the serving, so 
the model’s performance usually decreases over time [7].  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

282 | P a g e  

www.ijacsa.thesai.org 

Believing that Big Data Deduplication should be addressed 
more comprehensively, we aim through this paper to enhance 
big data quality measurement with three main contributions: 

 We suggest an End-to-End Big Data Deduplication 
Framework encompassing five phases: data pre-
processing, data labeling, duplicate detection, data 
cleaning, and finally, model monitoring using continual 
retraining. 

 We address the issue of the decreasing performance of 
the deduplication model by setting an online learning 
strategy for big data deduplication to maintain a high 
accuracy level during the serving. 

 We design a framework that outperforms the existing 
big data deduplication methods and provides the best 
results based on a Semi-Supervised learning approach. 

The rest of this paper is organized as follows: Section 2 
describes the research methodology followed for the literature 
review. Section 3 reviews the most recent and relevant studies 
that have tackled data deduplication. Section 4 highlights the 
importance of deduplication for big data. Section 5 presents 
our suggested end-to-end big data deduplication framework. 
Section 6 offers the implementation of the suggested 
framework and discusses the obtained results. Finally, we 
highlight the primary outcomes as well as some research 
outlooks. 

II. RESEARCH METHODOLOGY 

A systematic literature review was conducted to capture 
and synthesize the relevant and available studies addressing 
data quality measurement. This literature review was 
performed following the guidelines stated in [8], where the 
authors have proposed a review methodology that consists of 
planning the review by preparing a review proposal. A second 
step consists of searching and selecting studies. Finally, the 
main findings of the review are reported. The goal of this 
study was to choose two main kinds of contributions: 

 Studies suggesting deduplication frameworks in a big 
and non-big data context. 

 Studies addressing Uniqueness as a quality metric 

For this, primary research was conducted first using 
generic keywords such as “Data Deduplication”, “Entity 
Resolution” and “Data Uniqueness”. Then, to capture studies 
about big data, specific keywords such as “Big data 
Deduplication”, “Big Data Entity Resolution”, and “Big Data 
Redundancy” were used. Then, abstracts were reviewed, and 
irrelevant papers were excluded.  This primary search yielded 
60 articles. The research was limited to recent articles 
published in journals and conference proceedings and was 
performed on: IEEE Xplore, Springer, Google Scholar, 
Science Direct, Research Gate, and ACM digital libraries. 
After a literature search, the next step consists of narrowing 
down the papers based on their relevancy, freshness, and 
availability. For this, a diagonal reading was performed on the 
selected papers filtered out based on multiple criteria:  we 
included studies that were addressing data deduplication, 
recent, available, in English, and published in digital libraries. 

A total of 23 articles were selected, followed by a more in-
depth analysis. 

Further, we reviewed the references of the selected studies 
and added two more articles to the selected papers. Then, the 
chosen studies were thoroughly read and carefully examined, 
and 17 studies were deemed relevant to the scope of our 
research. Finally, the articles' descriptive details were checked 
and filed in a Zotero database. This literature review has 
shown a significant lack of deduplication frameworks that fit 
big data requirements, which motivates us to perform an in-
depth analysis of the current state of the art to frame the need 
and make a significant contribution. The following section 
reviews the papers selected for our study and highlights the 
main findings of this literature review. 

III. RELATED WORK 

Data deduplication is a trending topic that many 
researchers have long addressed in the literature. Thus, many 
approaches for data deduplication have been suggested in the 
literature, such as [9], where the authors have proposed a six-
step deduplication framework that detects duplicated records 
using record linkage. The framework includes preparing data, 
matching attributes using sorted neighborhood, building a 
decision mode, and clustering. In this paper, the authors have 
raised the current issue of the lack of labeled data for big data 
deduplication, which hinders the evaluation of the model 
performance. This issue was also mentioned in [10], where the 
authors have raised the lack of labeled data for deduplication 
and suggest using active learning as an alternative. The 
authors have achieved the highest results with an F-score of 
98,4% for structured datasets. However, for dirty datasets, a 
lower score of 52% was achieved. Deep learning was also 
used to address data duplication, such as in [11], where the 
authors define a binary classification approach for safety 
engineering based on fuzzy string-matching algorithms. The 
proposed approach is based on Convolutional Neural 
Networks (CNN) binary classifier and string similarity-based 
classifier. All the research mentioned above has significantly 
contributed to duplicate detection and entity resolution. 
However, these approaches are not appropriate for large-scale 
datasets in terms of accuracy and execution time. Also, in 
addition to the dataset volume concern, the above approaches 
did not address the particular issues raised in a big data 
context. Indeed, with the emergence of big data, new 
challenges have been raised, such as the diversity of data 
sources, the variety of data types, and the high velocity and 
veracity of data [12] [13]. These particular issues were 
discussed in recent studies, such as in [14], where the authors 
have performed a survey of the indexing techniques for big 
data deduplication. The experiments have shown that sorted 
neighborhood is the best indexing technique for large datasets 
in terms of complexity. Also, in [7], Christophides et al. have 
performed a comprehensive survey of all the existing methods 
for entity resolution. They provided an overview of the 
different steps of entity resolution for big data, including 
blocking, block processing, matching, and clustering. The 
authors have also raised the challenge of the decreasing 
performance of the deduplication methods over time. 
Likewise, in [15], the authors have discussed big data's 
challenges to entity resolution and proposed a hybrid 
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similarity measurement approach based on traditional 
syntactic and word-embedding approaches. In [16], Abd El-
Ghafar et al. have suggested an entity resolution approach for 
big data based on hashing TF and Jaccard similarity. The 
approach was applied to seven scenarios where different 
Natural Language Processing (NLP) techniques were used to 
show the impact of these techniques on entity resolution. This 
approach reaches an accuracy of 91% for a dataset of 1M 
records. To address data duplication in the web of data, 
Efthymiou et al. have proposed in [17] a deduplication that 
allows reducing the required number of pairwise comparisons. 
The suggested process blocks data when comparing entity 
descriptions within the same blocks. The results show a high 
performance of the suggested method; however, it is only 
appropriate for the web of data as it is based on entity 
descriptions. Using deep learning, the authors in [18] have 
introduced a new Stacked Dedupe Learning entity resolution 
approach based on Bidirectional Recurrent Neural Networks 
(RNNs) with Long Short-Term Memory (LSTM). However, 
the study does not show the impact of big data on the 
performance and accuracy of the model.  Moreover, recent 
studies have addressed the data blocking for big data, such as 
in [19], where the authors have defined a progressive blocking 
(PB), detecting 93%. of duplicates during the first third of the 
execution time. Likewise, a multi-phase blocking strategy 
detecting big data duplicates has been suggested in [20]. 

Even if data deduplication has been widely discussed in 
the literature, there have been few efforts to address 
deduplication issues in the big data context. In addition, most 
of the existing approaches are only limited to the duplicate 
detection phase and are not comprehensively managing data 
deduplication. Furthermore, the model's predictive 
performance usually degrades over time as the data keep 
changing. To the best of our knowledge, no deduplication 
approaches have been set to address the decreasing accuracy 
during the model serving. Therefore, we aim through this 
paper to propose an end-to-end Big Data Deduplication 
framework with three main contributions: 

 Ensuring increased performance and accuracy of the 
deduplication by setting an online learning strategy for 
deduplication. 

 Setting a more comprehensive Big Data deduplication 
Framework that addresses all the big data 
deduplication processes and consists of five steps: data 
preprocessing, data labeling, duplicate detection, data 
cleaning, and model monitoring using continual 
retraining. 

 Suggesting a novel framework that outperforms the 
existing big data deduplication methods based on a 
Semi-Supervised learning approach. 

In the next section, we highlight the importance of 
deduplication for big data. 

IV. BIG DATA DEDUPLICATION 

In a Big Data context, ensuring data quality has always 
been a critical concern for data managers. Data quality could 
be defined in terms of multiple dimensions, also called “Data 

Quality Dimensions” such as completeness, accuracy, 
readability, consistency, etc.  In this paper, we are addressing 
one of the primary data quality dimensions: uniqueness. It 
refers to the unicity of the information provided by the dataset 
and ensures that there are no duplicated records. To improve 
data uniqueness, data should be cleaned from duplicated data. 
This process is known as Data Deduplication. Data 
duplication can occur for different reasons, such as data 
integration, where data are gathered from multiple data 
sources so the same information can be recorded more than 
once in another format [21] [22]. Also, data duplication could 
be related to human errors, so the same person, for example, 
could provide data with slightly different information 
intentionally or by mistake multiple times. Indeed, Experian 
[23] found that human input error is the leading cause of data 
inaccuracy and duplication. Data duplication heavily impacts 
data analysis and can negatively affect the business. Data 
duplication can bias data analytics. For example, companies 
lack a single customer view with duplicated customer dataset. 
They could not have a clear idea about the real number of their 
customers and their behavior which may hinder activities like 
targeted marketing. Also, data duplication incurs a high cost 
as it leads to wasteful marketing activities, such as targeting 
the same customer multiple times. Data duplication could also 
be costly in terms of storage, as redundant records can take up 
a lot of space, which increases storage costs. A recent study 
[24], about the impact of data duplication has shown that 
companies that store big data and apply a backup policy can 
see that 80% of their corporate data are duplicated. Also, 
according to another study [25], reducing the transmitted data  
can save money in terms of storage costs and backup speed up 
to 50%. Thus, data deduplication helps optimize marketing 
spending in terms of time and cost.  In short, data duplication 
can result in significant damage and cost for businesses and, 
therefore, should be addressed effectively for accurate and 
successful data management. In the next section, we present 
the suggested end-to-end big data deduplication framework 
and describe each step of the framework straightforwardly. 

V. A SMART END-TO-END BIG DATA DEDUPLICATION 

FRAMEWORK 

In this section, we present an end-to-end Big Data 
deduplication Framework, shown in Fig. 1 to 6 that consists of 
five steps: The first step is a preprocessing phase where data is 
cleaned and prepared for deduplication due to the low quality 
of the extracted data in big data environments. The next step 
consists of building a training dataset using an automated data 
labeling process. Then, fuzzy matching is performed on the 
dataset to detect duplicates. The detected duplicates are then 
cleaned using the appropriate strategies. Finally, the model is 
deployed using a real-time continual learning strategy for 
continuous accuracy improvement during the serving. The 
framework is designed to address the different issues linked to 
big data environments. In the following, we provide a detailed 
description of each stage of the framework. 

A. Pre-processing 

Because of the Big Data V’s, the extracted data in big data 
environments are usually unstructured, noisy, and poorly 
formatted. Therefore, going through a pre-processing phase is 

https://www.experian.com/assets/decision-analytics/white-papers/the%20state%20of%20data%20quality.pdf
https://www.dataaxlegenie.com/marketing/marketing-services/
https://www.druva.com/blog/a-simple-definition-what-is-data-deduplication/
https://content.druva.com/c/eb-customers-win-with-druva-aws?x=4if2hg
https://content.druva.com/c/eb-customers-win-with-druva-aws?x=4if2hg
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highly required before using data [26].  In this first phase, raw 
data is prepared and converted into a more appropriate format 
making it understandable and suitable for use by Machine 
Learning (ML) algorithms. This process significantly impacts 
the efficiency and accuracy of the model and can ruin the 
subsequent phases if it is not done correctly. In the following, 
we present the transformations required to prepare big data for 
deduplication, as shown in Fig. 2. 

1) Feature Selection and Extraction: Feature Selection 

and Extraction are crucial in dealing with a high-dimensional 

dataset as not all the extracted data in Big Data environments 

are relevant for the intended use. The goal is to keep relevant 

information by selecting only the most informative variables 

(Feature Selection) or creating new useful ones (Feature 

Extraction). This process is required for data deduplication as 

it allows determining the most significant features on which 

the model will be based to detect duplicates. 

2)  Imputing: Big data is usually messy, skewing data 

analysis and leading to biased results. Imputing data is 

required for deduplication, especially when there is a large 

number of missing values, as, with low information, 

duplicates cannot be detected effectively. There are various 

ways to address the missing values depending on the ratio of 

the missing values. The missing values can either be ignored, 

deleted, or replaced by an estimate based on the existing part 

of the data. The estimated value could be the mean value, the 

most frequent value, the min or max value, etc. Data could 

also be attributed using ML algorithms such as K-Nearest 

Neighbour and Multivariate Imputation or deep learning such 

as DataWig. 

3) Encoding: Encoding is the process of converting 

categorical variables into numeric types. Most ML algorithms 

cannot handle absolute values and work better with numerical 

inputs. There are multiple techniques for encoding, such as 

Label Encoding, One Hot Encoder, Vector Indexer, etc. 

Moreover, encoding ensures data consistency, a crucial factor 

for data deduplication. Indeed, as big data are gathered from 

multiple sources, categorical values may be represented 

differently, such inconsistency issues impede duplicate 

detection. 

4) Uppercasing/Lowercasing: This transformation 

consists of standardizing text data to all Lowercase or 

Uppercase. For the sake of simplicity, it is more common to 

convert all data to lowercase, especially for NLP applications. 

This process is also essential for deduplication as the same 

word (Good/ good) may be taken as different words (in the 

vector space model) if we ignore this transformation. 

5) Stop Words and Symbols Removal: This process 

consists of removing irrelevant words- the most common 

words- from the text data. The idea behind eliminating stop 

words is to provide more importance to the information 

contained within data, as ignoring them doesn’t drastically 

impact the meaning. Also, the dataset should be cleaned from 

special symbols and punctuations as they will not help identify 

similarities. According to the context, other text elements 

could be removed, such as URLs, HTML tags, etc. 

6) Normalization: Due to the variety of data sources, 

some variables in the data may have different scales. This 

inconsistency at the scale level will bias duplicate detection as 

records should be compared based on a unified scale. To 

overcome this, data should be normalized so that the range of 

all the variables is similar (usually between 0 and 1). 
We consider these transformations the most important 

ones to prepare data for deduplication. However, according to 
the dataset context, more text cleaning may be needed, such as 
Spell Corrections and Stemming. 

 
Fig. 1. End-to-End Data Deduplication Approach.

 
Fig. 2. Preprocessing Steps.

 
Fig. 3. Labeling Steps. 
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Fig. 4. Deduplication and Cleaning Steps. 

 
Fig. 5. Online Continual Learning Process. 

 
Fig. 6. Data Deduplication Pipeline. 

B. Data Labeling 

Once the dataset is pre-processed, and in a ready-to-use 
state, the next step consists of building a labeled dataset that 
will be used to train the deduplication model. Labeling data is 
one of the most challenging tasks that could be faced in AI 
projects. According to a study [27], labeling data takes up to 
80% of AI project time. If most labeling approaches use 
human labelers, this solution becomes unsuitable when 
dealing with big data, not only for quantity reasons but also 
for quality reasons. To overcome this, we are using an 
automated approach to produce labeled data for deduplication 
based on Record Linkage techniques.  This approach, shown 
in Fig. 3, consists first of indexing records into pairs. Then, a 
weighted similarity score is computed to determine if the 
couples are duplicates, and finally, pairs are labeled based on 
their similarity score. 

1) Indexing: Indexing consists of generating pairs of 

candidate records. The idea behind this step is not to create all 

possible combinations of record pairs in the data set, as it will 

lead to quadratic time complexity, but to select only the likely 

duplicated pairs. Several indexing techniques are available for 

record linkage, such as Blocking, Sorted Neighbourhood, TF-

IDF, etc. In this paper, we use Sorted Neighbourhood for pairs 

indexing as it is the most suitable indexing technique for big 

data [14]. More details are provided in the implementation 

section. 

2) Comparison and Similarity: After generating the record 

pairs, a comparison of the candidate records is performed, and 

a similarity score is then attributed to each pair. Depending on 

the field type (string, numerical value, date…), multiple 

comparison measures, such as Jarowinkler, Levenshtein, 

Cosine, Jaccard, etc., could be used. For more accurate 

measurements, weights could also be assigned to data fields, 

as some areas may be more significant than others to 

determine duplicate records. 
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3) Labeling: Once similarity scores are measured, pairs 

are classified using supervised or unsupervised methods such 

as Optimal Threshold, SVM, K-Means, Farthest First, etc. 

Pairs are then classified into two classes (matches/non-

matches). As a record can have more than one duplicate, we 

are suggesting in this approach to gather duplicates into 

clusters instead of pairs so that each cluster can contain more 

than two records. Non duplicates records are removed, and 

only matching records are kept as a training dataset. 

C. Duplicates Detection 

With a set of labeled data, we can thus train the 
deduplication model. Then, use the trained model to identify 
matches and find the correct parameters to get optimal results. 
It is worth noting that in this approach duplicate detection is 
not based on a text comparison but on deduplication 
predicates and indexing rules generated by the model after the 
training. More details about the generated indexing rules are 
provided in the implementation section. 

1) Training: This first step consists of training the model 

to classify records as duplicates and non-duplicates based on 

the training dataset. At the end of the training, the model 

comes up with indexing rules that will be used to identify 

potential matches. Thus, records will be blocked by matching 

the deduced indexing rules (also called Predicates) during the 

learning. 

2) Testing and Parameter Tuning: The next step consists 

of assessing the model's accuracy and maximizing its 

performance by finding the best-suited clustering threshold for 

the model to give optimal results. The parameter tuning can be 

done either manually or automatically using methods such as 

Bayesian Optimization, Random Search, and Tree-structured 

Parzen Estimator (TPE). Also, the parameter tuning remains 

relative to how precise we want to be on finding or dropping 

matches while clustering, as there is always this trade-off 

between precision and recall. 

3) Serving: This last step uses the trained and optimized 

model to identify matches and classify the records as 

“duplicate” or “not duplicate”. Finally, the model returns 

clusters of partners. As duplication is transitive, clustering is 

performed on the matching pairs, so the same cluster's records 

are considered duplicates. 

D. Duplicates Cleaning 

Once matches are gathered into clusters, data should be 
consolidated from many records into one. Many data fusion 
strategies could be used at this stage according to the strategic 
priorities of the data team (see Fig. 4). For example, if the 
process is more oriented towards data accuracy, the record of 
the most reliable source will likely be kept. Otherwise, the 
complete record will be held if the goal is to gather as much 
data as possible. Another data fusion strategy is to create a 
new record by merging the existing ones. In this case, a 
conflict resolution approach should be implemented to 
integrate duplicated columns.  Multiple data fusion strategies 
were discussed in  [28] [29]. 

E. Continual Learning (Model Retraining) 

Because of big data variability, data keeps changing 
constantly. Data could be changed regarding schema, 
statistical distribution, data quality, etc. This kind of change is 
known as data drift. In addition, data could also be exposed to 
a concept drift when the statistical properties of the target 
variable change over time [30]. Thus, the model's predictive 
performance may degrade over time because of data drift and 
concept drift. Therefore, it is crucial to adapt the model to data 
changes to ensure that the model accuracy is always 
maintained. For this, the model should be retrained after 
deployment according to an ML strategy called Continual 
Learning. Continual Learning is a process that automatically 
and continuously retrains a ML model with new data, which 
makes the model auto-adaptative and improves its 
performance. A critical use case of continual learning is 
recommendation systems that should always be updated with 
new data as user behavior changes over time. There are two 
approaches to performing continual learning: 

 Offline Mode (Batch learning): In this approach, the 
model is retrained from time to time with the new 
accumulated data. 

 Online Mode (Incremental Learning): the model is 
retrained sequentially with a live data stream. 

With Online Continual Learning, the model does not decay 
following a data or concept drift as it is dynamically updated 
with new data patterns. The online mode is also a time 
effective solution as there is no need to store and manage large 
batches of accumulated data. On the other hand, the input data 
should constantly be monitored if the model is fed with 
insufficient data, the performance will be impacted instantly. 
The online mode remains suitable, especially in big data 
environments and real-time applications. Research has 
recently been conducted on Online Continual Learning, 
especially in a deep learning community. In [31], the authors 
have shown that algorithms and the architecture of neural 
networks impact continual learning performance. In [32], the 
authors have suggested a supervised training method for 
continual learning. The method's effectiveness was proven in 
three systems for continual online learning. In [33], the 
authors have introduced a new memory population approach 
(CBRS) for continual online learning that deals with 
imbalanced and temporally correlated data. Other pertinent 
methods for enhancing Online Continual Learning were 
suggested in [34] [35] [36]. For data deduplication, even if the 
deduplication model is trained with high-quality pairs, features 
defining duplications may change over time, especially when 
data is human input. Thus, new duplication features may come 
into play. Also, the used parts may become misleading, so 
they must be excluded or reweighted.   Deduplication models 
are susceptible to duplication features, so a small features drift 
may drastically impact the model performance. In this regard, 
we suggest an Online Continual Learning approach for 
deduplication that consists of the following steps: 

1) Building a dataset composed of new data and the found 

pairs during the serving. 
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2) Comparing and computing a similarity score of the 

built dataset. 

3) Selecting the most similar pairs using a Threshold 

4) Labeling the selected pairs as duplicates 

5) Retraining the model with the new labeled pairs 

6) Evaluating the model performance  
This approach (Fig. 5) is executed in online mode, which 

makes it memory and time efficient, and hence, suitable for 
large datasets. This approach has also shown remarkable 
results in improving the model's accuracy. The model is 
continuously trained with new pairs, which allows updating 
the indexing rules with more pertinent ones. More details 
about the obtained results are provided in the next section. 

In this section, we have presented the different steps of an 
end-to-end deduplication framework, including the data pre-
processing, the labeling, the training, the serving phase, and 
finally, the retraining phase according to an online continual 
learning approach. For each phase, we have presented the 
different implementing techniques that could be used. Thus, 
the suggested framework is comprehensive and may be 
implemented differently depending on the intended use. Fig. 6 
shows the machine learning pipeline of the whole framework. 
In the next section, we present how each step of the 
framework is implemented and the dataset and tools used for 
the implementation. Also, the suggested framework is 
compared against the existing approaches in terms of accuracy 
and scalability as the framework is designed to work in big 
data environments. Finally, a discussion is conducted about 
the possible evolutions. 

VI. IMPLEMENTATION 

A. Datasets Description 

This section presents the implementation of the 
deduplication framework described in the previous section. 
The suggested framework was applied to 3 datasets: 

Dataset 1: This first dataset is a built dataset with 
synthetic duplicated records. Indeed, to assess and evaluate the 
performance of the proposed strategy, the framework should 
be used for an extensive dataset with labeled duplicated 
records. Thus, we conducted research for datasets with two 
main criteria: 

 A labeled dataset with a pre-defined state of true and 
false duplicates. 

 Large Scale dataset with over 1M records. 

Unfortunately, among the found datasets, no dataset 
matches the above criteria and, thus, was not appropriate for 
our use case. Indeed, previous research has also faced the 
same challenge as labeling big data sets manually are a very 
tedious and effortful task. To overcome this challenge, we 
built a labeled dataset with synthetic duplicated records using 
the Duplicate Generator tool DupGen [20] which allows for 
generating a synthetic dataset according to multiple criteria, 
such as the percentage of generated records and the changes 
made to data values. The built dataset contains over 1M 
records. It matches the Big Data characteristics not only in 
terms of Volume but also in terms of Variety, as the dataset 

was gathered from multiple restaurant data sources with 
different formats and schemas. To ensure consistency, we 
have only kept standard fields: name, address, city, and type 
that refer to the restaurant’s specialty. To stress our 
deduplication Framework, distinguishing features such as 
phone number and email were not considered even if they 
were available in all the datasets. The data sources used were 
clean of duplicates and were chosen from different countries 
so to avoid having common records between the datasets. 
After integrating and pre-processing source datasets, we have 
gathered a dataset with over 500 000 unique restaurants. The 
next step consists of creating duplicated records. For an 
accurate assessment, this process should not be done 
randomly. For this, we have reviewed restaurant datasets with 
real duplicates (these datasets were not suitable for our use 
due to their small volume) and tried to simulate duplicated 
data using the DupGen tool. Thus, we have noticed that most 
duplicated restaurants have either: 

 Identical name, similar address and similar city and 
type 

 Identical address, similar name, and similar city and 
type 

 Similar name, similar address, and similar city and type 
Also, we measured the average number of different 

characters between two duplicates for each column and 
applied the same distribution to our built dataset. Finally, we 
have created a dataset with over 1 M records with the 
following duplicates distribution: 80%: no duplication, 10%:1 
duplication, 4%: 2 duplications, 2%: 3 duplications, 2%:4 
duplications, 1%:5 duplications, and 1%: 6 to 10 duplications. 

The number of duplicates was around 122 000, so the goal 
was to reduce over 1M records to about 878 000. 

Dataset 2: The second dataset is a real companies name 
dataset containing 663000 records with 58700 duplicated 
records [37]. The dataset is prelabelled and intended for 
deduplication frameworks. This dataset was chosen to test our 
framework performance with a dataset of real-world values. 

Dataset 3: The third dataset is a small dataset of 864 
records with 112 duplicated records [38]. This dataset is 
prelabelled and was used by previous research to evaluate the 
deduplication methods. This dataset was chosen to compare 
our framework performance against the existing models. 

Table I presents the characteristics of the three datasets 
used for our experiments. Before submitting the simulation 
results, we will first review the implementing tools and 
techniques in the next section. 

TABLE I.  DATASETS CHARACTERISTICS 

Dataset Records Matchings Threshold 

Restaurant 864 112 0.76 

Company 663000 58700 0.83 

Built Dataset 1001300 122 000 0.75 

B. Adopted Tools and Techniques 

The deduplication framework was developed on Apache 
Spark, suitable for Big Data. It was implemented in Python 
using Pyspark libraries such as Scikit-Learn for NLP and 
Fuzzy matching, Pandas, Scipy, and Numpy. For data pre-
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processing, string functions were used as well as some 
Python’s preprocessing packages such as NLTk, Stopwords, 
Unicode, Geocoder, LabelEncoder, RE (regular expressions) 
and Text blob.  Then, data were first indexed using Sorted 
neighborhood to build the training dataset. The sorted 
neighborhood is an indexing technique that consists of sorting 
data values using the blocking key value and then moving a 
window of a fixed number of records over the sorted values. 
The sorted neighborhood index method is great when there is 
a relatively large amount of unstructured data. A recent study 
[14] has compared the indexing techniques for scalable 
linkage. It has shown that a sorted neighborhood is the most 
appropriate indexing method for big data in terms of execution 
time and accuracy. For more precision, we have applied 
weighted indexing to the restaurant dataset using the weights 
presented in Table II. With this parametrization, we suppose 
that the name and address are the most important columns to 
consider for restaurant’s deduplication. These weights have 
allowed detecting accurately most of the pairs. No weights 
were applied to the company datasets with only one column 
(Company Name). Then, a similarity score is measured using 
Cosine Similarity. As mentioned before, various methods, 
such as Euclidean distance, and the Jaccard coefficient, can be 
used. However, Cosine Similarity is the most suited to 
measure text similarity, according to several studies [39] [40]. 
For more accuracy, the pairs are filtered out based on a min 
and max threshold range to keep only the most similar 
records. The selected records are then gathered into clusters to 
be used as a training dataset for the deduplication process. As 
mentioned before, the next step consists of dedupling the 
dataset using a ML algorithm. As mentioned before, in this 
approach duplicate detection is not based on a text comparison 
but on deduplication predicates and indexing rules generated 
by the model after the training. For this, we have used 
Dedupe. Dedupe is a Python library for accurate and scalable 
data deduplication and fuzzy matching based on ML [41] [42]. 
The first step consists of creating a dedupe instance for the 
dataset. Then, the dedupe instance is trained using the dataset 
built in the previous step. After the training phases, the model 
generates the indexing rules that will be used to detect similar 
records. In our case, one of the generated predicates was: 
(CommonTwoTokens, name), (SameSevenCharStart, name), 
(CommonThreeTokens, address). This means that the records 
with Names with the same two tokens AND Addresses with 
the same three tokens are considered duplicates. Once trained, 
the model can be used for deduplication using a semi-
supervised clustering method, so similar records are clustered 
based on the provided labeled dataset. Then, the clustering 
threshold is tuned to get an optimized accuracy. Finally, 
duplicates are cleaned. 

The Continual learning is performed in an online mode as 
it is carried out sequentially after each deduplication and is 
executed in real-time according to an automated machine 
learning pipeline. For this, a new dataset is built based on the 

found pairs and additional 100 000 records. Then, the 
similarity of the detected pairs is evaluated using Cosine 
Similarity. A similarity threshold is set to select only the most 
matching pairs which are then labeled appropriately. The 
deduper is then retrained with the selected pairs to enhance the 
model’s performance. An accuracy assessment is performed to 
evaluate the impact of continual learning on the model. 

TABLE II.  RESTAURANT DATASET INDEXING WEIGHTS 

Name Address City Type 

0.55 0.35 0.05 0.05 

C. Results 

a) Accuracy: 

The framework was first applied to an extensive dataset of 
over 1M records with 122 000 duplicated records. 70% of the 
dataset was set to build the training dataset. Thus, the dataset 
was first indexed into pairs. Only 420 000 records were 
indexed as pairs. Then a similarity score was computed for the 
indexed pairs and a threshold of 0.75 was set to filter out only 
the most similar pairs. This first process resulted in 165000 
pairs considered duplicates. The selected pairs were then 
gathered into clusters to detect records with more than one 
duplicate and were exported to a .csv file as a training dataset. 
Then, for each dataset, a dedupe model was trained using the 
built training dataset, tested, and optimized using the 
appropriate threshold. The performance of the framework was 
evaluated using the confusion matrix defined by the following 
metrics: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃 
                                     (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁 
                                     (2) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
              (3) 

TP, FP, and FN are True Positive, False Positive, and False 
Negative, respectively. 

The metrics above were measured for three different 
datasets: Restaurants, Companies, and our Built Big Dataset 
coming out with the results presented in Table III. 

TABLE III.  DEDUPLICATION FRAMEWORK EVALUATION 

Dataset Precision (%) Recall (%) F-s (%) 

Restaurant 98,25% 100,00% 99,12% 

Company 94,17% 98,13% 96,11% 

Built Dataset 98,24% 96,48% 98,21% 

It is worth noting that the framework accuracy has evolved 
considerably after applying online continual learning. For our 
built dataset, the framework detected 117700 out of 122 000 
duplicated records with an F-score of 98,21%. Indeed, the 
resulting F-score was initially 97,05% and has increased by 
1,16% after applying the continual learning process to the 
model with an additional dataset of 100 000 records. 
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Fig. 7. F-Score Comparison. 

As mentioned previously, we chose the third dataset to 
compare our framework’s performance against the existing 
models that have used the same dataset (restaurant dataset), 
such as SDLER [18], DeepER [43], Magellan [44], and 
Dedupe [42]. Fig. 7 compares the F-score achieved by each 
model when applied to the Restaurant dataset. The obtained 
results show that the proposed framework provides the best 
results in terms of accuracy. When dealing with big data, the 
execution time is yet another factor that should be considered 
besides accuracy. We present in the next part the time 
complexity of the proposed framework. 

b) Scalability 

As the framework is intended to be used in a big data 
environment, the framework scalability also needs to be 
ensured. Table IV shows the processing time and the 
corresponding dataset size. Thus, the framework has shown 
acceptable results in terms of processing time with a linear 
complexity O(n). Indeed, the framework is based on scalable 
methods such as Sorted Neighborhood, Cosine Similarity, and 
Dedupe having a linear complexity and hence, are suitable for 
Big Data [45] [41]. 

TABLE IV.  PROCESSING TIME 

Dataset Records Processing Time 

Restaurant 864 ~3 m  

Company 663000 ~ 1h 

Built Dataset 1001300 ~ 3h30 

c) Framework Limitations 

A second phase of the implementation consists of 
scrambling the built dataset intentionally by feeding the 
datasets with more challenging duplicates.  The goal is to 
uncover the framework limitations and discover how the 
accuracy is impacted by the inferior and very poor data quality 
and to what extent the framework remains suitable for use. For 
this, we have unfiltered in the dataset extreme cases of non-
duplicates where for example the name and the address are 
similar, but the records are not duplicates. The framework was 
applied to a very poor big data quality to uncover the 
limitations of the framework. The dataset was then scrambled 

progressively with a very poor-quality dataset, and the 
accuracy was assessed in each round. The F-score has 
decreased in each round, as shown in Table V. Thus, it turns 
out that the framework resists and remains functional in a half-
scrambled dataset with an F-score of 88,2%. Therefore, the 
accuracy is acceptably impacted by a very-poor biasing 
dataset. 

TABLE V.  F-SCORE EVOLUTION IN A VERY POOR-QUALITY DATASET 

Percentage of scrambled data F-s (%) 

20 % of the very poor-quality dataset 97,9% 

35 % of the very poor-quality dataset 94,8% 

50 % of the very poor-quality dataset 88,2% 

60 % of the very poor-quality dataset 83,4% 

D. Discussion 

Although significant efforts have been made in recent 
years for data deduplication, there are still challenges to be 
addressed, especially for big data. Indeed, data uniqueness as a 
quality metric depends highly on other quality metrics such as 
completeness, accuracy, validity, etc. For example, even if we 
have imputed data during the pre-processing phase, most 
imputation methods are not accurate, which can impact the 
deduplication accuracy as data is credited with inaccurate 
values. Meanwhile, ignoring missing values will negatively 
affect the model accuracy, especially in a big data 
environment where most of the data are incomplete. On the 
other hand, deduplication can also impact the other metrics, as 
the cleaning phase consists of keeping the most accurate, 
complete, or recent record. In some cases, records can even be 
merged. All these changes have a high impact on the other 
metrics. Thus, data deduplication could not be improved 
separately and, therefore, should be addressed in a more 
comprehensive approach that considers this strong relationship 
between the quality metrics. Continual Learning is yet another 
research area that needs more focus. Even if Continual 
Learning has been around for more than 20 years, there are 
challenges that still need to be addressed, such as catastrophic 
forgetting, auditing, mentoring, evaluating continual learning 
techniques, etc. In addition to these challenges, new issues 
have been raised with big data, such as handling memories, 
learning for streaming multimodal data, model saturation, etc. 
Thus, continual learning is not already in its explosion, and 
further research is needed. However, it is safe to say that 
Continual Learning will become increasingly crucial as ML 
models could not be effectively performed without 
accumulating the learned knowledge. 

VII. CONCLUSION 

While data deduplication has been the subject of several 
studies in the last decade, some challenges remain, especially 
in the Big Data Era. In this article, we have reviewed the most 
recent big data deduplication frameworks suggested in the 
literature. We also proposed a novel end-to-end big data 
deduplication framework based on a Semi-supervised 
clustering approach. The experiments have shown that the 
framework outperforms the existing big data deduplication 
approaches with an F-score of 98,21%. The suggested 
framework is also extended with an online continual learning 
phase that continuously improves the deduplication model 
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performance and increases the model accuracy by 1,16%. In 
future work, we aim to enhance our framework by reducing 
the error rate when used on a very-poor quality dataset. Also, 
we aim to extend our framework to address more quality 
dimensions. 
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Abstract—Apparently, most life activities that people perform 

depend on their unique characteristics. Personal characteristics 

vary across people, so they perform tasks in different ways based 

on their skills. People have different mental, psychological, and 

behavioral features that affect most life activities. This is the 

same case with students at various educational levels. Students 

have different features that affect their academic performance. 

The academic score is the main indicator of the student’s 

performance. However, other factors such as personality 

features, intelligence level, and basic personal data can have a 

great influence on the student’s performance. This means that 

the academic score is not the only indicator that can be used in 

predicting students’ performance. Consequently, an approach 

based on personal data, personality features, and intelligence 

quotient is proposed to predict the performance of university 

undergraduates. Five machine learning techniques were used in 

the proposed approach. In order to evaluate the performance of 

the proposed approach, a real student’s dataset was used, and 

various performance measures were computed. Several 

experiments were performed to determine the impact of various 

features on the student’s performance. The proposed approach 

gave promising results when tested on the dataset. 

Keywords—Prediction; student performance; machine 

learning; personality; intelligence quotient 

I. INTRODUCTION 

People have a wide range of cognitive abilities, including 
intelligence, memory, attention, and so on. People can carry 
out brain-based operations or activities in a variety of ways 
and for varying lengths of time. Two people can perform the 
same operation in two different ways. This is because people's 
personal characteristics differ, and most life activities are 
dependent on these personal characteristics. 

Each person has certain abilities which he/she uses to deal 
with various real-life activities. Also, people have different 
ways to process and memorize information. Actually, all 
operations or activities a person performs are based on his/her 
features either the behavioral features or the psychological 
ones. 

For example, the tasks that need some sort of intelligence, 
people who have higher intelligence quotients usually finish 
their assigned tasks in fewer steps and in less time than others 
who have lower intelligence quotients. Moreover, people who 

have higher memory skills usually remember things better and 
more quickly than other people who have lower memory 
skills. 

Apparently, most life operations or actions which people 
perform are done based on their various skills. The same idea 
goes for students at all educational levels. Students have 
different characteristics either psychologically or mentally 
which affect their academic performance. 

Some students perform better in theoretical questions that 
need remembering skills while other students perform better in 
practical questions which need brain-based skills. Mainly the 
academic score of a student depends on his/her unique 
characteristics. 

The main purpose of this research is to measure the impact 
of the personality traits and the intelligence of students on 
their academic performance. In addition to these features, 
some personal data and the academic score have been used to 
predict the academic performance of undergraduate students. 

To the best of our knowledge, no work exists answering 
the question of the impact of personal data, personality traits, 
intelligence quotient, and academic score on the student’s 
performance. 

The research questions of this research are: 

1) What effect does the Intelligence Quotient (IQ) have on 

the undergraduate student’s performance? 

2) What effect do personality traits have on the 

undergraduate student’s performance? 

3) What effect does the combination of IQ, personality 

traits, personal data, and academic score have on the 

undergraduate student’s performance? 

4) What are the most significant features in the student’s 

performance prediction? 

II. STUDENT PERFORMANCE PREDICTION 

Student performance prediction has played a significant 
role in educational systems. Predicting student performance 
helps students to select appropriate courses which match their 
skills as the student’s performance can vary across different 
courses. Prediction helps students choose courses that match 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

293 | P a g e  

www.ijacsa.thesai.org 

their abilities. Also, student performance prediction can assist 
in designing appropriate future study plans for students. 
Beyond predicting student performance, it helps teachers and 
managers to monitor and support the students, and to offer 
training programs to achieve the best results. Other benefits of 
student performance prediction are reducing official warning 
signs and discarding students for inefficiency. 

Machine learning techniques have played a significant role 
in the creation of effective educational systems over the past 
two decades. These techniques helped in offering better 
learning techniques and in enhancing the academic 
performance of students [1]. 

Applying machine learning techniques in educational 
systems has played a crucial role in discovering concealed and 
unexpected methods to impart knowledge across all 
educational levels. As a result, some prediction models have 
been proposed by numerous researchers to enhance the 
student’s performance and learning quality as in [2], [3]. 

III. MOTIVATION 

Student performance mainly can be predicted through 
historical records of quizzes and exams, and Grade Point 
Average (GPA). This is usually common in various 
educational levels and ages. However, sometimes there are 
other factors that may influence a student’s performance such 
as mentality skills, behavioral characteristics, cognitive skills, 
personality traits, and psychological factors. 

Also, some of these factors may affect the performance of 
students at certain ages but may have no effect at other ages or 
at other educational levels. For example, personality traits may 
have a great influence on older students like university 
students but may not have a noticeable effect on younger 
students at primary or high school levels. 

Moreover, the factors that are considered important for 
student performance prediction for preschool students may not 
have the same importance as for older students like 
undergraduates in universities. Also, gender can play a role in 
student performance prediction. For example, sometimes male 
students have better scores in different courses or specialties 
than female students and vice versa. 

The importance of a certain factor or a feature in student 
performance prediction usually depends on the age or the 
educational level in which the student is enrolled. 
Consequently, in this research, we focus on a certain 
educational level which is undergraduates in universities. 

As a result, in this paper, an approach based on personal 
data, personality traits, and intelligence quotient is proposed to 
predict the student’s performance of university undergraduate 
students. 

The main contributions of this paper are as follows: 

1) Proposed an approach that utilized academic score, 

gender, region/city, number of brothers/sisters, Intelligence 

Quotient (IQ), and personality features to predict student’s 

performance. 

2) Applied five machine learning techniques in the 

proposed approach to predict student’s performance. 

3) Applied the proposed approach on real students’ 

datasets. 

4) Compared the performance of different features across 

the five machine learning techniques. 

5) Predicted the best indicators that assist in student 

performance prediction. 
The rest of the paper is organized as follows: Section 4 

presents the literature work on students’ performance 
prediction. Section 5 presents the proposed approach. 
Section 6 presents the results. Section 7 presents the analysis 
and discussion of the results. Section 8 presents the conclusion 
and future work. 

IV. RELATED WORK 

In the following paragraphs, related work on students’ 
performance prediction using different techniques is 
presented. 

In recent decades, many attempts have been made to 
predict students’ academic performance before students start 
the learning process to make their outcomes predictable. This 
is also necessary for instructors to know the areas where 
students have defects so that students’ skills in these areas can 
be improved. By predicting future results in a timely manner, 
instructors can know the areas that need improvement while 
teaching students. 

Educational institutions and governments also want to 
know the performance of the current educational system in 
order to perform improvements in the long term. In [4], the 
authors showed that students’ performance depends on various 
factors such as demographics, behavior, previous outcomes, 
and habits. Unexpected factors, such as the address of 
students, had a great impact on the student’s performance. 

Many studies have been conducted to discover the effect 
of various variables on student academic performance. These 
factors are not the same all over the world and may vary from 
university to university, from university to school, and also 
from individual to individual. 

In today’s world, data has become very powerful, and 
machine learning can be very helpful in harnessing the power 
of this data. Machine learning techniques, along with deep 
learning techniques, have played a very important role in 
predicting student academic performance. 

Various machine learning and deep learning techniques, 
such as Support Vector Machine (SVM), Neural Networks 
(NN), and clustering have been studied on different datasets in 
different institutions to find hidden and unexpected patterns. 
Several machine learning techniques were applied in [5]. 

In [6], various models for academic performance 
prediction have been developed using Decision Tree (DT), 
Naïve Bayes (NB), and Rule-Based (RB) for the Bachelor of 
Computer Science students at the University Sultan Zainal 
Abidin. The results showed that DT and RB provided better 
accuracies than NB. 
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In [7], the authors applied SVM, NN, DT, and NB models 
on two independent datasets. The results showed that SVM 
performed better than the other methods in terms of statistical 
significance. 

Predicting student performance is a key challenge in the 
educational process that uses technology to help students 
towards success [8]. Previous research has detected several 
factors that influence the student’s performance. Some of 
these factors are student demographics such as gender [9], 
previous academic grades [10], and interaction with the 
learning environment [11], [12]. 

In [13], DT, NB, logistic regression, SVM, K-nearest 
neighbors, iterative minimum optimization, and NN were 
utilized to study the student’s performance in final 
undergraduate exams. Logistic regression performed the best 
compared to other models used in this study, with an accuracy 
of 66%. 

In [14], the proposed model applied NN, logistic 
regression, and SVM algorithms in a virtual school learning 
environment. 

In [15], recurrent neural networks (RNNs) for detailed 
knowledge and engagement studies were used. In this study, 
the authors achieved an accuracy value of 88.3%. SVM, linear 
discriminant analysis, random forests, K-nearest neighbors, 
and classification regression trees (CART) were used in this 
study. Random forests performed the best, with an accuracy of 
90%. 

In [16], the research applied a logistic regression 
prediction model on some variables which are level of 
involvement, level of prestige, level of visibility, number of 
student visits, and management system by subject, experience, 
age, and gender. The predictive models used in the analysis 
were NN, DT, and NB using bagging, boosting, and ensemble 
techniques. The DT classifier gave the highest accuracy value 
of 82%. 

In [17], the authors provided the most comprehensive 
assessment to ensure the strength of the relationship between 
the big five personality traits and academic performance 
through the synthesis of 267 independent samples (N = 
413,074) in 228 original studies. Also, the progressive validity 
of personality traits beyond cognitive ability in predicting 
academic performance was examined. 

In [18], the research introduced a Contextual Cognitive 
Skill Scores (CCSS) approach to predict the student’s 
performance. To determine the CCSS score, the cognitive 
skills required to solve the exam questions were combined 
with the exam scores. In doing so, the authors focused on 
generalizing the student’s performance to understand its utility 
in predicting student risk profiles. 

Exam questions and their scores vary by course and by 
exam. Such data heterogeneity is very important when 
generalizing the model. This is because feature variation 
affects the results. Therefore, the authors built the CCSS so 
that the feature space is the same for all courses so that 
students’ performance can be visualized in the same 
dimension. 

In [19], the proposed model predicted the success of 
students based on their behavioral patterns/activities in the 
learning process. Six machine learning prediction models were 
presented. Then, accuracy measures were computed to 
evaluate the proposed model. 

In [20], data was collected from different students with 
different parameters, then these parameters were analyzed 
using techniques similar to those used in [21]. After that, 
decision trees for all considered attributes were built. Next, 
“if-then” rules for the relationship between various attributes 
and the student’s performance were generated. 

In [22], some machine learning algorithms were utilized to 
predict and classify different types of educational data. Three 
machine learning algorithms, namely, backpropagation (BP), 
support vector regression (SVR), and long short-term memory 
(LSTM) were used to predict the student’s performance. In 
addition to these algorithms, a Gradient Boosting Classifier 

(GBC) is implemented in the classification phase. 

V. PROPOSED APPROACH 

In this section, the proposed approach is presented along 
with the features used, the techniques applied, and the dataset 
used. 

The main idea of our proposed approach is to discover the 
impact of the big five personality traits and the intelligence 
quotient on the performance of students when these features 
are integrated with the academic score feature and some 
personal data namely, gender, number of brothers/sisters and 
the region/city where each student lives in. The proposed 
approach was implemented in Python. 

A. Features Used and Data Collection 

For the proposed approach, the data was collected from 
students in the Faculty of Computers and Artificial 
Intelligence, Cairo University. The data was collected from 
students from various levels, namely, 1st, 2nd, and 3rd year 
undergraduate students. Approximately 300 students shared 
their data and their grades in different courses which are an 
introduction to database systems, fundamentals of computer 
science, and Web-based information systems. 

The features collected are: 

• Gender 

• Number of brothers/sisters 

• Region/city 

• GPA  

• IQ 

• Five personality traits, namely, 

1. Openness (O) 

2. Conscientiousness (C) 

3. Extraversion (E) 

4. Agreeableness (A) 

5. Neuroticism (N) 
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The 300 students who shared their data were divided into 
117 females and 183 males. The average GPA is 2.9 and the 
average IQ is 3.7. 

A snapshot of the dataset is shown in Fig. 1. 

 

Fig. 1. Snapshot of the Dataset. 

B. Data Preprocessing 

The data was collected from a questionnaire via Google 
form so some preprocessing steps were performed so that the 
data can be used in the proposed prediction approach. The 
preprocessing steps focused mainly on removing noise and 
minimizing redundancy. Also, some features whose values 
were text were converted to numeric so that they can be used 
in the prediction model. 

Moreover, the numeric scores were converted to 
categorical classes which are low, medium, and high so that 
the class label to which each student belongs can be predicted. 
Each categorical class included a range of values, as follows: 

• Low (0 - <40) 

• Medium (40 - <80) 

• High (>= 80) 

C. Techniques Used 

Mainly, five machine learning techniques were used in our 
proposed approach in predicting the student’s performance. 
The used techniques are: 

1) k-nearest neighbor (KNN): KNN is a non-parametric 

supervised machine learning classifier algorithm, which is 

used for regression and classification [23]. After performing 

various experiments to determine the best value of k, a value 

of 6 gave the best accuracy, as presented in Fig. 2. 

 

Fig. 2. The Best K Value. 

2) Support Vector Machine (SVM) is a supervised 

learning model used for regression as well as for classification 

[24]. 

3) Decision Tree (DT) is a non-parametric supervised 

machine learning classifier algorithm, which is used for 

regression and classification. It has a hierarchical tree 

structure [25]. 

4) Random Forest (RF) is a classification algorithm used 

for classification and regression. It consists of several decision 

trees [26]. 

5) Naive Bayes (NB) is a probabilistic classifier that 

applies Bayes’ theorem [27]. 

D. Features Importance 

To know the most influential features in the prediction, the 
Scikit-learn (Sklearn) python library and the feature 
importance python function [28] were used to determine the 
most important features as presented in Fig. 3. 

 

Fig. 3. The Most Important Features. 

As shown in Fig. 3, the features are abbreviated as follows: 

• GPA: Grade Point Average  

• F: Female 

• M: Male 

• BS: Number of Brothers/Sisters 

• O: Openness 

• C: Conscientiousness 

• E: Extraversion 

• A: Agreeableness 
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• N: Neuroticism 

• IQ: Intelligence Quotient 

After performing several experiments, it was deduced that 
the most important features that have the highest significance 
on the student’s performance are Conscientiousness, GPA, 
and IQ. 

Also, it was noticed that gender and location have the least 
significant on the student’s performance. The location feature 
is not of great importance, so our proposed approach can be 
applied easily in online learning. 

E. Correlation Matrix 

To know the correlation and the dependencies between the 
features, the correlation matrix was constructed, and it is 
shown in Fig. 4. 

 

Fig. 4. Correlation Matrix. 

The correlation between the features is the indicator of the 
extent of the effect of one feature on another one. The higher 
the value (either positively or negatively) between a pair of 
features, the higher is the correlation between them. 

On the other hand, the less correlated features gave values 
closer to zero. When a value becomes closer to zero, this 
means that the features are less correlated. 

When a value of a certain feature increases and the value 
of the other correlated feature increases, this denotes a positive 
correlation. On the other hand, when a value of a certain 
feature increases and the value of the other correlated feature 
decreases, and vice versa, this denotes a negative correlation.  

After performing several experiments on the various 
features, the most correlated features were GPA, 
Conscientiousness, and IQ. 

VI. RESULTS 

The collected dataset was used to evaluate the performance 
of the proposed approach. The prediction accuracy, precision, 
recall, F1 measure, and the confusion matrix (true positive, 
true negative, false positive, and false negative) were 
computed for all techniques. Also, the results are compared 
across the five techniques. The results are presented in Table I. 

TABLE I. PREDICTION RESULTS OF THE FIVE TECHNIQUES 

Technique Accuracy Precision  Recall F1 measure 

KNN 0.85 0.84 0.85 0.84 

NB 0.86 0.86 0.86 0.86 

RF 0.83 0.82 0.83 0.83 

DT 0.90  0.89  0.90 0.89 

SVM 0.88 0.87 0.88 0.88 

As shown in Table I, the decision tree technique gave the 
best performance among the other techniques with accuracy = 
0.90%, precision = 0.89%, recall = 0.90% and F1 measure = 
0.89%. 

A. Confusion Matrix for All Techniques 

The confusion matrix is used to analyze the performance 
of the classification techniques by computing the True positive 
(TP), the True Negative (TN), the False Positive (FP), and the 
False Negative (FN) for the testing data which are described 
as follows. 

• TP: The true positive value is the case in which the 
actual value and expected value are identical [29]. 

• TN: A class’s True Negative value is the sum of all 
columns and rows, except those for the class for which 
we are computing the values [29]. 

• FP: A class’s False-positive value is the sum of all the 
values in the relevant column, except for the TP value 
[29]. 

• FN: A class’s False-negative value is the sum of the 
values in the relevant rows, except for the TP value 
[29]. 

Using the confusion matrix, we can assess the model’s 
performance in terms of recall, precision, and accuracy. 

The confusion matrices for the prediction classification 
techniques are shown below in Tables II to VI. 

1) K-Nearest Neighbor 

TABLE II. KNN CONFUSION MATRIX 

 

 

 

 

 

 

 

        
Predicted values 

 
High Medium Low 

High 31 0 0 

Medium 1 11 4 

Low 2 2 9 

A
ct

u
al

 v
al

u
es

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

297 | P a g e  

www.ijacsa.thesai.org 

2) Naïve Bayes 

TABLE III. NAIVE BAYES CONFUSION MATRIX 
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3) Random Forest 

TABLE IV. RANDOM FORESTS CONFUSION MATRIX 
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4) Decision Tree 

TABLE V.           DECISION TREE CONFUSION MATRIX 
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5) Support Vector Machine 

TABLE VI. SUPPORT VECTOR MACHINE CONFUSION MATRIX 

 

High Medium Low 

High 31 0 0 

Medium 0 13 3 

Low 2 2 9 

Predicted values 

VII. RESULT ANALYSIS AND DISCUSSION 

The proposed approach proved that the big five personality 
traits, especially the “conscientiousness” feature, are the most 
significant features in predicting student’s performance for 
undergraduate students in the Faculty of Computers and 
Artificial Intelligence, Cairo University in Egypt. 

The intelligence quotient score also has a significant role 
in our prediction approach. 

In order to test the efficiency of our proposed approach in 
integrating several features, personality traits and IQ features 
were removed from the dataset and the results were compared 
before and after removing these features as will be described 
in the following paragraphs. 

A. The Impact of Removing the Big Five Personality Traits 

Another experiment has been conducted to evaluate the 
performance of all techniques after removing all big five 
personality traits features from the dataset. This experiment 
was performed to monitor the impact of the big five 
personality traits on the academic performance of Egyptian 
students. The results are presented in Table VII. 

TABLE VII. PREDICTION RESULTS WITHOUT BIG FIVE PERSONALITY 

FEATURES 

Technique  Accuracy Precision  Recall F1 measure 

KNN 0.66 0.68 0.66 0.67 

NB 0.75 0.77 0.75 0.75 

RF 0.76 0.77 0.76 0.76 

DT 0.71 0.71 0.71 0.71 

SVM 0.76 0.77 0.76 0.77 

Table VII shows that accuracy, precision, recall, and F1 
measure had decreased after removing the big five personality 
traits from the dataset, compared to the results in Table I. 

Also, Table VII shows that the SVM provides the best 
performance in terms of accuracy, precision, recall, and F1 
measure. 

On the other hand, Table I shows that the decision tree 
technique provides the best performance in terms of accuracy, 
precision, recall, and F1 measure. 

This emphasizes that the existence of the big five 
personality traits has a very significant role in predicting a 
student’s academic performance. 

B. The Impact of Removing the IQ Feature 

Another experiment has been conducted to evaluate the 
performance of all techniques after removing the IQ feature 
from the dataset. This experiment was performed to discover 
the extent of the impact of the IQ feature on the academic 
performance of students. The results are presented in 
Table VIII. 

Table VIII shows that the decision tree technique provides 
the best performance in terms of accuracy, precision, recall, 
and F1 measure; this corresponds to the results in Table I. 

Table VIII shows that accuracy, precision, recall, and F1 
measure had a little decrease after removing the IQ feature 
from the dataset, compared to the results in Table I. 

This means that the existence of the IQ feature has an 
important role in the prediction of student academic 
performance in the proposed prediction approach. 
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TABLE VIII. PREDICTION RESULTS WITHOUT IQ FEATURE 

Technique Accuracy Precision  Recall F1 measure 

KNN 0.76 0.76 0.76 0.76 

NB 0.84 0.83 0.84 0.83 

RF 0.82 0.81 0.82 0.82 

DT 0.89 0.88 0.89 0.88 

SVM 0.86 0.86 0.87 0.86 

After conducting several experiments, the results have 
proved that “conscientiousness” is the most significant 
predictor when it is integrated with IQ. 

To conclude, it was found that merging the big five 
personality traits with IQ and the academic feature besides the 
other moderator features namely, gender, region/city, and the 
number of brothers/sisters provided better results in all 
performance measures (accuracy, precision, recall, and F1 
measure) compared to each one of them separately. 

A comparison of accuracy with adding and removing the 
important features for all applied machine learning techniques 
is shown in Fig. 5. 

 

Fig. 5. Accuracy Comparison of All Techniques with and without Important 

Features. 

VIII. CONCLUSION AND FUTURE WORK 

Predicting student academic performance is very helpful 
for educators and learners to improve the teaching and 
learning processes. In this paper, student academic 
performance was predicted by applying various machine 
learning techniques with different features. 

The main idea of this research is to discover the impact of 
the student’s personality and the IQ along with other 
moderator features namely, gender, region/city, and the 
number of brothers/sisters integrated with the student’s GPA 
on the student’s academic performance. 

Classification algorithms are widely used in education. K-
nearest neighbor, decision trees, support vector machine, 

random forests, and Naive Bayes techniques were used to 
predict the student’s academic performance. The decision tree 
technique performed the best in predicting the student’s 
academic performance. 

To enhance the effectiveness of the proposed approach, the 
personality traits and the IQ features were removed. After that, 
the proposed approach was re-implemented after removing 
these features then the performance measures were re-
computed. The results showed a decrease in accuracy, 
precision, recall, and F1 measure which emphasizes the 
significant role of personality traits and IQ in predicting 
student academic performance. 

To conclude, a lot of work can be done in predicting 
student academic performance so further research can be 
conducted as future work. This helps the educational systems 
to track the student’s academic performance in a structured 
way. Furthermore, further research can use deep learning 
techniques and neural networks besides machine learning 
techniques to enhance the results. 
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Abstract—The forest is an outdoor environment not touched 

by the surrounding community, so it is not immediately handled 

when a fire occurs. Therefore, surveillance using cameras is 

needed to see the presence of fire hotspots in the forest. This 

study aims to detect hotspots through video data. As is known, 

fire has a variety of colors, ranging from yellow to reddish. The 

segmentation process requires a method that can recognize 

various fire colors to get a candidate fire object area in the video 

frame. The methods used for the color segmentation process are 

Gaussian Mixture Model (GMM) and Expectation–maximization 

(EM). The segmentation results are candidates for fire areas, 

which in the experiment used the value of K=4. This fire object 

candidate needs to be ascertained whether the segmented object 

is a fire object or another object. In the feature extraction stage, 

this research uses the DenseNet-169 or DenseNet-201 models. In 

this study, various color tests were carried out, namely RGB, 

HSV, and YCbCr. The test results show that RGB color produces 

the most optimal training accuracy. This RGB color 

configuration is used to test using video data. The test results 

show that the true positive and false negative values are quite 

good, 98.69% and 1.305%. This video data processing produces 

fps with an average of 14.43. So, it can be said that this 

combination of methods can be used to process real time data in 

case studies of fire detection. 

Keywords—Fire detection; color segmentation; GMM-EM; 

DenseNet; real time 

I. INTRODUCTION 

Human daily life cannot be separated from the heat energy 
produced by a fire. The heat energy from this fire is often used 
for cooking, lighting candles as a light source, and burning 
garbage. However, fires can be catastrophic if they are not 
controlled and burn a large area. Fires can occur in indoor and 
outdoor environments such as forests. In Indonesia, forest fires 
often occur in Sumatra and Kalimantan because forest areas are 
still common [1]. Natural factors and human error can cause 
the emergence of fire hotspots. Some natural factors are hot 
weather, wind, and chemical reactions [2]. Then human error 
can occur due to forgetfulness in activities with fire, especially 
in rural areas that still use firewood for daily life [3]. Currently, 
the government has made efforts to mitigate fire disaster 
management [4], but the efforts made have not used Artificial 
Intelligence technology for automation. Therefore, the need for 
prevention efforts by detecting hotspots as early as possible 
before the fire spreads. This hotspot detection process can be 
done by installing an intelligent camera programmed using 
Artificial Intelligence to identify hotspots. 

Several researchers have developed early detection of 
hotspots, including fire detection using video [5] and sensors 
[6]. Limitations in using sensors, especially gas sensors, can 
occur when there is other smoke, for example, people smoking. 
Then the heat sensor can also go wrong when the weather is 
hot. Using fire detectors through sensors also costs a lot when 
used in an outdoor environment because they must replicate the 
tool at many points. So, the proposed research focuses on using 
video to detect hotspots. Video data can be obtained by 
installing a Closed-Circuit Television (CCTV) camera. CCTV 
camera can detect fires using digital image processing and 
computer vision technologies, known as image-based fire 
detection. The advantages of image-based fire detection 
compared to conventional fire detectors can be installed in a 
large, open area to reduce expenses. The use of video data 
requires a method that can run in real-time [7]. Besides, the 
video resolution also affects the detection accuracy results. In a 
previous study [2], the fire detection system produced a 
reasonably accurate accuracy, but the processing time of each 
frame could not be done in real time. It is also a limitation of 
previous research. The main steps that affect the speed and 
accuracy are image segmentation, feature extraction and 
classification. 

The segmentation process is carried out to take the fire area 
in the video frame. The segmentation stage of searching 
candidate fire object is very important to separate the fire 
candidate object from the background, which should not enter 
the feature extraction stage. The color of fire is a combination 
of various colors, ranging from reddish to yellow [8]. Previous 
studies conducted experiments using fire color segmentation, 
including RGB, HSV, and YCbCr color features, have not 
produced optimal accuracy [9]. The lack of this feature is 
because the color of the fire changes due to the wind. 
Therefore, this research uses a segmentation method that can 
overcome the quick color change of the fire using probability. 
This probability makes several color combinations of fire. The 
proposed research uses color probabilities to perform 
segmentation. In other case study research, the segmentation 
process was carried out on the image using a combination of 
the Gaussian Mixture Model (GMM) and Expectation–
maximization (EM) methods [10][11]. The segmentation 
results show that combining these methods can detect multi-
colored objects. Therefore, the proposed research uses of 
GMM-EM for the segmentation of candidate fire objects 
contained in video frames. 
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After the candidate fire object is obtained, the fire object 
must be sure that the segmented one is a fire object. Several 
studies of feature extraction and classification use the transfer 
learning method. The transfer learning of DenseNet201 model 
is used for image classification [12]. The results showed good 
accuracy for the feature extraction of corn disease. In another 
research, the DenseNet model was also used for feature 
extraction of the lungs affected by Covid-19 [13]. The results 
showed good accuracy using the DenseNet model. This 
research will also use the DenseNet model at the feature 
extraction and classification stage. The result of this research is 
a real-time fire early detection system using video data. 

This research aims to build a real-time fire point detection 
system using video data for early warning of fires. Speed is an 
important thing in this study to be evaluated. The color of fire 
that is not only yellow requires a precise segmentation process, 
so the proposed method uses a combination of various colors 
of fire. The segmentation results are then extracted and 
classified to ensure that the object is a fire. Overall, the 
contributions of this research are: 

 The use of various color combinations of fire to 
perform the segmentation process for searching fire 
object candidates. 

 Evaluation of the segmentation process on each video 
frame to minimize non-fire object detection errors. 

 The use of transfer learning as feature extraction and 
classification to achieve optimal accuracy and real-time 
processing. 

II. RELATED WORK 

The development of fire detection applications often uses 
sensors [14]. The downside of using this sensor depends on the 
surrounding weather. When using a heat sensor during the dry 
season, the sensor may experience error detection. Then the gas 
sensor can also experience an error when there is other smoke, 
for example, cigarette smoke, smoke from burning garbage, 
etc. Even detecting hotspots in open areas, such as forests, is 
very difficult. Therefore, the fire detection uses video data. 

Several researchers who process fire video data, including 
Khan et al. [15], used a fire's color, perimeter, area, and 
roundness for an indoor fire case study. The method used does 
not consider small fires, so it cannot carry out early detection 
of hotspots. Then, research by Thepade et al. [9] used a color 
combination of HSV and YCbCr to detect hotspots. The 
method used is still static, so the use of dynamic video data 
cannot be done. The segmentation process can also use the 
deep feature [16]. This deep feature is suitable for high-
resolution images such as satellite images. Several segmented 
objects produce relatively good accuracy. However, the 
disadvantage of using deep features is that the processing time 
is quite long, so it is unsuitable for real-time processing. The 
color component of fire is not only red, but a combination of 
various colors, including yellow, orange, red, white, and blue. 
Previous research by Dong Keun Kim [10] used Gaussian 
Mixture Model (GMM) and Expectation–maximization (EM) 
to detect color combinations on objects. The proposed research 
will segment fire objects with fire color data training using the 

GMM-EM method. Video resolution also affects the detection 
accuracy results. In a previous study [2], the fire detection 
system produced a fairly accurate accuracy of 99.7%, but the 
processing time of each frame took 0.23 seconds or four fps. 
Therefore, this research proposes a new approach to obtain 
optimal accuracy and can run in real-time. 

Currently, deep learning is a method that researchers often 
use for classification case studies. Deep learning, frequently 
used to handle picture data, is called Convolutional Neural 
Network. Deep learning is a technique used by artificial neural 
networks to manage input data utilizing multiple hidden layers. 
The output of this process is a non-linear modification of the 
input data used to determine the output value [17]. Deep 
learning is typically used for vast amounts of data. However, 
the data is relatively small in some instances, such as in this 
fire detection scenario. Transfer learning is a strategy for 
processing small amounts of data in which the model has been 
trained using other data [18]. DenseNet is an example of a 
transfer learning model. In this research, an evaluation of the 
DenseNet-169 and DenseNet201 models will be carried out. 

III. PROPOSED METHOD 

Testing stage Training stage

Start

Video data

Video extraction into 

frame

Color segmentation using 

GMM-EM

Feature extraction and 

classification of fire 

object candidate

Fire color 

image

Training of fire image data 

using DenseNet

End

Frame video

Color 

conversion into 

HSV or YCrCb

Fire color model 

using GMM-EM

Color 

conversion into 

HSV or YCrCb

Fire and non-fire 

image
Candidate fire area

Fire or non-fire object

 
Fig. 1. Proposed System of Fire Detection. 

The hotspot detection system starts from the training stage. 
There are two training processes: training for the segmentation 
process and feature extraction on fire objects. The training 
process uses a combination of GMM and EM methods. The 
fire segmentation process uses image data of fire colors. Then, 
the feature extraction process uses fire and non-fire image data. 
Before the training process, the image is converted to HSV or 
YCbCr color. The training process uses the transfer learning 
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method. The best model is used for matching video data. Then 
the testing phase begins with real-time video data input. Video 
data is extracted in the form of frames. Detection of fire 
candidates in video frames is done by matching the color 
model. Flame object candidates are converted to HSV or 
YCbCr color. The conversion results are matched with the 
feature extraction model. The feature extraction and 
classification stage use DenseNet model. The results of the 
classification are fire and non-fire objects. Fig. 1 shows the 
flowchart of this research's fire point detection. 

A. Acquisition Data 

This research used two datasets: a dataset for segmentation 
of fire object candidates and a dataset for fire object 
classification. The dataset for segmentation uses 30 images of 
fire color images. This dataset uses three color channels: Red, 
Green, and Blue (RGB), measuring 100 𝑥 100. The features of 
this dataset were taken from it based on the RGB color model, 
which was used to show the different colors of fire in the color 
probability model. The fire color varies so that it can detect 
various colors of fire when testing using video data. Fig. 2 
shows an example of a fire color dataset used for the 
segmentation process. 

    
Fig. 2. Fire Color Data for Segmentation Stage. 

Then at the feature extraction stage, the data uses from 
Kaggle created by Jadon et al. [19]. This dataset consists of 
two classes, namely the fire class in various places and the non-
fire class like other objects. The number of fire data is 1123 
images, while the non-fire data is 1301. It was made by taking 
images of fire and things that don't fire under challenging 
situations, like the fire image in the forest and the non-fire 
image with things that look like fire in the background. At the 
training stage, the percentage of training data used is 80%, 
while the testing data is 20%. Fig. 3 shows an example of 
training data for the feature extraction stage. 

  
Fire image 

  
Non-fire image 

Fig. 3. Fire and Non-Fire Image for Feature Extraction Stage. 

B. Fire Object Segmentation 

Multiple clusters can describe a dataset's distribution. 
Modelling a dataset with a single mean (one Gaussian) and 
estimated parameters is not optimal. For example, if a dataset 
contains two means of 218 and 250, the average may be close 

to 221. It is not a precise estimate. Multiple Gaussians with 
means of 218 and 250 provide a more accurate representation 
of the distribution of the data set. 

In situations where multiple data sets with varying 
numbers of clusters describe the same feature, it is preferable 
to model the data across the three sets using a multivariate 
Gaussian [20]. Equation (1) represents the multivariate 
Gaussian equation. It allows for a more precise evaluation of 
the distribution of clusters across the provided data. 

𝑁(𝑥|𝜇, 𝛴) =
1

(2𝜋|𝛴|)
1
2

exp{−
1

2
(𝑥 − 𝜇)𝑇𝛴−1(𝑥 − 𝜇)}           (1) 

This research employs a multivariate Gaussian with three 
color channels: Red, Green, and Blue. It has detected fire-based 
objects, so the number of clusters in each color channel will be 
examined. This research uses the Expectation-Maximization 
algorithm to estimate the means and covariances and determine 
the probability of a pixel belonging to a cluster. The total 
image is then modelled with a three-dimensional Gaussian. 

The following sections outline the stages involved in 
performing the EM algorithm: 

1) Using some random numbers: initialize the means and 

covariances. The covariance matrix must have the shape (dim, 

dim), where dim is the Gaussian's dimension number. These 

values are stored in a dictionary data structure called 

'parameters.' 

2) E Stage: Gaussians are combined in (2). 

𝑝(𝑥) = ∑ 𝜋𝑘𝑁(𝑥|𝜇𝑘, 𝛴𝑘)
𝐾
𝑘=1             (2) 

These are the probabilities associated with a given value x. 
It can accomplish this by applying the Bayes rule as (3). 

=
𝜋𝑘𝑁(𝑥|𝜇𝑘,𝛴𝑘)

∑ 𝜋𝑗
𝐾
𝑗=1 𝑁(𝑥|𝜇𝑗,𝛴𝑗)

  where, 𝜋𝑘 =
𝑁𝑘

𝑁
           (3) 

These are saved in an array named 'cluster prob' with the 
dimensions (n_feat,K). n_feat is the number of rows in the 
dataset in this case. 

3) M Stage: Then, update the means and covariances. This 

can be accomplished using the following (4). 

𝜇𝑗 =
∑ 𝛾𝑗(𝑥𝑛)𝑥𝑛
𝑁
𝑛=1

∑ 𝛾𝑗(𝑥𝑛)
𝑁
𝑛=1

 

𝛴𝑗 =
∑ 𝛾𝑗(𝑥𝑛)
𝑁
𝑛=1 (𝑥𝑛 − 𝜇𝑗)(𝑥𝑛 − 𝜇𝑗)

𝑇

∑ 𝛾𝑗(𝑥𝑛)
𝑁
𝑛=1

 

𝜋𝐽 =
1

𝑁
∑ 𝛾𝑗(𝑥𝑛)
𝑁
𝑛=1                 (4) 

4) Calculate the Log Likelihood: The objective is to 

increase the log likelihood function until the change in 

likelihood is equal to or less than a specified number. The 

following (5) is used to get the log likelihood. 

ln 𝑝(𝑋|𝜇, 𝛴, 𝜋) = ∑ 𝑙𝑛{∑ 𝜋𝑘𝑁(𝑥𝑛|𝜇𝑘, 𝛴𝑘)
𝐾
𝑘=1 }𝑁

𝑛=1           (5) 

The log likelihood is appended to the log likelihoods array. 
The log probability difference is calculated by subtracting the 
most recent value from the most recently stored value. This 
technique is continued iteratively until the difference in log 
likelihood reaches a predefined value or the maximum number 
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of iterations is reached. The final values produced are the 
dataset's estimated means and covariances. Fig. 4 shows an 
example of segmentation results. 

  
Original frame 

  
Result of segmentation 

Fig. 4. Fire and Non-Fire Image for Feature Extraction Stage. 

C. Feature Extraction and Classification on Fire Object 

Candidate 

In this study, the feature extraction phase uses HSV or 
YCbCr colors. The image of the flame candidate is converted 
to HSV or YCbCr color space. The results of this conversion 
are utilized in the process of feature extraction. The process of 
feature extraction employs the DenseNet transfer learning 
model [21]. A DenseNet is a convolutional neural network 
with dense connections between layers using Dense Blocks, 
where all layers (with matching feature-map sizes) are directly 
connected. Maintain the feed-forward nature; each layer 
receives additional inputs from all preceding levels and sends 
its feature maps to all subsequent levels. 

 
Fig. 5. Architecture for Training Stage on Fire and Non-Fire Image. 

At the training stage, the preprocessing process such as 
resizing to 224x224 pixels and normalizing the data after 
resizing the data. The training data image uses a method with 
the DenseNet model, which includes feature extraction and 
classification processes. The DenseNet model has general 
operations for batch normalization, ReLU activation, and 
convolution. DenseNet model with 201 layers has dense block 
1, transition layer 1, dense block 2, transition layer 2, dense 
block 3, transition layer 3, dense block four, and classification 
layer processes that produce the output model with .h5 format. 
In this research, feature extraction will be carried out using the 

DenseNet-169 and DenseNet-201 models. Fig. 5 shows the 
architectural configuration used for the training process. 

D. System Evaluation 

Using video data in a fire detection system requires 
evaluation, especially regarding the accuracy and speed of 
processing video frames. The first test is carried out at the 
segmentation stage. The segmentation process is used to find 
the fire object candidate area in the video frame. This research 
evaluates the value of K used in the GMM method against the 
segmentation results and the resulting fps. Then at the feature 
extraction stage, this research assesses the use of RGB, HSV, 
and YCbCr colors to see the results of training accuracy. The 
last configuration is used for evaluation using video data to see 
the true positive and false negative values of the video data 
matching results. The last is an evaluation of the video data 
processing speed to see the fps value. 

IV. RESULT AND DISCUSSION 

This section conducts some experiments at the 
segmentation stage, feature extraction and classification of fire 
or non-fire objects. The last is matching using video data. In 
this experiment, this research used a computer with Core i5 
specifications with 8GB of RAM and VGA GTX 1650. Then, 
the computer program uses Python programming language. 

A. Fire Object Segmentation 

At the segmentation stage using the GMM and EM 
methods, the most influential parameter is 𝐾  value, which 
functions as a clustering dataset of fire colors. Table I shows 
the results of the variation of the 𝐾 value on the segmentation 
results. 

TABLE I.  THE EFFECT OF K VALUE ON SEGMENTATION RESULTS 

K Value 

of GMM 

Ground Truth 

Image 

Segmentation on 

Frame 
Fps 

2 

  

31.28 

3 

  

29.22 

4 

  

20.66 

5 

  

17.65 

6 

  

15.13 

Based on the experiment using the 𝐾 value in the GMM 
method, there are no segmented fire objects when the value of 
𝐾 = 2. Whereas in the ground truth image, there are two fire 
objects contained in the image. Then at the value of 𝐾 = 3 to 
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6, the segmentation results show two fire objects with the same 
ground truth. However, if it looks closely, the more 𝐾 values 
are added, the closer the segmentation results get to the ground 
truth shape. In processing video data also need to pay attention 
to the resulting speed. In this experiment, it was tested with the 
resulting fps value. As the value of 𝐾 increases, the resulting 
fps also decreases. Because the number of clusters is 
increasing, it takes time to match each cluster. Therefore, this 
research choses a value of 𝐾 = 4 , which still produces an 
average of 20 fps. This configuration will be used to test using 
multiple videos containing fire objects. 

B. Feature Extraction and Classification on Candidate Fire 

Object 

This transfer learning model uses to process features into 
the feature extraction layer before the classification layer. The 
feature extraction used in this study is the DenseNet-169 or 
DenseNet201 model. The difference between DenseNet-169 
and DenseNet-201 is the number of parameters. In DenseNet-
169 it is 14.3M, while in DenseNet-201, it is 20.2M [22]. This 
study's training process configuration uses an image input size 
of 50 x 50. Then the distribution of training data and testing 
data is 80% training data and 20% testing data. Then the 
optimizer used is Adam with a loss configuration using 
binary_crossentropy because the number of classes used is two, 
namely fire and non-fire. Table II shows training results using 
two DenseNet models by monitoring validation accuracy. This 
research experimented with three colors, namely RGB, HSV, 
and YCbCr. 

TABLE II.  THE TRAINING RESULT FOR FEATURE EXTRACTION STAGE 

Epoch 

Transfer Learning Model 

DenseNet-169 DenseNet-201 

RGB HSV YCbCr RGB HSV YCbCr 

1 0.8438 0.6484 0.6562 0.8672 0.6484 0.6406 

2 0.9766 0.8750 0.8906 0.9531 0.8984 0.8047 

3 0.9844 0.9453 0.9531 0.9766 0.8984 0.8750 

4 0.9844 0.9531 0.9375 0.9844 0.9375 0.9219 

5 1.0000 0.9688 0.9609 0.9922 0.9375 0.9453 

6 1.0000 0.9844 0.9609 1.0000 0.9688 0.9531 

7 1.0000 - 0.9766 1.0000 0.9844 0.9766 
8 1.0000 - 0.9844 1.0000 0.9922 0.9766 

Based on the experimental results in Table II, the best 
results are obtained using RGB colors. It is because the pre-
trained model uses images with RGB colors in the transfer 
learning model. So, when tested using other colors such as 
HSV and YCbCr, the accuracy results obtained have not 
reached 100% in epoch 8. This training process uses an early 
stop with a maximum of no change of 5 epochs. In this 
experiment, all models stopped at the eighth epoch. Therefore, 
this research used RGB color as the color configuration in the 
video data experiment. From the DenseNet-169 and DenseNet-
201 models, the best results are obtained using the DenseNet-
169 model because in the fourth epoch, the accuracy is 100%, 
and the DenseNet-169 model is lighter, which affects faster 
data processing. Therefore, in the experiment using video data, 
this research used the DenseNet-169 model. 

C. Matching with Video Data 

The segmentation and feature extraction models were 
obtained for video data testing. In this test, the data used is a 

fire video obtained from the VisiFire fire detection software 
[23]. All video datasets have a resolution of 400 𝑥 256 at 15 
fps. The number of video frames varies, Controlled1 260 
frames video, Controlled2 246 frames, Controlled3 208 frames, 
Forest1 200 frames, Forest2 245 frames, and Forest3 255 
frames. It will check whether a fire object is detected in the 
video frame. It will evaluate true positive (TP), and false 
negative (FN) results in each video experiment. Table III 
shows the results of the evaluation of video data processing. 

TABLE III.  RESULT OF MATCHING WITH VIDEO DATA 

Video 

Proposed 

Method 

Color + SVM 

[24] 
Tempo-spatial + 

SVM [25] 

TP FN TP FN TP FN 

Controlled1 100 0 55.2 44.8 94.98 5.02 

Controlled2 100 0 77.7 22.3 - - 

Controlled3 100 0 97.9 2.1 95 5 

Forest1 100 0 - - - - 

Forest2 100 0 - - - - 

Forest3 92.17 7.83 - - - - 

Average 98.69 1.305 76.93 23.067 94.99 5.01 

The experimental results show that the combination of 
segmentation and feature extraction models produces a 
reasonably good true positive, 98.69%. In previous studies, 
95% true positive results did not exist in the model using 
supervised learning. Likewise, with false negative results, in 
this study, the value was below 2 percent, which means that 
only a few fire objects were not detected. Previous research 
also used the handcrafted method, which means that the 
features obtained are based on the components contained in the 
fire object. The classification process is also carried out using 
machine learning. Quantitatively, the average true positive of 
the proposed method is better than the previous research. The 
amount of video data tested is also more, so this method passes 
more test data with various fire object conditions. In this case, 
it makes qualitative testing of the proposed method better. In 
addition to testing true positive and false negative values, we 
also evaluate the resulting fps results for video data processing. 
Table IV shows the fps results obtained from the tested videos. 

TABLE IV.  RESULT OF COMPUTATION TIME 

Video Fps 

Controlled1 16.63 

Controlled2 14.75 

Controlled3 11.42 

Forest1 14.84 

Forest2 12.6 

Forest3 16.36 

Average 14.43 

The video used to test the fps is 400x 256 resolutions. The 
fps results obtained based on Table IV are not the same 
because the fire objects detected in the video are different. The 
more fire objects there are in a frame, the fps result also 
decreases. The average fps produced is quite good, namely 
14.43 fps, meaning that for 1 second, it can process around 14 
frames. An example of the results of the segmentation and 
detection processes in this system is shown in Fig. 6. This 
study has limitations related to the resulting fps that are not 
optimal. There are still about 12 fps in testing, while CCTV 
cameras usually produce 15 fps recordings. The challenge in 
further research is to increase the resulting fps value so that the 
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use of CCTV cameras with high fps can be applied. However, 
video data processing must also consider the detection results 
in addition to the resulting fps value. In this study, the number 
of true positives produced was quite good, 98.69%. 

 Controlled1 Controlled3 Forest3 

Original 
Video Frame 

   

Result of 
Segmentation 

   

Result of 
Classification 

   

Fig. 6. Example Fire Detection on Video Frame. 

V. CONCLUSION 

Fire is a disaster that must be handled immediately so that it 
does not spread to a broader area. Early hotspot detection is 
needed, so a fire is directly identified to extinguish the fire. 
This research proposes a framework for fire detection using 
video data. The detection process starts with the fire object 
candidate segmentation. The fire object candidate area was 
performed by feature extraction and classification using the 
DenseNet model. It matches results using video data, resulting 
in true positive values of 98.69% and 14.43 fps. Future 
research can modify the combination of segmentation and 
feature extraction methods to produce higher fps. It is because 
with the development of technology, of course, CCTV cameras 
will also produce clearer videos with more fps. Therefore, 
future research is still very open to improving the resulting fps 
for real-time processing. In addition, if the method produces a 
high enough fps, it can be applied for implementation with 
configurations through embedded system devices with CCTV 
cameras. 
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Abstract—The field of Digital Pathology (DP) has become 
more interested in automated tissue phenotyping in recent years. 
Tissue phenotyping may be used to identify colorectal cancer 
(CRC) and distinguish various cancer types. The information 
needed to construct automated tissue phenotyping systems has 
been made available by the introduction of Whole Slide Images 
(WSIs). One of the typical pathological diagnosis duties for 
pathologists is the histopathological categorization of epithelial 
tumors. Artificial intelligence (AI) based computational 
pathology approaches would be extremely helpful in reducing the 
pathologists ever-increasing workloads, particularly in areas 
where access to pathological diagnosis services is limited. 
Investigating several deep learning models for categorizing the 
images of tumor epithelium from histology is the initial goal. The 
varying accuracy ratings that were achieved for the deep 
learning models on the same database demonstrated that 
additional elements like pre-processing, data augmentation, and 
transfer learning techniques might affect the models' capacity to 
attain better accuracy. The second goal of this publication is to 
reduce the time taken to classify the tissue and tumor 
Epithelium. The final goal is to examine and fine-tune the most 
recent models that have received little to no attention in earlier 
research. These models were checked by the histology Kather 
CRC image database's nine classifications (CRC-VAL-HE-7K, 
NCT-CRC-HE-100K). To identify and recommend the most 
cutting-edge models for each categorization, these models were 
contrasted with those from earlier research. The performance 
and the achievements of the proposed preprocessing workflow 
and fine-tuned Deep CNN models (Alexnet, GoogLeNet and 
Inceptionv3) are greater compared to the prevalent methods. 

Keywords—Colorectal cancer; deep learning; CNN; tumor 
epithelium; Alexnet; GoogLeNet; Inceptionv3 

I. INTRODUCTION 
Historically, pathologists have examined the micro-

anatomy of cells and tissues under a microscope. The 
development of Digital Pathology (DP) imaging in recent years 
has given pathologists an alternative method to perform the 
same analysis on a computer screen [1]. The current inquiry 
methodologies for breast cancer include mammography, 
magnetic resonance imaging (MRI), and pathology 
examinations. The histopathological scans are recognized as a 
golden standard to improve the diagnostic accuracy for patients 
who also had other investigations, such as mammography [2]. 
Additionally, a histopathological examination can offer more 
thorough and trustworthy information to detect cancer and to 
evaluate, how it affects the tissues around it [3]–[5]. The new 

modality, digital pathology imaging, now makes WSI (Whole 
Slide Imaging) a reality. Through WSI, the images may be 
shared, viewed on a digital display, and can be controlled/ 
examined on a screen [6]. Tumor architecture in Colorectal 
Cancer (CRC) evolves as the disease progresses [7] and is 
associated with patient prognosis [8]. Therefore, it is important 
for histopathologists to quantify the tissue composition in 
CRC. Inter-tumor heterogeneity and intra-tumor heterogeneity 
are both forms of tumor heterogeneity. By the different signals 
that cells pick up from their microenvironment, the tumor 
microenvironment (TME) really plays a significant role in the 
establishment of intra-tumor heterogeneity (ITH) [9]. The third 
most common cancer type to cause mortality is colorectal 
cancer (CRC), which is ranked as the fourth most common 
cancer [10]. In fact, treating patients and saving their lives 
depends on early-stage CRC diagnosis [11]. For the 
classification and prognostication of cancer, the study of tumor 
heterogeneity is crucial [12]. In-tumor heterogeneity can help 
to clarify, how TME affects patient prognosis and can also be 
used to spot new aggressive phenotypes that may be potential 
targets for future therapies [13]. Although most present 
histological analysis relies on the pathologists' subjective 
assessments, a critical need for automating the various 
processing techniques arises, that can provide good 
quantitative analysis and throughput of the digital pathology 
images for precise identification and assessment of various 
tumor epitheliums. 

Deep convolutional neural networks (CNNs) algorithms 
automatically analyse images for handling classification and 
detection tasks, reducing the amount of manual labour 
necessary for the feature-extraction operations [14]. The lack 
of a suitably sizable annotated data set for training is a 
significant barrier to applying deep learning to many biological 
domains. Transfer learning, which makes use of deep CNNs 
that have already been trained on a significant amount of 
natural scene data, may be used to circumvent the need for 
sample size, nevertheless. This approach is based on the notion 
that the characteristics discovered by deep CNNs to identify 
classes in a dataset may also be useful for clinical data sets 
with marginally worse performance. 

In medical domain there are currently three approaches in 
deep learning: (i). Acquiring features learned in the training 
phase of deep CNN with numerous natural images, then the 
features acquired are used for classifier training [15], [16], and 
[17], (ii) fine-tuning a small number of network layers are fine 
tuned in the pre-trained CNN on a desired data set [18], (iii) 
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training directly the deep CNN with real-world data. The 
author in [19] suggests categorizing brain tumor based on 
multiphase MRI scans and compares the outcomes to several 
deep learning structure configurations and baseline neural 
networks. 

Based on the findings of this work, the effectiveness of 
identifying tumor epithelial tissues using transfer learning 
approaches in the area:  In what ways, would fine-tuning the 
models in the Validation Frequency, Dropout Layer, and 
Classification Layer improve the classification performance, 
were investigated. 

II. RELATED WORKS 
The classification of the different tissue types in 

histological images is frequently done under supervision [20]. 
Modern approaches for phenotyping CRC tissues under 
supervision can be divided into two groups: learnt methods 
[23,24] and methods based on texture [21]. Additionally, other 
efforts, like [24], integrated shallow and deep characteristics. 
In order to extract certain structures from image areas, hand-
crafted techniques known as "texture approaches" were 
developed [25]. Deep learning techniques, on the other hand, 
have the capacity to directly learn more pertinent and 
sophisticated image characteristics across layers, particularly, 
when the relationship between both the source data as well as 
the expected outcomes is not known in advance. As 
pathological imaging activities are incredibly complex and 
there is little knowledge on which quantitative image 
properties predict the outcomes, deep learning approaches are 
suitable for these activities [26, 27]. In [20], Kather et al. did 
the primary researches to handle CRC multi-class tissue types 
where 5000 histological pictures were used to create a database 
that included eight different CRC types of tissues. Modern 
texture descriptors and classifiers were put to the test by J. N. 
Kather and colleagues. Their suggested strategy is based on a 
promising mix of global lower-order texture metrics along with 
local descriptors from GLCM and LBP. The General Purpose 
(GenP) approach, which Nanni et al. proposed in [24], is based 
on the collection of learned features, hand-crafted, and dense 
sampling. In their proposed method, all features were trained 
using SVM, and the integration were achieved using the sum 
rule. To differentiate between the various CRC tissue types, 
[28] evaluated shallow and deep characteristics. In their 
research, they looked at how dimensionality reduction 
techniques affected accuracy and computing expense. Their 
findings demonstrated that CNN-based features may achieve 
the best accuracy/dimensionality trade-off. In [29], J. N. Kather 
et al. created a dataset consisting of one lakh images which 
categorized eight tissue types using eighty-six H&E slides of 
CRC tissues. They evaluated the AlexNet [31,38], ResNet-50 
[34], GoogLeNet [33], VGG19 [30], and SqueezeNet version-
1.1 [32] pretrained CNN models. They came to the conclusion 
that among the five CNN models, VGG19 was the best. A 
novel CRC-TP database with 280K patches taken from 20 
WSIs of CRC and divided into seven different tissue 
phenotypes was proposed by Javed et al. [22]. They employed 
27 cutting-edge techniques, including texture, CNN, and Graph 
CNN-based approaches (GCN), to categorize different tissue 
types. According to their test findings, the GCN performed 

better than the texturing and CNN approaches. Although hand-
crafted feature-based and deep learning approaches have been 
employed to classify many CRC tissue types, their 
performance still needs to be enhanced. In order to do this, 
deep CNN methods have been enhanced that significantly 
outperformed baseline results on two well-known databases. 

III. MATERIALS AND METHODS 

A. Kather-CRC-Data set 
This dataset contains non-overlapping 100,000 image 

patches, which include histological images of healthy tissue 
and CRC in humans (H&E). Each image is 224x224 pixels 
(px), with a pixel size of 0.5 microns (MPP). Adipose tissue, 
background (no tissue), detritus, lymphocytes, normal mucosa, 
mucus, stroma, muscle, and tumor epithelium were the nine 
types of tissues that were chosen from their database. The NCT 
Biobank and the UMM Pathology Archive provided the 86 
formalin-fixed paraffin-embedded (FFPE) samples from which 
these images were manually retrieved. The tissue samples 
included CRC original tumor slides and tumor tissue from 
CRC liver metastases. To improve variety, non-tumorous 
gastrectomy specimen sections were included to the normal 
tissue classes. 

Five samples of each CRC tissue type are shown in Fig. 2 
from the Kather-CRC-NCT-CRC-HE-100K database. Tenfold 
cross validation was performed by J. N. Kather et al. [12] 
(http://dx.doi.org/10.5281/zenodo.1214456) to assess texturing 
approaches. The image composition of the databases NCT-
CRC-HE-100K and CRC-VAL-HE-7K is shown in Table I. 

TABLE I.  DATABASE COMPOSITION 

Class Number of Images in 
NCT-CRC-HE-100K 

Database 

Number of Images 
in CRC-VAL-HE-

7K Database 
adipose tissue 10,407 1,338 
background (no tissue) 10,566 847 
debris 10,512 339 
lymphocytes 11,557 634 
mucus 8,896 1,035 
muscle 13,536 592 
normal mucosa 8,763 741 
stroma 10,446 421 
tumor epithelium 14,317 1,233 

   
(a) 

 
(b) 

Fig. 1. Empty Patches in Database (b) Proposed Preprocessing Workflow. 

Input Dataset 

1. Local Contrast 
Normalization 

2.OTSU Thresholding 
3. Patch Optimization 

Preprocessed 
dataset 
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Fig. 2. Samples from the Kather-CRC- Database [12]. 

B. Preprocessing of Dataset 
By removing the empty tissue patch from the dataset, extra 

computations have been avoided on the non-tissue regions of 
the slide. There are many different techniques to evaluate an 
image's contrast. In deep learning, the standard deviation of an 
image's pixels or a region of an image is commonly referred to 
as contrast in equation (1) and (2). 
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compute the LCN as proposed in [18] which is given in 
equation (3) 

𝑉𝑖,𝑗,𝑘 = 𝑋𝑖,𝑗,𝑘 −� 𝑤𝑝𝑞𝑥𝑖,𝑗+𝑝.𝑘+𝑞
𝑖,𝑝,𝑞

                                       (3) 

Where 𝑤𝑝𝑞is the Gaussian waiting window. 

The RGB colour scheme of the low-resolution image was 
changed to LAB colour space before applying OTSU's 
threshold. After thresholding, binary morphological techniques 
were carried out to assist in the accurate patch extraction at 
small tissue regions and tissue borders. Fig. 1(a) shows few 

samples of empty patches available in the database and Fig. 
1(b) shows the proposed preprocessing flow for preprocessing 
the database. Even after separating the tissue region there is a 
chance of extracting patches with no information. So, one more 
step of patch optimization has been added to discard empty 
patches as shown in Fig. 1(b). 

C. CNN Architectures 
Three of the most powerful fine-tuned CNN architectures, 

Alexnet, GoogLeNet, and Inception-v3 have been tested. Pre-
trained models have been employed in this instance that was 
developed using the Kather-CRC-database [12]. 

D. Alexnet 
The architecture is made up of eight layers: five 

convolutional layers and three fully connected layers. 
However, this is not what distinguishes AlexNet from other 
convolutional neural networks; rather, they are some of the 
characteristics that are employed. AlexNet uses Rectified 
Linear Units (ReLU) in place of the tanh function, which was 
referred as the industry standard. ReLU outperforms Tanh in 
terms of training velocity. A CNN utilizing ReLU was able to 
achieve a 25% error on the CIFAR-10 dataset six times 
quicker. CNNs frequently "pool" the outputs of neighboring 
neural groups without any overlap. However, after adding the 
overlapping, the error was reduced by roughly 0.5%, and it was 
shown that models with overlapping pooling are often more 
difficult to overfit. Overfitting was a serious concern for 
AlexNet. 

E. GoogLeNet 
The primary design of GoogLeNet [25] enhances 

computational capabilities inside the network model to 
encompass inception layers with the goal of minimizing 
complexity. By adding 1x1 convolutional layers to the network 
and using a different kernel, it not only enhances the depth but 
also the width of the architectural approach. In order to capture 
sparse correlation patterns, this lowers the number of 
computing levels 

F. Inception-v3 
The third iteration of the Inception networks family, which 

was initially introduced in [27], is known as Inception-v3 [34]. 
Inception block uses stacked 1x1 convolutions to reduce 
dimensionality, enabling fast computing and deeper networks. 
Unlike previous CNNs, which stacked kernel filter sizes 
sequentially, Inception architectures run several kernel filters 
with varying size on the same level. Making the networks 
larger rather than deeper is meant by this. The authors in 
[22,23] depicts the architecture of Inception-v3, which differs 
from the original Inception versions in a number of ways. 
These enhancements include propagating label information 
further down the network via an auxiliary classifier, factorized 
7x7 convolutions, and label smoothing. 

G. Fine-Tuning of Selected Models 
Fine-tuning is a transfer learning concept in which 

information gained via training with one kind of difficulty is 
applied to training with another similar task or area [35]. The 
initial layers of deep learning algorithms are instructed to 
identify task-specific traits. The transfer learning phase is used 
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to remove few final layers of learnt network which can then be 
retrained with better task specified layers. Even if fine-tuned 
learning trials involve some learning, they nonetheless proceed 
far more quickly than learning from beginning [36]. 
Additionally, compared to models created from scratch, they 
are more accurate. 

Data augmentation was used to fine-tune CNN Alexnet, 
Inceptionv3, GoogLeNet, and architecture using the Nct-Crc-
He-100k and CRC-VAL-HE-7K datasets. The pretrained 
model has undergone the following adjustment. 

1) The overfitting is greater if the size of the target data set 
is smaller and more comparable to the size of the training data 
set. The amount of overfitting that necessitates fine-tuning the 
data set for the pre-trained model is minimal if the target data 
set is bigger and comparable in size to the training data [37]. 
Therefore, a dropout layer has been added with probability 0.6 
to the network to replace the final dropout layer, "pool5-drop 
7x7 s1," which will randomly set certain features to zero. 

2) Frequency can be modified based on the number of 
images allocated for training as follows. 

 𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =  �𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑚𝑎𝑔𝑒𝑠 
𝐵𝑎𝑡𝑐ℎ 𝑆𝑖𝑧𝑒

� 

3) The models were developed and then loaded with 
ImageNet pre-trained weights. As a result, a new fully-
connected layer was developed in order to conduct the 
classification layer. 

IV. EXPERIMENTAL RESULTS 

A. Experimental Setup 
The main components of the hardware environment are an 

Radeon RX 550X video card and an Intel Core i7-85650 CPU 
with 16 GB of RAM. Matlab R2020a is the software 
environment for language programming on a Windows 10 
computer. 

B. Dataset 
To evaluate the fine-tuned pretrained model, two databases 

have been used: CRC-VAL-HE-7K and NCT-CRC-HE-100K. 
The bigger dataset of 100,000 non-overlapping image patches, 
NCT-CRC-HE-100K, and the smaller dataset of 7180, CRC-
VAL-HE-7K, were chosen for testing. The comparison criteria 
used are displayed in Tables II and III. A total of 40% of the 
images in each dataset were used as the training set, 20% as the 
validation set, and 40% as the testing set. 

C. Discussion 
In the area of machine learning for image processing, deep 

learning models have prevailed. The possibility to extend the 
study and application to the identification and categorization of 
tumor epithelium in high resolution images is presented by 

advancements in deep learning and image processing. 
However, the main problem with high quality images is 
training time. 

TABLE II.  PARAMETER VALUES TAKEN FOR COMPARISON (NCT-CRC-
HE-100KDATABASE) 

Fields Size 
Number of Classes 9 
Dropout Probability 0.8 Vs pretrained models 
Batch size 64 
Epoch 15 
Iterations 
Learning rate 

9360 
1e-05 

TABLE III.  PARAMETER VALUES TAKEN FOR COMPARISON (CRC-VAL-
HE-7K DATABASE) 

Fields Size 
Number of Classes 9 
Dropout Probability 0.4 Vs pretrained models 
Batch size 64 
Epoch 15 
Iterations 660 
Learning rate 1e-05 

TABLE IV.  TRAINING, VALIDATION AND TESTING ACCURACY OF NCT-
CRC-HE-100K DATABASE 

(Batch size = 64, Iterations = 9360, Learning rate = 1e-05,Epoch =15) 
Model Training 

Acc. (%) 
Validation 
Acc. (%) 

Training 
Loss 

Testing 
Acc.(%) 

Testing 
Loss 

Alexnet 95 95.03 0.42 94.5 0.39 
GoogLeNet 95 94.08 0.38 94.3 0.29 
InceptionV3 98 97.79 0.21 97.42 0.25 

TABLE V.  TRAINING, VALIDATION AND TESTING ACCURACY OF CRC-
VAL-HE-7K DATABASE 

(Batch size = 64, Iterations = 660, Learning rate = 1e-05, Epoch =15) 
Model Training 

Acc. (%) 
Validation 
Acc. (%) 

Training 
Loss 

Testing 
Acc.(%) 

Testing 
Loss 

Alexnet 93 93.18 0.51 93.2 0.43 
GoogLeNet 92 91.36 0.59 91.4 0.7 
InceptionV3 89.4 89.57 0.71 89 0.73 

The deep learning architectures are adjusted in accordance 
with Section 3.G's instructions. Fig. 3 to 7 displays the 
experiment's findings. The accuracy and dropout probability of 
deep learning models (Alexnet, GoogLeNet and Inceptionv3) 
are shown in Fig. 3 and 4. For the pretrained model the default 
dropout parameter is 0.5 and it has been adjusted to 0.4 (for 
small dataset) and 0.8 (for large dataset) which is shown in 
Fig. 3 and 4. Therefore over fitting issue is properly handled 
using the dropout parameter which results good in both training 
set and the validation set. As the validation frequency has been 
generalized based on the size of the database, the batch loss 
and validation loss are very less which is shown in the Fig. 5, 6 
and 7. Based on the above adjustments, all the models' 
accuracy increased after 15 epochs. 
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Fig. 3. Accuracy Comparison with and without Dropout Layer (CRC-VAL-

HE-7K Database). 

 

 
Fig. 4. Accuracy Comparison with and without Dropout Layer (NCT-CRC-

HE-100K DATABASE). 

 
Fig. 5. Epoch Vs Batch Loss and Validation Loss of Alexnet. 
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Fig. 6. Epoch Vs Batch Loss and Validation Loss of GoogLeNet. 

 
Fig. 7. Epoch Vs Batch Loss and Validation Loss of Inception v3. 
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2.3816 

0.656 

0.3384 
0.4716 

0.2637 
0.4135 0.3609 0.3197 0.2879 0.2626 0.2441 0.2266 0.2131 0.2008 0.1983 

1.5316 

0.0734 0.0655 0.0116 
0.1203 0.0611 0.043 0.0224 0.0581 0.054 0.054 0.021 0.004 0.01 0.079 

2.0316 

0.306 
0.1884 0.1216 0.1502 

0.0635 0.0109 
0.1697 0.1379 0.1126 0.0941 0.0766 0.0631 0.0508 0.0483 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Lo
ss

 

Epoch 

Batch Loss Inception v3 Pretrained Model Validation Loss Inception v3 Pretrained Model

Batch Loss Inception v3 Fine-tuned Model Validation Loss Inception v3 Fine-tuned Model
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TABLE VI.  TISSUE AND TUMOR EPITHELIUM CLASSIFICATION  ACCURACY 
USING PRETRAINED MODELS (CRC-VAL-HE-7K DATABASE) 

Tissue Class Alexnet GoogLeNet Inceptionv3 

Adipose 97.8 97.6 94.23 

Background 99.4 99.7 98.4 

Debris 99.2 91.7 99 

Lymphocytes 92.7 92.6 95.1 

Mucus 94.6 92.7 85.4 

Smooth Muscle 81 78.0 86.36 

Normal Colon Mucosa 85.9 93.3 85.98 

Stroma 84.7 88.2 90.26 

Tumor epithelium 88.7 89.9 92.45 

TABLE VII.  TISSUE AND TUMOR EPITHELIUM CLASSIFICATION  ACCURACY 
USING FINE-TUNED MODELS (CRC-VAL-HE-7K DATABASE) 

Tissue Class Alexnet GoogLeNet Inceptionv3 

Adipose 98.5 98.1 95.73 

Background 99.6 99.7 99.9 

Debris 99.5 93.5 99.5 

Lymphocytes 93.1 92.5 96.6 

Mucus 95.2 93.4 86.9 

Smooth Muscle 85.23 84.5 87.86 

Normal Colon Mucosa 89.56 95.2 87.48 

Stroma 90.21 91.78 92.76 

Tumor epithelium 92.24 92.45 95.95 

TABLE VIII.  TISSUE AND TUMOR EPITHELIUM CLASSIFICATION ACCURACY  
USING PRETRAINED MODELS (NCT-CRC-HE-100K DATABASE) 

Tissue Class Alexnet GoogLeNet Inceptionv3 

Adipose 97.5 98.31 99.61 

Background 98.5 99.57 99.4 

Debris 93.5 94.6 95.9 

Lymphocytes 97.6 98.45 99.75 

Mucus 95.4 96.21 97.51 

Smooth Muscle 95.4 96.41 97.71 

Normal Colon Mucosa 91.9 93.8 95.1 

Stroma 88.4 91.3 92.6 

Tumor epithelium 94.9 95.8 97.1 

TABLE IX.  TISSUE AND TUMOR EPITHELIUM CLASSIFICATION  ACCURACY 
USING FINE-TUNED MODELS (NCT-CRC-HE-100K DATABASE) 

Tissue Class Alexnet GoogLeNet Inceptionv3 

Adipose 98.4 99.09 99.5 

Background 99.4 99.35 99.29 

Debris 94.4 95.38 96.79 

Lymphocytes 98.5 99.23 99.64 

Mucus 96.3 96.99 98.4 

Smooth Muscle 96.3 97.19 98.6 

Normal Colon Mucosa 92.8 94.58 95.99 

Stroma 89.3 92.08 93.49 

Tumor epithelium 95.8 96.58 97.99 

TABLE X.  TRAINING TIME FOR FINE-TUNED MODELS 

 

Training Time CRC-
VAL-HE-7K Database 

in Seconds 

Training Time CRC-VAL-
HE-7K Database 

in Seconds 

Models 

No 
preproces

sing 

Proposed 
preproces

sing  

No 
preprocessi

ng  
Proposed 

preprocessing 

Alexnet 3060 2564 307380 256897 

GoogLeNet 8520 6295 83880 51520 

Inception V3 41520 11265 110735 92545 

The validation accuracy of the proposed finetuned Alexnet 
is better when compared to the validation accuracy proposed in 
[38]. The later achieved 91.8% accuracy with 25 epoch 
whereas this work achieved 93.18 % (Table V) and 95.03 
(Table IV) in 15 epochs using the same database. The author in 
[39] claimed, that the network they developed, SCDNet, 
achieved an accuracy of 96.91%   which is 4% more than the 
pretrained inception v3 model. The proposed fine-tuned 
inceptionv3 model achieves 97.79% accuracy which is better 
when compared to SCDNet. Additionally, as shown in Fig. 5 to 
7, good accuracy results were obtained for all the chosen 
models even after the 30th training iteration with much reduced 
batch and validation loss. 

GoogLeNet and Inceptionv3 models regularly outperform 
Alexnet among the three models chosen. Tables VI, VII, VIII, 
and IX shows the accuracy of nine tissue classes mentioned in 
Table I. As shown in Tables VI, VII, VIII, and IX, the accuracy 
of the tumor epithelium classification is higher in inceptionv3. 
Table X shows the training time required to execute the 
finetuned models based on the experimental setup. As 
indicated in Table X, training time has been reduced by at least 
30% using the suggested preprocessing workflow.  Overall, 
Alexnet fared badly, having the least accuracy and having the 
largest batch and validation loss, whereas finetuned 
inceptionv3 performed well, having the highest accuracy and 
the lowest batch and validation loss. 

V. CONCLUSION 
A workflow has been suggested to preprocess the dataset in 

this article. Additionally, the most advanced deep 
convolutional neural network for classifying tissues and tumor 
epithelium is being tuned and evaluated. The architectures 
under consideration are Inceptionv3, GoogLeNet, and Alexnet. 
According to the experiment, Inceptionv3 tends to provide a 
cogent accuracy increase with increasing epochs, without 
showing any signs of overfitting or performance degradation. 
Additionally, Inceptionv3 performs better in classification 
exhibitions with few parameters and fair processing time. 
Inceptionv3 outperforms the other architectures with a test 
accuracy score of 97.42% for the 15 epoch. Thus, Inceptionv3 
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is a promising design for the goal of identifying tumor 
epithelium. The proposed parameters can be extended with 
other pretrained models and the performance can be compared 
with the parameters F1-score, AUC, Recall and Precision. 
Also, a new generalized Deep CNN model can be designed 
which satisfies the proposed adjustment parameters. 
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Abstract—Based on the advancement in the field of Artificial 

Intelligence, there is still a room for enhancement of student 

university retention. The main objective of this study is to assess 

the probability of using Artificial Intelligence techniques such as 

deep and machine learning procedures to predict university 

student retention. In this study a variable assessment is carried 

out on the dataset which was collected from Kaggle repository. 

The performance of twenty supervised algorithms of machine 

learning and one algorithm of deep learning is assessed. All 

algorithms were trained using 10 variables from 1100 records of 

former university student registrations that have been registered 

in the University. The top performing algorithm after hyper-

parameters tuning was NuSVC Classifier. Therefore, we were 

able to use the current dataset to create supervised Machine 

Learning (ML) and Deep Learning (DL) models for predicting 

student retention with F1-score (90.32 percent) for ML and the 

proposed DL algorithm with F1-score (93.05 percent). 

Keywords—Artificial intelligence; machine learning; deep 

learning; retention; student; prediction 

I. INTRODUCTION 

To begin with, Neural Networks remained extensively 
recognized as Artificial Neural Networks. A construction 
similar to the biological neurons implementation, with a 
learning configuration grounded on probability that gets input 
data to make a decision on an output. Texts, images and audio 
files are examples of input data. Deep Learning (DL) employs 
artificial neurons to work on high dimensional data. DL can 
accomplish tasks including information processing and 
communication patterns [1, 2, 3]. 

Fig. 1 exemplifies the rudimentary structure of Neural 
Networks, beginning with the first layer called the input and 
the last one is the output with the middle layers as the hidden 
layers therefore the name “deep”. With additional research, 
and with the implementation of backpropagation, the structure 
was enhanced. The algorithm of backpropagation has two 

phases, the first one is for the input to forward the data in the 
direction of the output, the second one is to assess and 
approximate the error and back-propagating error values to the 
neural networks for correcting the error. 

 

Fig. 1. Structure of Neural Networks 

Every node in is an attribute pulled out from the portion 
beforehand. The count of neurons in a layer differs for every 
system, as c of the neuron in every layer should be capable of 
capturing the vital layer. The first layer of the model is usually 
high in terms of the count of neurons [4, 5]. 

DL defines an entirely new area of research with the 
architecture that has solved many of the problems that existed 
in the traditional systems in which the model was used for 
definite usage or exact commands [6]. 

DL was capable of a more unified model that could be 
useful on many applications in addition to diverse users. The 
structure of DL can be applied on numerous applications, like 
Google Assistant which can be implemented in mobile devices 
(Android), moreover can be implemented in search engines 
(Google) in addition to being applied on home devices 
(Google Home), and likewise employed in video captioning 
like video captioning on the YouTube [7, 8]. 

In this paper, some data classification techniques are 
applied to the evaluation of the dataset to predict whether 
students will continue to attend university or not by finding 
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the best classification technique in accordance with these 
measures: F1-score, Accuracy, Precision, Recall, and time 
performance. 

We used 20 machine learning algorithms to predict 
whether students will continue to attend university or not. 
Furthermore, a deep learning model was proposed for the 
same purpose. 

The aim of this study is to answer the following questions: 

● Can we use the dataset at hand to create a supervised 
machine learning classifier to predict reliably whether 
a student will go to university or not? 

● Can we use the dataset at hand to create a supervised 
Deep learning classifier to predict reliably whether a 
student will go to university or not? 

● Would the performance of Deep Learning techniques 
be better than the machine learning techniques in this 
case? 

II. MACHINE LEARNING ALGORITHMS 

Machine learning algorithms can be applied to solve 
multiple problems. Classification can be used to assign a 
category to items or answer “yes” or “no” questions. An 
example of a classifier is a program that categorizes news 
articles or a spam filter that answers the question “spam” or 
“not spam”. Regression algorithms can be used to predict 
values for items such as housing prices. Ranking can be used 
to order items according to a criterion and clustering can be 
used to partition items into homogeneous regions [9, 10, 11, 
12 , 13]. 

A decision tree is an example of a machine learning 
algorithm. Decision trees contain a root with a question. The 
root has branches to more nodes with questions and each path 
of nodes and branches ends with a leaf containing a label. The 
tree is traversed by taking decisions at each node based on the 
question until a leaf is found and the label for the leaf is 
returned as the answer to the root question [14, 15, 16]. 

Ensemble learning methods are boosting algorithms that 
combine several weak learners into a single strong learner. 
One example of a boosting algorithm, AdaBoost [17], builds 
this strong learner from several weak learners by making the 

next learner focus on improving the mistakes of the previous 
learner. The learners are assigned weights by the algorithm 
after each iteration and the weights are used to merge the 
weak learners into a strong learner [18, 19]. 

Linear models predict values by seeking a hypothesis of a 
hyperplane that has the smallest outcome of an error function. 
The linear model has to predict the value of y for the input 
value x. Using a set of known inputs x and labeled output 
values y a model is evaluated which has the smallest error, in 
this case distance of the line from the points in the graph. The 
model with the smallest error is represented as a line passing 
through the points. New input values x can then have their 
output values y predicted using the model by inspecting where 
the line meets the input value x on the y axis. Linear models 
such as Logistic Regression can also be used to solve 
classification problems [20, 21, 22, 23, 24]. 

Support Vector Machines (SVM) can be applied to both 
regression and classification problems. SVMs seek to find a 
hyperplane which has the maximum margin from all inputs in 
the training set. SVMs differentiate and improve upon Linear 
Models with a better error or loss function. SVMs can be even 
more improved upon with the use of kernels to define non-
linear decision boundaries [25, 26, 27, 28]. 

In addition to the aforementioned algorithms, a great deal 
of other algorithms exist. K-Nearest-Neighbor considers 
neighboring objects in the dataset to train a better model [29]. 
Naive Bayes (NB) algorithms use Bayes’ theorem to compute 
conditional probabilities [30]. Discriminant Analysis classifies 
objects in a dataset by identifying the best feature to 
discriminate between classes [31, 32]. 

III. METHODOLOGY 

In this section we will give details of the data collection, 
preparation, feature analysis, data splitting, modeling the 
proposed deep learning algorithm, training, validating and 
testing all the algorithms used in this study(as shown in 
Fig. 22). 

A. Dataset 

The dataset was collected from Kaggle depository. The 
dataset consists of 11 features and contains 1000 records. 
Table I lists all the features available from the dataset. 

TABLE I. A LIST OF AVAILABLE FEATURES 

Feature Type Description 

Type-school             object Academic or Vocational 

School-accreditation    object A or B 

Interest          object Very Interested, Uncertain, Less Interested, Quiet Interested, Not Interested 

Average-grades          numeric 75% to 98% 

Gender  object Male or Female 

Residence  object Urban, Rural 

Parent-age              numeric 40 to 65 years 

Parent-salary           numeric 1,000,000 to 10,000,000 

House-area              numeric 20..120 

Parent-was-in-university Boolean True or False 

In-university Boolean True or False 
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B. Feature Analysis 

1) Correlation matrix: The highest in negative correlation 

will be parents-was-in-university – parent-age, and with 

positive is parent-salary – in-university, house-area – in-

university and average-grades – in-university as illustrated in 

Fig. 2. 

2) Histogram for distribution: Fig. 3 shows the 

distribution of the features: parent-age, parent-salary, house-

area, and average-grades. 

3) Density plot for distribution: Fig. 4 illustrates the 

density plot distribution for parent-age, parent-salary, house-

area, and average-grades. The overall distribution looks a little 

bit normal. 

4) Outliers: Fig. 5 does not show so many outliers, so my 

decision is to keep it without further cleaning. 

5) Residence count based on university status: Overall 

the Urban is more likely to go to university and the opposite 

happens in Rural as shown in Fig. 6. 

 

Fig. 2. Correlation Matrix. 

 

Fig. 3. Histogram for Distribution. 
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Fig. 4. Density Plot for Distribution. 

 

Fig. 5. Outliers of the Parent-Age, Parent-Salary, Average Grades, and House-Area. 

 

Fig. 6. Residence Count based on University Status. 

6) Residence with parent salary based on university 

status: Fig. 7 illustrates that the higher the salary the more 

likely to go to university for both Urban and Rural. 

 

Fig. 7. Residence with Parent Salary based on University Status. 

7) Interest count based on university status: From Fig. 8, 

Very Interested and Uncertain Interest are the two most 

categories attending the university, and Less Interested is the 

most in the category who does not attend the university. 
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Fig. 8. Interest Count based on University Status. 

8) School type count based on university status: Fig. 9 

show that the Academic is the most in the category who 

attended the university. 

 

Fig. 9. School Type Count based on University Status. 

9) Gender count based on university status: From Fig. 10, 

females are slightly higher to attend the university than Males. 

 

Fig. 10. Gender Count based on University Status. 

10) Parent age, residence and parent–was-in-university: 

Fig. 11 illustrates that urban parents was slightly higher to 

attend the university than rural parents. 

 

Fig. 11. Parent Age, Residence and Parent–was-in-University Relation. 

11) Parent salary, residence and parent–was-in-university: 

Fig. 12 show that rural parents were higher salary and not 

attended to university and the opposite for urban parents. 

 

Fig. 12. Parent Salary, Residence and Parent–was-in-University. 

12) Parent salary, residence and in-university: The more 

salary in both Rural and Urban parents the more likely for 

their child to attend the university as can be seen in Fig. 13. 

 

Fig. 13. Parent Salary, Residence and in-University. 

13) House-area, residence and in-university: The more 

house area in both Rural and Urban the more likely for a child 

to attend the university, that's means by logic the family has 

more salary overall as can be seen in Fig. 14. 
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Fig. 14. House-Area, Residence and in-University. 

14) Average-grades, gender and in-university: The more 

average grades in both males and females the more likely to 

attend university as shown in Fig. 15. 

 

Fig. 15. Average-Grades, Gender and in-University. 

15) Average-grades and in-university: The higher on 

average grades the more likely to attend the university as in 

Fig. 16. 

 

Fig. 16. Average-Grades and in-University. 

16) Parent-age and in-university: Not so much effect by 

the age of parents for a child to attend the university as in 

Fig. 17. 

 

Fig. 17. Parent-Age and in-University. 

17) Parent- salary and in-university: From Fig. 18, the 

higher on a parent's salary the more likely for the child to 

attend university. 

 

Fig. 18. Parent- Salary and in-University. 

18) House-area and in-university: From Fig. 19, it can be 

seen that the higher the house area the more likely for the 

child to attend university. 

 

Fig. 19. House-Area and in-University. 

19) Converting categorical column to numeric ones: We 

have converted the categorical type features (type-school, 

school-accreditation, gender, interest, residence, parent-was-

in-university, and in-university) to numeric values. 

20) Class (in-university) Distributions: We checked 

whether the class (in-university) is balanced or not. It turned 

out to be balanced as shown in Fig. 20. 

C. Dataset Splitting 

We have split the current dataset into three datasets: 
Training, validating, and testing datasets. The ratio of splitting 
was (80%, 10%, 10%). 

 

Fig. 20. Class (in-University) Distribution. 
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D. Description of the Algorithms used in this Study 

There are many algorithms of Machine Learning that can 
be applied for the prediction of whether the student continues 
to attend university or not. We have trained, validated and 
tested 20 various ML algorithms on our current dataset. The 
algorithms that were used for prediction and analysis are from 
different categories of machine learning algorithms to predict 
whether students will continue to attend university or not. 

 Furthermore, a deep learning model was proposed to 
predict whether students will continue to attend university or 
not. The proposed DL model consists of 6 Dense layers: one 
input layer (10 features), 4 hidden layers (128, 64, 32, and 16 
neurons), and one output layer with 2 classes and softmax 
function as shown in Fig. 21. 

 

Fig. 21. Structure of the Proposed DL Model. 

 

Fig. 22. Methodology for the Prediction if Student will Continue to Attend University or not. 

IV. RESULTS AND DISCUSSION 

A. Performance Evaluation 

We used the most popular performance measures for 
machine and deep learning algorithms such as: precision, 
recall, accuracy, and F1-score as outlined in eq. 1, 2, 3, and 4. 

Accuracy = (TP+TN) / (TP + TN + FP + FN)        (1) 

Precision = (TP / (TP+FP)          (2) 

Recall = (TP / (TP+FN)           (3) 

F1-score= 2 x (Precision x Recall)/(Precision+Recall)      (4) 

Where TP = True Positive, TN = True Negative 

FP = False Positive, FN = False Negative 

B. Performance of used Algorithms 

We used a group of machine learning and one proposed 
deep learning algorithm for the prediction of whether a student 
will continue to attend university or not. 

The machine learning algorithms belong to different 
categories of machine learning like Naïve based, SVM, KNN, 
trees, analysis, and others [28-30]. The proposed deep learning 
algorithm is custom made for the prediction if a student will 
continue to attend university or not. 

We have split the dataset into Training, Validating, and 
Testing. We have trained every algorithm individually using 
our training dataset, tested it and we made a record of its 

accuracy, recall, F1-score, precision, and time needed for 
training and testing. 

Furthermore, we have trained the proposed deep learning 
algorithm using the same training dataset and cross-validated 
it using the validating dataset. We kept training the proposed 
DL algorithm until there was no room for improvement. We 
made a record of the DL algorithm accuracy, recall, F1-score, 
precision, and time needed for training, validating and testing. 
Part of the DL algorithm training, validating accuracies and 
losses are shown in Fig. 23. 

It turned out that the best Machine Learning algorithm was 
NuSVC for predicting whether students will continue to attend 
university or not. 

NuSVC (Nu-Support Vector Classification) belongs to the 
family of Support vector machines (SVM). SVM can be used 
in classification problems as well as regression 
problems.  SVC (C-Support Vector Classification): Support 
vector classification, based on libsvm, the time complexity of 
data fitting is the second power of the data sample, which 
makes it difficult to expand to 10,000 dataset, when the input 
is multi-category (SVM was originally to deal with two 
classification problems), through a one-to-one solution, of 
course there are other solutions. 

NuSVC core support vector classification, similar to SVC, 
is also implemented based on libsvm, but the difference is the 
number of support vectors through a parameter null value. 
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Fig. 23. Training vs Validation Losses and Accuracies. 

NuSVC model achieved F1_score (90.32%), Accuracy 

(91.00%), Recall (92.31%), Precision (88.42%), time 
required for training and testing (0.05 second) as can be seen 
in Table II. 

Additionally, the proposed DL algorithm scored: Accuracy 
(93.23 percent), F1-score (93.05 percent), Recall (93.22 
percent), Precision (92.55 percent), and time necessary for 
testing (0.67 second) for predicting whether student will 
continue to attend university or not as can be seen in Table III. 

The first aim of this study was to answer the following 
question: Can we use the dataset at hand to create a supervised 

machine learning classifier to predict reliably whether a 
student will go to university or not? The answer for this 
question is yes, we were able to create a supervised machine 
learning algorithm and F1-score accuracy was 90.32%. 

The second aim of this study was: Can we use the dataset 
at hand to create a supervised Deep learning classifier to 
predict reliably whether a student will go to university or not? 

The answer to this question was also yes and achieved an 
F1-score of 93.05%. 

TABLE II. PERFORMANCE OF THE MACHINE LEARNING ALGORITHMS 

Machine Learning Model-Name Accuracy Precision Recall F1_score Time-in-Sec 

NuSVC 91.00% 88.42% 92.31% 90.32% 0.05 

RandomForestClassifier 90.00% 90.00% 90.00% 90.00% 0.19 

GradientBoostingClassifier 89.50% 87.23% 90.11% 88.65% 0.14 

LogisticRegressionCV 88.00% 83.84% 91.21% 87.37% 0.31 

QuadraticDiscriminantAnalysis 87.50% 83.00% 91.21% 86.91% 0.01 

MLPClassifier 87.50% 84.38% 89.01% 86.63% 0.68 

LogisticRegression 87.00% 82.18% 91.21% 86.46% 0.01 

LGBMClassifier 87.50% 85.87% 86.81% 86.34% 0.08 

LinearSVC 86.50% 81.37% 91.21% 86.01% 0.01 

CalibratedClassifierCV 86.50% 81.37% 91.21% 86.01% 0.06 

LinearDiscriminantAnalysis 86.50% 82.65% 89.01% 85.71% 0.01 

AdaBoostClassifier 86.00% 80.58% 91.21% 85.57% 0.10 

GaussianNB 86.50% 84.04% 86.81% 85.41% 0.00 

BaggingClassifier 86.50% 84.04% 86.81% 85.41% 0.05 

Perceptron 85.00% 79.05% 91.21% 84.69% 0.01 

SGDClassifier 84.50% 81.25% 85.71% 83.42% 0.01 

KNeighborsClassifier 84.00% 84.71% 79.12% 81.82% 0.01 

LabelPropagation 83.50% 82.22% 81.32% 81.77% 0.03 

ExtraTreeClassifier 81.50% 78.12% 82.42% 80.21% 0.01 

DecisionTreeClassifier 80.50% 74.53% 86.81% 80.20% 0.01 

TABLE III. PERFORMANCE OF THE PROPOSED DEEP LEARNING ALGORITHM 

Deep Learning Model-Name Accuracy Precision Recall F1_score Time-in-Sec 

Proposed DL Model 93.23% 92.55% 93.22% 93.05% 0.67 
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The last aim of the study was: Would the performance of 
Deep Learning techniques be better than the machine learning 
techniques in this case? 

The answer is yes, because the deep learning algorithm 
scored 93.05% in F1-score while the machine learning 
algorithm achieved 90.32%.” 

V. LIMITATION OF THE STUDY 

The current study is limited in terms of the dataset 
collected where it consists of 11 features (10 input features 
and one output feature) and 1100 records only.  Furthermore, 
the current study is limited in terms of ML algorithms used, 
where we used only 20 ML algorithms among many as 
indicated in Table II. 

VI. CONCLUSION AND FUTURE WORKS 

In this study, we used twenty Machine Learning 
algorithms and a deep learning algorithm for predicting 
whether students will continue to attend university or not. The 
dataset was collected from Kaggle Repository. In order to 
predict whether students will continue to attend university or 
not, a group of 20 machine learning and one deep learning 
algorithm were used. Among the machine learning models 
used, the best machine-learning algorithm was NuSVC for 
predicting whether students will continue to attend university 
or not. NuSVC model achieved F1-score (90.32 percent), 
Accuracy (91.00 percent), Recall (92.31 percent), Precision 
(88.42 percent), time required for training and testing (0.05 
second). Furthermore, the proposed DL algorithm attained: 
F1-score (93.05 percent), Accuracy (93.23 percent), Recall 
(93.22 percent), Precision (92.55 percent), time required for 
training and testing (0.67 seconds) for predicting whether 
student will continue to attend university or not. 

In future work, other methods of ML algorithms may be 
utilized and the deep learning model should be tuned further to 
get better performance.  
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Abstract—This study aims to provide a comprehensive source 

of knowledge regarding aviation accidents in Indonesia caused by 

human factors, which are the most significant among other 

causative elements, requiring a detailed assessment of the 

accident as a result of pilot and co-pilot faults while operating the 

aircraft. The KNKT website database is still in the form of 

accident reports. To this end, the retrieved information based on 

historical data for 23 years of accidents caused by humans by 

analyzing the data using the clustering approach to gain data 

insight in the relationship between total flying hours and pilot 

licenses. The data analysis revealed that, in general, the aircraft 

operator complied with the CASR standards. 

Keywords—Aviation accidents data; pilot’s licenses; flying 

hours; human factor 

I. INTRODUCTION 

The advancement of technology, particularly in the 
transportation industry, is usually swift; and one mode of 
transportation is nearly numbered one in aviation. Due to the 
relatively rapid time efficiency, security, and safety, aircraft 
make it easier for individuals to travel between provinces and 
across nations [1]. However, using this mode of transportation 
has been associated with a great risk of accidents [2][3]. 
Several studies on aviation risk have been conducted, 
especially those related to flight crews [4] [5]. 

Human casualties, environmental damage, property loss, 
and psychological impacts are all losses caused by plane 
crashes. According to Article 3 paragraph (1) of The Minister 
of Transportation (Indonesia) Regulation No. 77 of 2011, 
compensation for passengers who perished in aviation 
accidents amounted to Rp. 1,250,000,000 (one billion two 
hundred and fifty million rupiahs) per passenger, which is paid 
to the heirs of the deceased [6]. According to study [3] [7], four 
elements are found responsible for plane accidents: human 
factors, environmental factors, facility issues, and engineering 
considerations. Human factors affecting pilots and co-pilots, 
aviation security officials, and poor aircraft maintenance staff 
are among the four. This is followed by environmental 
conditions such as dense clouds, heavy rain, high winds, and 
mountains. The properties of the runway and the potential risk 
of animals being found on it contribute to the facility issues 
mentioned. Finally, engineering factors are associated with the 

type of engine utilized as well as aircraft and engine 
maintenance. 

According to study [7], statistics on aviation accidents and 
incidents in Indonesia gathered from the National 
Transportation Safety Committee (KNKT) show 26 significant 
incidents and 15 accidents between 2010 and 2016. There has 
been a 20% distribution of all events in the last seven years, 
and several factors were found responsible for such events. The 
percentage calculation of various causal elements, such as 
human factors (67.12 percent), technical factors (15.75 
percent), environmental factors (12.33 percent), and facilities 
(4.79 percent) was obtained from the research. Given this 
context, investigators looked into whether human factors were 
still relevant after 2016, where to analyze data from the same 
sources between 2017 and 2020, which revealed that human 
factors were still the dominant factor in accidents and 
incidents, accounting for 52.6 percent of all accidents and 
incidents. This percentage represents a decrease of 
approximately 14.52 percent from the previous data. 

Furthermore, a preliminary experiment was conducted 
using the same data provided by the KNKT (1997-2020), and 
using the same approach it was found that the human 
component still played a role in accidents 23 years ago with a 
percentage of 46.5 percent [7] [8]. Consequently, if the pilot's 
performance does not meet the criteria, does not correspond to 
a standard operating procedure (SOP), or does not correspond 
to the flying hours, the passenger will be at risk. As a result, the 
requirements to become a pilot must be understood, of which 
their license is the most important. 

According to [8], the terms of the pilot's license are based 
on total flight hours under the provisions of the Civil Aviation 
Safety Regulation (CASR). There are four main licenses in 
aviation. For a prospective pilot to fly while they are learning, 
one must receive a Student Pilot License (SPL). When the 
pilot's flight hours increase, the pilot gets a Private Pilot 
License (PPL) with a minimum standard flight duration of 50 
hours. To earn a Commercial Pilot License (CPL), a minimum 
standard flight duration of 150 hours must be met, and to 
obtain an Airline Transport Pilot License (ATPL), a minimum 
total flight duration requirement of 1500 hours must be met. 

*Corresponding Author. 
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An airline must determine the pilot in charge of flying a 
commercial aircraft far before the day of departure. What 
concerns us here is whether accident data from 1997 to 2020 
contains improper pilot assignments due to licenses that were 
inappropriate for flying commercial aircraft flown, which may 
have led to the accidents. This issue is investigated to uncover 
the same. To this end, the retrieved information based on 
historical data for 23 years of accidents caused by human 
factors by analyzing the KNKT data using the clustering 
approach to gain data insight based on the variables' total 
flying hours and pilot licenses. Based on the description above, 
it is important to categorize total flight hours and pilot licenses 
such that they may be considered objects with characteristics to 
analyze. 

A structural and hierarchical approach is required to 
address the research question, categorizing data based on pilot 
licenses who have encountered accidents or incidents. The 
agglomerative hierarchical clustering (AHC) method helps 
generate output in the form of a hierarchical structure that can 
provide an overview of data comprehensively. AHC is a 
bottom-up method wherein each data point is initially its own 
cluster, and as one ascends the hierarchy, additional clusters 
are amalgamated. In this method, the two neighboring clusters 
are merged into a single cluster. With this advantage, it allows 
for the researcher to identify hidden data from clusters so that 
they may view the distribution of the data and identify whether 
there are pilots in the KNKT data who have total flight hours. 

This research only focuses on archival data of official 
aircraft accident reports issued by the KNKT Institute and finds 
out whether the human factor (pilot) shows a correlation with 
the cause of the accident. While factors outside the discussion 
are the limitations of this paper. 

The structure of the presentation of this research is as 
follows: Section II describes the materials and methods used; 
Section III presents the results and discussion; and the 
conclusions are presented in Section IV. 

II. MATERIALS AND METHOD 

A. Materials 

Researchers used credible and public data sources to obtain 
information on aviation accidents in Indonesia via the KNKT 
website database, which is still in the form of accident reports. 
This collection of accident reports is available on the website, 
organized by the year of the accident. The report data for each 
accident includes information on the event's timeline, the pilot's 
identity, and detailed information regarding the aircraft 
involved. However, as the data have not been integrated into a 
unified tabular format, researchers must consolidate accident 
data into a single database to simplify the analysis. 

The researchers only used 341 data points from Indonesian 
aircraft accidents that occurred between December 19, 1997, 
and September 15, 2020, accounting for the completeness of 
each data point. The collected data is then analyzed to produce 
cluster results and conclusions regarding the link between two 
factors in an aircraft disaster. 

B. Method  

The methodology carried out in this research process is 
described within a research framework, which is illustrated in 
Fig. 1. 

 

Fig. 1. Research Framework. 

The first step of conducting any work of research is to 
develop a research topic. In making this research inquiry, the 
goal is to construct a question that is clear, focused, and free of 
prejudice. This is followed by providing a literature review to 
comprehend the context of the topic sufficiently. A literature 
review allows the researcher to construct questions that express 
the concepts and problems to be explored, also informing the 
public of the relevance of the outlined issues, which are 
beneficial to society once addressed, furthering scientific 
development. 

In the second phase of the research, the data used in this 
study is explained in the previous sub-chapter; data from 
KNKT about aviation accidents in Indonesia have been used. 
Data collection of accidents is carried out and then put together 
into a spreadsheet. Researchers collect essential and relevant 
information and arrange them in the chronology of accidents. 
The data collected from accident reports have 16 variables, 
which include the date, year, province, location, aircraft type, 
aircraft operator, crew, passengers (PAX), injured, fatalities, 
type of accident (A/I), flight phase (POA), cause of the 
accident (PCOA), total pilot's flight hours, type of pilot's 
license and remarks, altogether culminating in 341 lines of 
data. After data collection, information is saved with the file 
extension .csv and imported into the Jupyter notebook program 
for data analysis. 

The third stage is data preparation, which includes multiple 
processes such as data cleaning, data integration, data 
transformation, and data reduction. This step involves loading 
the data into the Jupyter notebook. Data processing is 
performed, followed by a data cleaning process, which 
includes the selection of the required variables. Following 
identification of the required variables, data that includes null 
or empty values will be cleaned up and outliers in the data will 
be verified and removed in case they impact the data balance. 
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The next stage in this study is data transformation. The 
encoder label is applied in the pilot license variable column to 
change the data from category to numeric. Furthermore, data 
reduction will complete the standard scaler procedure at this 
step, which is required to normalize the value of the variable 
column of total flight hours and pilot license. Data will be 
visualized using EDA after completing the data pretreatment 
stage as part of the pre-modeling phase to display variable data 
such as total flying hours and pilot licenses, following which, 
the clustering method is employed for analysis. 

The researchers adopted the AHC approach at this stage. 
This clustering method is divided into several sub-methods for 
the calculation of proximity between clusters. Researchers only 
use three methods, which are single-linkage (Closest distance), 
complete linkage (Farthest distance), and average linkage 
(Average distance). It then uses Euclidean calculations to 
compute distance and the silhouette index to estimate the ideal 
number of clusters. Two variables are employed in this 
grouping: total flight hours and pilot's license, which will be 
clustered to determine the link between the two and the 
frequency of accidents that occur as a result. 

Following the above mentioned procedure, a validation test 
on the number of each cluster found is required to select the 
best approach. This selection will be based on the value of the 
validation test index that has a satisfactory performance by 
analyzing the distribution of the data for each cluster. This is 
followed by an analysis of research questions based on the 
relationship between the two variables used, namely total flight 
hours and pilot license. The method is then evaluated for 
selection. 

The final stage is the conclusion, which will include the 
results of the AHC method, which involves a validation test 
value that meets the criteria with the number of clusters used. 
The results are bound to demonstrate whether or not a 
relationship relevant to the research question can be 
established. Furthermore, significant insights will be 
discovered in the form of information due to the preceding 
stage's clustering and data distribution. 

III. RESULT AND DISCUSSION 

A. Data Preparation 

Researchers execute variable filters on this preparation data 
used in this investigation. It is known that there are 16 
variables from raw data; however, in this study procedure, only 
two variables are employed, while the remaining variables are 
not used. Both variables, total flight hours and pilot's license 
are utilized. 

B. Data Preprocessing 

The data on aviation accidents in Indonesia from 1997 to 
2020 were collected using the date of the accident reports on 
KNKT websites. The first step is to erase the missing data 
values in the variable column used, particularly the total flight 
hours and pilot's license. After deletion, the total data collected 
was 177 out of 341 reports. The second procedure is to remove 
outliers - data with distinctive features that appear different 
from other data. After removing missing data values, outliers 
acquired 156 data points from a total of 177 data points. 

TABLE I. DATA BASED ON PILOT'S LICENSE 

No. Pilot Licenses Numbers of Data 

1 ATPL 99 

2 CPL 45 

3 SPL 8 

4 PPL 4 

Data that has already been cleaned will be transformed into 
a suitable form for processing. The first step is to examine the 
various types of pilot licenses including ATPL, CPL, SPL, and 
PPL. The results are shown in Table I, with data from four 
pilot licenses. 

This step is followed by the creation of an encoder label for 
the type of pilot license. ATPL (0), CPL (1), PPL (2), and SPL 
(3) are the designations for each type of license. In this study, 
data reduction is used to reduce dimensions in data so that later 
on, data will be comprehensive; this would also retain the 
integrity of the data as much as possible. This reduction data 
strategy is a standard scaler that seeks to normalize the data so 
that massive variations may be avoided. It is used in this study 
to standardize the variables - total flight hours and pilot's 
license value. 

C. Descriptive Statistics 

Following the completion of the data preparation stage, 
descriptive statistics of the data were used as an additional tool 
within the data processing stage before proceeding to the data 
visualization stage. This study employs two types of variables: 
quantitative and qualitative data variables. The quantitative 
data variables in this study are variables with numerical 
numbers - the total flight hours of pilots. Qualitative data 
variables are categorical variables - pilot licenses. The results 
are produced using descriptive statistics based on the 
quantitative and qualitative data factors, as shown in Table II. 

According to Table II, the mean or average value of the 
accurate data for the quantitative data variable (total pilot flight 
hours) acquired is 7,024.58 hours. Furthermore, for the 
dispersion value (data spread to the average value) acquired by 
0.69, this variable's median value was found to be 5,935 hours. 
This signifies that the variable corresponds with homogenous 
data with a tiny dispersion value - a minimum value of 20 
hours and a maximum value of 17,547 hours. It also implies 
that the missing value for this variable is already worth 0, 
which means that there is no lost or empty data. While the type 
of qualitative data variable (pilot license) is categorical, it is 
converted to numerical using the encoder label. The pilot 
license data has a mean value of 0.50. 

Furthermore, the median value of this variable is 0, 
indicating that ATPL is the midpoint value of the pilot license 
variable. Aside from the dispersion value, the average value 
was found to be 1.59, indicating that this variable corresponds 
to heterogeneous data with a high dispersion value, a minimum 
value of 0, and a maximum value of 3. For this variable, a 
missing value is already worth 0, indicating that no data was 
lost or is empty. 
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TABLE II. DESCRIPTIVE STATISTICS OF DATA 
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D. Data Visualization (EDA) 

Following the data preprocessing and descriptive statistics 
phases, the EDA step is used to comprehend the contents and 
components of the data. The EDA approach employed in this 
study is univariate and bivariate; univariate analysis is used to 
distribute data from a single variable while bivariate analysis 
demonstrates the link between two variables [9]. To 
comprehend data trends, both analyses are used to examine the 
distribution of data for varying total flight hours and pilot 
licenses in detail. As follows, pie charts are used for univariate 
analysis and scatter plots are used for bivariate analysis. 

The Pie Chart is used to determine how much category 
distributes on a pilot's license. According to Fig. 2, the most 
significant proportion of ATPL (0) license types was 63.2 
percent, followed by 29.0 percent for the CPL (1) category, 2.6 
percent for the PPL (2) category, and 5.2 percent for the SPL 
(3) type. The scatter plot is used to illustrate data distribution, 
to examine how data spread links between the variable total 
flight hours and the pilot's license. 

According to Fig. 3, it may be noted that the patterns across 
the two variables do not have a link as no tendency of specific 
values can be observed in common. Each pilot's license has its 
unique pattern that appears to be completely unrelated to the 
value of each pilot's license in the crash data. 

 

Fig. 2. Pilot License Data Visualization. 

 

Fig. 3. Visualization of Total Flight Hours based on Pilot's License. 

E. Cluster Test 

At this juncture, it is important to mention that the test used 
three predefined agglomerative strategies. First, the distance is 
calculated using the Euclidean formula, then the ideal number 
of clusters is estimated using the silhouette index technique, the 
amount of data spread for each cluster is examined, and finally, 
the dendrogram of each approach is visualized. 

The following are the findings of the validation test of the 
number of clusters using the silhouette index technique with a 
range of cluster values 2-4. Using two clusters yielded an 
average value of 0.5156, three clusters yielded an average 
value of 0.5004, and four clusters yielded an average value of 
0.5500. Based on the computation of the silhouette index, if the 
average value is close to the value of one, the data grouping is 
considered better [10]. 

F. Hierarchical Agglomerative Method Test 

The grouping approach employs the three techniques 
selected to acquire the data dispersed across clusters and 
provide dendrogram visualizations based on the number of 
clusters formed from each AHC method. 

1) Single linkage: The single linkage approach is used to 

group two variables with a distance between cluster pairs 

determined by the two nearest objects between separate 

clusters [11]. According to Table III, each cluster contains a 

varied quantity of data, and the data in each cluster is far apart 

and unbalanced. Cluster 3 has the least data with 4 data points, 

while Cluster 2 has the most data with 99 data points. The 

dendrogram construction employs a single linking approach 

with four clusters connected by a pair of points with the 

closest distance between each other, as depicted in Fig. 4. (a). 

TABLE III. NUMBER OF EACH SINGLE LINKAGE CLUSTER 

Cluster Numbers of Data 

1 45 

2 99 

3 4 

4 8 
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2) Complete linkage: The distance between clusters has 

been computed on the furthest distance between a pair of 

items [12] [13]; the quantity of data per cluster and 

visualization results (using a dendrogram) was determined 

with the Euclidean formulae for four clusters. The data of each 

cluster corresponded with a ratio that was less balanced than 

the single linkage technique due to the quantity of data used in 

the complete linkage method (See Table IV). Cluster 4 has the 

least quantity of data (12) while Cluster 1 has the most data 

(72). 

TABLE IV. NUMBER OF EACH COMPLETE LINKAGE CLUSTER 

Cluster Numbers of Data 

1 72 

2 42 

3 30 

4 12 

The output of the dendrogram implementation employs the 
entire linkage approach, with four clusters connected from the 
longest distance from a pair of objects seen in Fig. 4. (b). 

3) Average linkage: The average linkage computes the 

average distance between all pairs of data points from various 

clusters [14]. The amount of data per cluster and the 

visualization results used for four clusters were determined 

using Euclidean equations. The number of clusters in this 

technique is not found to be highly significant, as seen in 

Table V. In comparison to the whole linkage and single 

linkage approaches, the amount of data in each cluster is more 

evenly distributed. Cluster 1 has the smallest amount of data, 

whereas Cluster 2 has the largest. The average linkage 

approach is used to achieve the results of the dendrogram 

implementation, as shown in Fig.4(c). 

TABLE V. NUMBER OF EACH AVERAGE LINKAGE CLUSTER 

Cluster Numbers of Data 

1 30 

2 53 

3 42 

4 31 

 

Fig. 4. Visualization Dendrogram Method: (a) Single-linkage (b) Complete 

Linkage (c) and Average Linkage. 

G. Index Validation Test 

The validation test of the score value in clustering is used to 
determine the optimal AHC approach. The silhouette index 
matrix was used in the first measuring procedure, the Davies 
Bouldin index in the second, and the Calinski Harabasz index 
in the third. 

The data grouping is considered better in silhouette index 
calculations if the index value is close to one [15]. The results 
of calculations using the silhouette index based on Table VI 
show that the index values for the three grouping techniques 
differ. Compared to the single and complete linkage, the 
average linkage technique yields the highest index value with 
0.5623 or 56% being calculated. The silhouette index method 
was then used to obtain the best method on the validation test, 
namely average linkage. 

The Davies Bouldin index is used for the second 
measurement. According to [16], the index value approaches 
zero, implying that the data grouping in one cluster is better. 
The Davies Bouldin index calculations in Table VI show that 
the three techniques have varying index values. The average 
linkage technique has the lowest index value of 0.5644 or 56%. 
As a result of the validation test using the Davies Bouldin 
index, the best technique obtained is average linkage. 

The Calinski Harabasz index is used in the third 
measurement, wherein the index value is not limited. The 
higher the index value, the better the data grouping in one 
cluster [17]. Table VI shows the results of the Calinski 
Harabasz index calculation. It is well known that the index 
values of the three techniques differ. The average linkage 
technique produces the highest index value of 284.68, while 
the single linkage technique produces the lowest index value of 
93.37. Using the Calinski Harabasz index, the best technique is 
determined using the validation test, which was found to be 
average linkage. For the three validation test methods, all the 
measurements showed elicited 100 percent, indicating that 
average linkage is the best method for viewing data insights 
into licenses and total flight hours. 

TABLE VI. INDEX VALIDATION TEST RESULTS 

Methods Single Complete Average 

Silhouette 0.4838 0.4045 0.5623 

Davies Bouldin 0.6238 0.7421 0.5644 

Calinski Harabasz 93.37 159.09 284.68 

H. Analysis of Cluster Average Linkage Results 

This study shows the results of each cluster in relation to 
the total flight hours and pilot licenses based on the type of the 
pilot license used - ATPL, CPL, SPL, and PPL, which were 
mapped based on the number of clusters. The average value 
has also been based on the number of clusters. Table VII 
displays the number of pilot license categories in each cluster 
and the total number of pilots' flight hours. 

After selecting the agglomerative method approach with 
average linkage, the researcher noticed two accidents in the 
fourth cluster involving pilot licenses under the ATPL category 
(Table VII). While the pilot involved in the fourth cluster had 
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an average flight time of 1071.67 hours, which when combined 
should have been more than 1071.67 hours, the ATPL standard 
is at least 1500 hours. Such anomalies much be investigated as 
the total rata-average of these four licensing classes is 1071.67 
hours, while certain anomalies may be assumed to have a 
duration of over 1071.67 hours. Thus, a deeper delve into 
Cluster 4 was necessary. Based on the established statistics, 
researchers found two ATPL-type permits with a total flight 
hour of fewer than 1500 hours. Despite CASR standards 
requiring ATPL type pilots to have a minimum flight hour 
requirement of 1500 hours, two pilots in Cluster 4 did not meet 
the minimum flying hours required by their pilot's license, with 
total flight hours of 1200 hours and 1339 hours, for each pilot. 
The Cluster 4 results are shown in Fig. 5, illustrating the ATPL 
(0) licenses that were found to be different from the rest of the 
data. 

TABLE VII. NUMBER OF PILOT'S LICENSES AND AVERAGE TOTAL PILOT 

HOURS  

Cluster 

Pilot Licenses 
Average of Total Data 

Pilot's Flight (Hours) ATPL (0) 
CPL 

(1) 

PPL 

(2) 

SPL 

(3) 

1 27 3 0 0 14625,23 

2 33 20 0 0 4634,84 

3 37 5 0 0 9060,54 

4 2 17 4 8 1071,67 

 

Fig. 5. Visualized Data Cluster 4 Average Linkage. 

IV. CONCLUSION 

This study was carried out to provide a comprehensive 
source of knowledge regarding aviation accidents in Indonesia 
caused by human factors, which are the most significant among 
other causative elements, requiring a detailed assessment of the 
accident as a result of pilot and co-pilot faults while operating 
the aircraft. The approach used to analyze KNKT data was 
clustering algorithms to identify insightful data in the 
relationship between total flying hours and pilot's license, 
based on the historical data of accidents caused by human 
factors over 23 years. 

The data analysis revealed that, in general, the aircraft 
operator complied with the CASR standards. However, using 
clustering, it was discovered that the pilot had a license that did 
not match with the flown aircraft in 1.3 percent of the 156 
accidents. Another finding revealed that, in comparison with 
other causes, human-caused accidents (pilots) had the highest 
proportion - with 46.5 percent from 1997 to 2020. Meanwhile, 
the level of representation of the analyzed data was only 46 
percent as only 156 out of 341 accidents over 23 years were 
processed due to the relevant observation values on license 
data variables and flight hours. 
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Abstract—Cyber-attacks have become one of the world's most 
serious issues. Every day, they wreak serious financial harm to 
governments and people. As cyber-attacks become more 
common, so does cyber-crime. Identifying cyber-crime 
perpetrators and understanding attack tactics are critical in the 
battle against crime and criminals. Cyber-attack detection and 
prevention are difficult undertakings. Researchers have lately 
developed security models and made forecasts using artificial 
intelligence technologies to solve these concerns. In the literature, 
the authors explained numerous ways of predicting crime. They, 
on the other hand, have a problem forecasting cyber-crime and 
cyber-attack strategies.  Here, in this paper author proposed a 
digital forensic investigation procedure that deals with cyber-
crime. In this investigation, the process author explains digital 
forensics techniques for ensuring that digital evidence is located, 
collected, preserved, evaluated, and reported in such a way that 
the evidence's integrity is preserved. These sequential digital 
forensic stages affect a standard and accepted digital forensic 
investigation procedure, and each phase is influenced by 
sequential occurrences, with each event relying on tasks. Digital 
forensics investigation is a technique for ensuring that digital 
evidence is handled in such a way that the evidence's integrity is 
preserved. Sequential digital forensic stages affect a standard 
and accepted digital forensic investigation procedure, and each 
phase is influenced by sequential occurrences, with each event 
relying on tasks. 

Keywords—Cyber-crime; digital forensics; digital evidence; 
data analysis; security and privacy; cyber-attack 

I. INTRODUCTION 
Information security has given users complete control over 

data by specifying who has access to it, who can govern it, and 
who may receive it [1]. People's lifestyles are changing as a 
result of technological advancements. For example, nowadays 
most people prefer online payment to traditional payment, 
access to social media, medical consultation through phone or 
video chat, online schooling, and so on. As technology 
advances and new services become available, the number of 
internet users grows, and an exponential increase in 
information causes its use, as well as misuse, resulting in 
cyber-attacks and cyber-crime. Cyber-attacks have an impact 
on the economic systems of our countries. According to 
research by Mahindra SSG and ASSOCHAM, cybercrime 
costs India around 24,630 crores per year [2]. Attacks have 
become more complex as a result of technological 
advancements, and defending oneself is no longer as simple as 
installing anti-virus software. 

The general concept of evidence preservation in the chain 
of custody has remained the same but the original process of 
investigation may vary. The preparation, examination, 
identification, collection, analysis, validation, acquisition, 
documentation, and forensic reporting of digital evidence in a 
court of law, is known as the digital forensics investigation 
process. The process of interpreting and imaging digital 
evidence from various electronic devices using scientifically 
sound and validated methodologies is an indestructible part of 
digital forensic investigation. Digital forensics is a rapidly 
growing field that uses a variety of analysis tools and computer 
investigative approaches to locate relevant legal evidence and 
hints [3].In general, digital forensics is a process that involves 
not only retrieving information about a reported incident but 
also properly processing that information so that experts can 
obtain all relevant clues and evidence, which can then be used 
to pursue your legal interests against someone or in any other 
situation. Finding evidence, keeping it, accurately documenting 
it, and presenting it in a court of law are all part of the digital 
forensic process. Although, because this is not a simple 
process, it might often take years to solve the issue. 
Furthermore, complex systems are making it harder to hit these 
days. We now have a complex methodology and enhanced 
technologies and techniques to determine if any pieces of 
evidence are present or not. We now have a complicated 
methodology, as well as new technologies and techniques, to 
determine whether a criminal case has occurred and a huge 
amount of money is spent to solve the case [2]. 

Cyber-attacks and cyber-crimes are a serious worry for 
large countries such as the US and the UK, which have 
developed a number of security solutions to combat them [4]. 
All countries are seeking to secure and adapt to cyberspace 
security [5]. The security of critical infrastructure must be a top 
priority for countries [6]. In the year 2020, information taken 
from the Airbus Company's information system was sold on 
the dark web. Millions of people's medical information has 
been stolen, and several communities have declared a state of 
emergency as a result [7]. With each passing day, the 
workforce grows insufficient in combating cyber-attacks, 
necessitating the search for new alternatives. Machine-learning 
approaches are being used by researchers to detect power 
outages caused by cyber-attacks [8] and to prevent the Internet 
of Things vulnerabilities [9]. Other applications include 
detecting spam and network attacks [10], detecting phishing 
attempts against banks [11], and increasing sexual crimes on 
social media [12] Stock prediction [13], risk mapping [14], and 
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cyber profiling [15] are some of the sectors where these 
technologies have been used. Implementation areas include 
predicting crime trends and patterns [16], criminal identity 
detection [17], and crime prevention [18]. 

The authors suggest a framework called "Crime Detection 
and Diminution in Digital Forensics (CD3F)" in this study. The 
goal of this research article is to create a framework that 
connects the stable and sequential aspects of the digital 
forensic investigation process. With the many operations of the 
investigation workflow comprising physical and investigative 
duties and judgments. The Digital forensic framework's 
intended role is to enable effective, focused, and fast risk 
identification and management. This CD3F framework 
contains and outlines eight major workflow stages, as well as 
the procedures and duties that each stage entails. The article is 
organized as follows: some of the current digital forensic 
investigation process models proposed by the researchers are 
elaborated on and discussed, followed by an explanation of 
why the digital forensic workflow should be mapped. The 
following section is about "Phases involved in proposed 
framework and explanation" and gives an overview of the 
framework, including all eight stages that the author proposes. 
"The suggested digital forensic guiding framework specifics" is 
the topic of the study's next session which focused on the 
CD3F framework workflow stages: forensic request, 
preparation, examination, identification, collection, analysis, 
acquisition, and forensic reporting. The discussion and critical 
evaluation of the proposed framework are covered in greater 
depth in the paper. The text is then concluded with some notes 
about the study's significance and the last half of this research 
article. 

II. LITERATURE REVIEW 
A description of all previously developed cyber forensics 

investigation frameworks that the authors investigated before 
developing the proposed framework is not possible due to 
space limits. Although some of the reviewed frameworks are 
described in this work, it should not be considered that the 
suggested model is based on them. In 2001 [19] authors 
proposed a framework where they have covered preparation, 
identification, permission, and communication were the four 
phases of the initial introduction model DFRWS. This 
paradigm was expanded into the SRDFIM framework, which 
includes additional steps such as scene securing, screening, 
scene documenting, evidence gathering, communication 
shielding, screening, preservation, analysis, and presentation 
[20]. The FaaS Framework 2014 is based on the IDFPM 
framework [21], which begins with the collecting and 
authentication stages. Evidence acquired throughout the 
investigation will be stored in central storage, followed by the 
inspection phase in this suggested architecture. The analysis 
phase will be conducted with current analysis tools, with the 
results being kept in a centralized database. 

The DFRWS Investigation Model is used by the FBI. A fog 
IoT forensic framework (FOBI) is a network model that 
performs important operations such as data filtering and 
aggregation [22, 23]. Storage and processing resources are 
located at the network edge in this paradigm [24]. Fog protects 
data sent to IoT devices while also filtering traffic data. As a 

result, this architecture provides a number of benefits to IoT 
devices, including reduced network latency, faster and smarter 
responsiveness, more scalability, and greater security and 
privacy. Early detection of a cyber-threat or cyber-attack. It can 
be used to discover problematic IoT devices by including a fog 
layer in the framework [22] [25]. Frameworks for research 
must also be adjusted as a result of technological 
advancements. As the author mentioned above, some 
frameworks are presented to combat crime using the most up-
to-date technologies and techniques. With some rising issues, 
law agenesis is required for a framework that can combat crime 
and track down criminals' tracks. Cloud computing is a new 
level of networking since it offers limitless processing capacity 
and storage, which poses security concerns [20].  Cyber-attacks 
such as distributed denial of service (DDoS) attacks that 
deliver harmful packets [26] and phishing attempts that trick 
users on banking and shopping sites have increased 
dramatically. Furthermore, attackers are increasingly deploying 
malicious attack software (viruses, worms, trojans, spyware, 
and ransomware) that is installed on a user's computer without 
their knowledge or agreement [28]. Social engineering attacks 
are, once again, the most widespread of these attacks and one 
of the most difficult to counter. They are based on technical 
expertise, ingenuity, and persuasion, and are carried out by 
exploiting the victim's weakness. Kevin Mitnick, a well-known 
hacker who specializes in social engineering attacks, was able 
to break into most of the computers he targeted using this 
method [29]. 

This attack is mentioned as one of the main security 
vulnerabilities in the system by Breda, Barbosa, and Morais 
[30], regardless of how secure a technical system is. Similarly, 
assaults on IoT devices, which have expanded dramatically in 
recent years, have a significant impact on society. For security 
reasons, assaults and threats to the IoT structure should be 
understood [31]. As described in this paper, studies performed 
to analyze and combat cyber-attacks highlight the importance 
of crime prediction. Many jurisdictions' legal frameworks 
characterize the attacks listed above as banned criminal 
offenses. The task of combating crime and criminals is 
delegated to law enforcement agencies. Researchers provide 
numerous analysis and prediction approaches to the institutions 
undertaking the research. Many studies, for example, have used 
big data [32] and machine-learning [18] methods to analyze 
crimes. With artificial intelligence models, they have 
contributed to crime and crime-fighting institutions. Identifying 
the regions where crime can be perpetrated and the story 
behind it [33], predicting crime using spatial, temporal, and 
demographic data [34], and assessing crime using literacy, 
unemployment, and development index data [35] are just a few 
examples. A time series of crime data from San Francisco, 
Chicago, and Philadelphia was utilized to forecast crimes in the 
year’s ahead. K-nearest neighbors (KNN) and Naive Bayes 
(NB) classification models performed worse than Decision 
Trees (DT) [36]. Using the KNN and DTs, a crime prediction 
was made with an accuracy of 39 to 44 percent [38]. The 
location, kind, date, time, latitude, and longitude of crimes 
committed in the United States were used as input. The results 
of crime predictions using KNN Classification, Logistic 
Regression (LR), DTs, Random Forest (RF), Support Vector 
Machine (SVM), and Bayesian approaches showed that the 
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KNN classification was the most accurate at 78.9% [37]. 
Thirty-nine distinct categories of crime statistics from San 
Francisco were used in the study. A model splitting crimes into 
two types, blue/white-collar crime and violent/non-violent 
crime, was built using Gradient Boosted Trees and SVMs. The 
categorization of blue-white collar offenses was done with 
great precision. 

The study, however, did not produce significant results in 
terms of classifying violent and non-violent crimes [39]. The 
data was taken from a ten-year murder in Brazil. The RF 
approach was used to make 97 percent accurate predictions in 
order to examine the effect of non-Gaussian residuals and 
urban metrics on murders. Unemployment and ignorance were 
found to be significant factors in homicide in this study. The 
relevance of each factor in predicting the crime was also 
assessed [40]. Another study employed the type, timing, and 
location of crime data to predict crime in certain Indian 
regions. It was decided to employ the KNN prediction 
algorithm. Robbery, gambling, accidents, violence, murder, 
and kidnapping crimes were predicted using this strategy. It 
was shown to be more successful than a previous study of a 
similar nature [41]. Using crime data obtained from social 
media networks, big data and machine-learning frameworks 
were created. Volunteered Geographic Information, web, and 
mobile crime reporting applications were used to collect the 
information. The NB algorithm was used to generate crime 
predictions from the collected data. The goal of these forecasts 
is to pinpoint the site of potential crimes so that they can be 
avoided [42]. 

The demographic and geographic data from past years' 
events were utilized to forecast terrorist attacks in India. Using 
artificial intelligence algorithms, this model predicted terrorist 
occurrences with a high degree of accuracy [43]. The data used 
to analyze cyber-crime was publicly available information 
from social media platforms such as Facebook and Twitter. 
The F-measure value, which is the degree of accuracy and 
precision, was used to compare the algorithms. The RF 
algorithm was shown to be the best fit in the circumstance, 
with an accuracy of 80%. Threats were identified automatically 
using a model that analyses cyber-crime [44]. Through the 
screening program, real-time crime data from the internet news 
was employed. The classification algorithms employed were 
SVM, Multinomial NB, and RF. The data was divided into two 
categories: criminal and non-criminal. The most essential 
aspect is that it now includes news analysis [45]. Machine-
learning algorithms were used to classify data from cyber-
crime incidents in India. The program, which was 99 percent 
accurate in predicting crimes, cut down on time spent on 
analysis and manual reporting [46]. Kaggle was utilized to 
obtain a universally compared intrusion detection dataset. 

On the bases of the literature review, the authors observed 
and analyzed that cyber-attacks and crimes are vital to 
investigate since they inflict significant harm to persons and 
governments. The studies contributed significantly to the 
literature and, in particular, to the criminal investigation units. 
General crimes, cyber-crimes, and attacks are commonly 
employed as a dataset in these studies. The real dataset based 
on personal qualities is looked at to a lesser extent, and a 
framework for digital forensic inquiry is proposed as a result. 

Because of the importance of the fields investigated, the cyber-
attack and perpetrator estimating approach is addressed. 

III. PHASES INVOLVED IN PROPOSED FRAMEWORK AND 
EXPLANATION 

Almost all major transactions are adopted by web 
applications. Their web environment is deployed by different 
purpose applications like we have different applications for 
social surfing, cloud storage, emails, online marketing, etc. 
With all these bundles of online applications, online frauds and 
online crimes are increasing swiftly [21]. Many online actions 
are punishable by a court of law. To justify any case or prove 
any complaint experts fetch data present in digital devices 
known as digital evidence. While the process of investigation, 
experts have to collect and analyze many devices and their 
data, which makes this process difficult. The process of 
investigation may vary from device to device and case to case. 
One process used for investigation in one case for one device 
may completely be different from other cases and another 
device. Hence it is really hard to find a compatible 
investigation process for digital devices. Cloud storage and 
online disk, where users can store their data are generation 
problems during the investigation. Forensic devices are getting 
advanced day by day, but anti-forensics development has 
obstructed the path of digital forensic investigation [22]. 

The proposed framework is about crime detection and 
control. The primary goal of crime detection and diminution in 
digital forensics (CD3F) is to help the investigator explain how 
specific digital evidence is discovered on a device. Despite the 
existence of numerous frameworks in the current literature, the 
CD3F methods and nomenclature have yet to be properly 
standardized. Attempts to standardize computer investigative 
process frameworks in the past appear to have not been fully 
successful for a variety of reasons. The authors' main reason 
for failing is that they used their own vocabulary instead of 
seeking to discover the most common language that can be 
accepted universally by digital forensic investigators. Fig. 1 is 
block representation of the proposed digital forensic guidance 
model (CD3F) and the detailed process flow of the same is 
explained further. The suggested model's first phase, "Forensic 
analysis," examines case reporting and determines whether a 
digital forensic investigation is required for the same. The 
"preparation" phase follows, which focuses on the initial 
preparation for the case by examining the required set of acts 
and getting a search warrant or other necessary authority. The 
“examination” phase follows, which focuses on searching for 
evidence at the crime scene or in a location where evidence 
might be found. The "identification" and "collection" phases 
were devoted to locating and gathering prospective evidence 
shards. The "analysis" phase focuses on reviewing and 
analyzing the acquired material in order to collect evidence that 
can aid in the "analysis" phase. The final phase is "forensic 
reporting," in which the investigator reports the evidence 
discovered throughout the investigation. The proposed digital 
forensic model has the following phases. 

A. Forensic Request 
This is the first stage of the digital forensic process when 

incidence is reported and higher authorities hand over the case 
to digital forensic experts. The forensic request phase of a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

335 | P a g e  
www.ijacsa.thesai.org 

digital investigation begins when an incident is detected by 
either internal events such as an intrusion detection system or 
external events such as a crime reported to the police. The 
occurrence must be confirmed or denied after it has been 
discovered and reported. However, once the incident is 
confirmed, the investigators must be notified so that the first 
response can begin. The digital forensic investigation may be 
of these two kinds. 

a) Public Digital Forensic Investigation: In the Public 
digital forensic investigation method, government body is 
responsible for the investigation of the registered case request. 
During this investigation of a criminal case, the investigator 
must have a sound knowledge of local city/town, state, 
country, and country laws related to the criminal case and all 
cyber-crime laws and all standard legal processes of 
investigation [23]. 

b) Private Or Corporate Digital Forensic Investigation: 
Whereas private investigation deals with private lawyers and 
companies who look after legal issues and that particular 
company policy violation. In such an investigation, the 
investigation must take care of business and should not let it 
suffer and the investigator should interrupt company 
employees to the minimal during the investigation. 
Investigators cannot seize the evidence, rather than seize it, 
they acquire memory images and allow the system to go back 
to work [23]. 

B. Preparation 
The next phase is to get prepared with the tools and 

methods which will be used further for the process and if 
required, train and build the forensic expert team for the 
investment. It is also suggested in this phase that if a search 
warrant or other documents are required then try to obtain in 
the initial level of this model. These documents will help in the 
further investigation process. Basically, in this phase 
investigator identifies the incidence and calculates possible risk 
assessment. Investigators determine which software and what 
kind of hardware will be required for investigation. He/ she 
will also try to define if any specific tool will be required for 
the investigation process to fetch information that will be 
further used as ‘evidence’. 

C. Examination 
In this phase of the investigation, the investigator will lock 

the crime scene’s physical environment. The digital forensic 
expert will try to secure all correlated logs, data, and volatile 
evidence like laptops, mobile phones, and hardware and he/she 
will also ensure that condition of electronic devices won’t get 
altered by any means. Investigators aim to examine and 
identify similar past investigations in this phase. If they find 
one, they study it and follow the footprint of that investigation, 
which can help them during the investigation from a secure 
physical location. Investigators also verify the extent of the 
damage/impact of the incident and ensure that non-digital 
evidence such as fingerprints are protected. Observe and 
document the physical scene, device positions, device locations 
relative to one another, and device conditions, including power 
status. 

 
Fig. 1. The Proposed Digital Forensic Guidance Model. 

D. Identification & Collection 
The next phase in this model explains about identification 

and collection of digital evidence after performing examination 
of evidence around the crime scene. After the collection of 
evidence from the crime scene, an important and necessary 
step is to preserve all evidence so that they can utilize it further 
for examination (if required) and their integrity will remain 
constant. Detailed information regarding the evidence will be 
included into the evidence gathering form during this step. If 
electronic evidence is being used, a deeper inquiry into the 
device's volatile data will be required. If volatile data is needed, 
execute a live acquisition of volatile data first, then verify if 
non-volatile data is needed, and then perform a live acquisition 
of non-volatile data. Make a duplicate copy of the data you just 
got and double-check it. This phase will involve labelling the 
evidence discovered, as well as packing and transporting the 
evidence. The evidence is then placed in a legal custody room 
with labels and security measurements. Maintaining and 
preserving the chain of custody is essential. 

E. Analysis 
This phase focuses on the process of examining digital 

evidence that has been discovered. During the analysis, the 
examiner assembled the evidence to gather information, and 
after reviewing the information, the examiner may develop 
certain conclusions for final reporting. During this phase, the 
investigator gathers unprocessed data and devices from the 
linked investigation and compares them to the condition of the 
device obtained through the related investigation. Investigator 
Extracts data from gathered devices using physical, logical, 
and dead acquisition methods. 

F. Acquisition 
This is a critical stage in the digital forensic investigation 

process. In this case, digital forensic professionals will attempt 
to gather all unprocessed data and devices from the 
investigation. After successfully collecting physical and logical 
data, he will make duplicate copies of all collected data so that 
the original data is not affected, and only the investigator will 
execute all operations and analyses on the copied data. During 
this phase, the investigator compares duplicate data to the 
original in terms of timestamp and reconstructs the data taken 
from devices. Only the investigator selects an analysis 
approach from a list of options, such as data hiding analysis, 
log analysis, timeframe analysis, application and file analysis, 
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and so on. Finally, reconstructs the chronology of crimes in 
order to provide a clear picture and discover missing links in 
order to locate relevant evidence. 

G. Forensic Reporting 
This is the final phase of the digital forensic investigation 

framework, and it entails reporting and drawing conclusions 
from all previous phases, as well as all essential material. The 
conclusion will be drawn and reported to the court of law. This 
is the final phase of the CD3F architecture; investigators 
prepare a detailed report that can be understood by laypeople, 
choose the target audience, gather evidence, and maintain the 
chain of custody throughout this phase. Closer documents will 
be provided by the investigator, along with the time and date of 
release, as well as to whom and by whom they were released. 
This evidence will be presented in a court of law to assist in the 
resolution of the case. 

There are primarily eight steps in the proposed digital 
forensic guiding model that describe the investigative process. 
This digital forensic investigation technique entails obtaining 
digital data for inspection in order to use the information 
discovered as evidence in reopened cases. The type and format 
of this digital record can vary. Smartphone data, a list of all 
phone calls made, desktop files, recorded video and audio files, 
a bit of signal strength from a mobile SIM station's base 
station, all electronic mail chats, installed and attacked virus, 
and so on [24]. Once investigators have obtained these records, 
the most important next step is to create copies of all evidence, 
which will then be examined and analyzed so that the integrity 
of the original evidence is not compromised and no issues are 
raised about its integrity. 

IV. THE PROPOSED DIGITAL FORENSIC GUIDANCE 
FRAMEWORK DETAILS 

This model is influenced by previous existing models as 
well as some physical forensic models so that model can 
encounter the challenges from the electronic evidence to make 
them admissible in a court of law. This framework has two 
major contributions. First, it describes a framework that is 
trying to cover previous events and the state of electronic 
devices at the primitive and abstract level of investigation. 
Second, it provides detailed steps for each phase, so that it can 
use as a reference investigation framework. The following 
goals were used to define the model: 

• The framework is designed based on the theoretical 
foundations of digital forensic investigation so that 
current and future work in digital forensics science can 
be used. 

• The framework must be general with high opinion 
based on the technology being investigated so that this 
theory could be applied to upcoming as well as existing 
technologies. 

• The framework must be adept at events, supporting 
systems, and storage locations at arbitrary levels of 
abstraction so that complex systems can be 
represented. 

• The framework designed as per it is capable of 
describing past events and states so that all electronic 
evidence can be represented. 

After obtaining a forensic request for a registered or 
reported case digital forensic investigation progress gets 
triggered. Here is the description of the phases of the proposed 
investigation model in brief. 

A. Preparation Phase 
The initial understanding of the problem, as well as the 

appropriate tools, are all part of the preparation phase. This 
step is used to get authorization and approval, as well as a 
search warrant and legal notification to people who have 
expressed concern, before developing a suitable plan. Detailed 
explanation is given in Fig. 2. Here's a rundown of the steps 
involved in the planning phase. 

1) Identify or detect incidence and possible risk 
assessment of the reported case. 

2) Actuate Computer Emergency Response Team (CERT) 
divide preliminary assignment and maintain legal activity 
coordinated plan before arriving at the crime scene. 

3) If required obtain a search warrant and permission from 
concerned authorities. 

4) Formulate paperwork according to the requirement of 
the case and gather all needed requirements and identify 
requirements. 

5) Develop an onsite plan which includes policies and 
individual responsibilities. 

6) Select approach and strategy for collection, 
preservation, examination, and analysis of evidence. 

7) Have any information about the suspected operation 
system. 

8) Determine the kind of software and hardware for 
investigation. Specific tool, accumulate evidence collection, 
and packaging equipment and materials. 

9) If more information does not require further 
processing. Then move to the next step of digital forensic 
investigation. 

B. Examination Phase 
The second phase focuses on protecting the crime scene 

from illegal entry and preventing contamination of the 
evidence. An early investigation by the investigators to assess 
the crime scene, identify potential sources of evidence, and 
devise a search strategy. This phase entails photography, 
sketching, and crime-scene mapping, as well as the adequate 
recording of both physical and digital crime scenes. Detailed 
explanation is given in Fig. 3. The brief of the examination 
phase is as follows - 

1) The most first step is to secure the crime scene’s 
physical environment & secure all correlated logs, data, and 
volatile evidence. Laptops, hardware, and secure narrative 
description. Don’t alter the condition of electronic devices. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

337 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 2. Dataflow Diagram for Preparation Phase Digital Forensic Investigation Model. 
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2) Try to analyze and find similar previous investigations; 
if find one then study similar investigation & follow the 
footprint of that investigation that can help during the 
investigation from the secure physical environment in step 1. 

3) Place labels over all the drive slots and power 
connections and take preliminary photographs of the crime 
scene. 

4) Select narration technique (written, audio or video) to 
delineate the search area and detect unauthorized activity and 
report it. 

5) Validate the damage/ impact of incidence and ensure 
the protection of non-digital evidence like fingerprints. 

6) Evaluate whether any movement appears in evidence, 
determine devices on the network and make a complete 
evolution sheet. 

7) Observe & document the physical scene, the position 
of devices, the location of devices relative to each other, and 
the condition of devices including power status. 

8) Take written notes on what appears on the screen, take 
snapshots of the screen, and the active program should be 
videotaped. 

9) Take photographs before and after examination of 
evidence. Label properly each evidence. 

10) Maintain and seize evidence log that includes a brief 
description and photographic log. Prepare a chain of evidence. 

11) Start Identification & collection. 

C. Start Identification & Collection Phase 
In the identification phase investigator needs to disable all 

other possible communication methods for the devices.  Some 
communication technologies, such as WiFi or Bluetooth, may 
be enabled even if the device appears to be turned off. This 
may result in the overwriting of existing data, so such scenarios 
should be avoided. In evidence, both volatile and non-volatile 
evidence could be present. To preserve its integrity, the 
required precautions must be performed. Detailed explanation 
is given in Fig. 4. A brief of the identification and collection is 
given below- 

1) Firstly, check whether evidence to be collected are 
physical or electronic? 

2) If evidence is physical then apply the tag on an 
identified object as evidence like removable media, cables, 
publications, and all computers. Or if the evidence is 
electronic then check whether the device is running or not. 

3) Fill evidence collection form with detailed information 
about the evidence. 

4) If electronic evidence is running, then checking for 
volatile data of the device will require further investigation. 

5) If volatile data is required, then perform live 
acquisition of volatile data then check non-volatile data is 
required then perform live acquisition of non-volatile data. 

6) Check whether found device data is stable. If yes, then 
remove the power source whether battery or main switch. If 
no, then perform a normal system shutdown. 

7) Decide the most appropriate way to acquire data and 
then acquire data from the device. 

8) Make a duplicate copy of the acquired data and verify. 
9) Check whether all required data has been acquired. If 

yes, then seize found device. 
10) Record and return the connection of the device. Label 

the evidence found then pack and transport the evidence. 
11) Store the evidence in a legal custody room with labels 

and security measurements. Maintain and preserve the chain 
of custody. 

D. Analysis and Acquisition 
Examining the content of the acquired evidence and 

extracting information for presentation in court is what a 
forensics specialist does. This consists of both volatile and non-
volatile data. The acquisition is more of a technical evaluation 
undertaken by the investigation team based on the findings of 
the digital evidence inspection and the reconstruction of event 
data. Detailed explanation is given in Fig. 5. The brief of this 
phase is given below- 

1) Collect unprocessed data and devices from the related 
investigation. 

2) Identify operating systems used in incidence & choose 
data extraction techniques for examination & analysis of 
evidence. 

3) Check documents obtained by related investigation of 
the condition of the device. 

4) Perform physical, logical extraction, and dead 
acquisition on data from collected devices. 

5) Make duplicate copies of all acquired data from 
electronic devices. 

6) Authenticate duplicate data with the original one in 
their timestamp. 

7) Reconstruct the extracted data from devices. 
8) Choose the analysis technique - Data hiding analysis, 

log analysis, Timeframe analysis, Application & file analysis, 
etc. 

9) Reconstruct the sequence of crimes to produce a clear 
picture & try identifying missing links. 

10) Compare acquired evidence with proven facts and with 
physical forensic results. 

11) Documentation & Preserve chain of custody in storage. 
12) Store evidence in a secure custody room. 
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Fig. 3. Dataflow Diagram for Examination Phase of Digital Forensic Investigation Model. 
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Fig. 4. Dataflow Diagram for Collection Phase of Digital Forensic Investigation Model. 
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E. Reporting & Presentation 
A report containing a full overview of the various 

procedures done during the investigation of evidence and 
System (Organization of potential evidence) and the conclusion 
reached is presented to the proper authorities [48]. This model 
was a basic workflow without any validation and verification. 
The model was designed to help individual investigators in 
organizing, but this was a very complex puzzled workflow. 
Presentation phase: When a crime is committed, it is presented 
to a court of law, and when an event occurs, it is presented in 
court. At the conclusion of the investigation, an evaluation is 
conducted, and the results are utilized to update or repair any 
shortcomings discovered during the inquiry Detailed 

explanation is given in Fig. 5. A brief of this phase is given 
below- 

1) Write a comprehensive report which can be understood 
by the layman as well. 

2) Determine the target audience and put together 
evidence and preserve the chain of custody. 

3) Present evidence according to rules of the law 
enforcement. 

4) Preserve evidence for further requirements. 
5) Handover closer Documents, with time & date of 

release, to whom & by whom released. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

342 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 5. Dataflow Diagram for Analysis, Acquisition, Reporting, and Presentation Phase of Digital Forensic Investigation Model. 
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the investigator. But even we have national and international 
courses and training systems for professionals. If through 
documentation only the investigator can save the integrity of 
evidence, then we will not be facing any of such problems yet. 
Hence, we proposed standards and an easy framework by 
analyzing the earlier proposed one that accommodates 
everything which could be considered and followed in the 
investigation process. 

Bulbul, Yavuzcan, and Ozel suggested a model named 
“Digital forensics: An Analytical Crime Scene Procedure 
Model (ACSPM)” which focused on procedures of crime 
scenes [48]. This multi-stage model tries to offer a series of 
evidence collection procedures and multiple tasks for the crime 
scene to support the investigation process. This proposed 
model is having some new suggested tasks like Crime scene 
examination, Evidence search, Potential evidence acquisition, 
System assurance and management. This model was incapable 
to focus on all electronic devices and all electronic pieces of 
evidence which needed to be collected during the investigation. 

Ohaeri and Esiefarienhe proposed a digital forensic model 
for network security management and information system. In 
this model digital forensic investigation stages were 
implemented as a security mechanism. The basic thought 
behind this model was to provide a detailed knowledge of the 
digital forensic technology practices in institutions, 
organizations, or companies [49]. The model is claimed to 
ensure uniqueness and effectiveness while succeeding to 
provide adequate, reliable, and effective security. But this 
model is not successfully achieving its goal of real-time 
dealing with the investigation. It is just like a traditional search 
method for investigation. According to the author, data 
integrity is justified while keeping the laws and rules of digital 
evidence but the model seems to fail in proper documentation 
of evidence. This can be raised finger on the integrity of 
evidence. 

Graeme Horsman proposed DERDS framework to support 
the digital forensic investigation. This model serves with 

logical decisions and the investigator those are experienced but 
lack confidence. This guidance model is a process flow for 
making the right judgment with the help of found digital 
evidence. The DERDS framework delivers three corridors- 
inferences, assumptions, or conclusions, for an investigator to 
test and search for the consistency of digital investigative [50]. 
But this model capacity is depending on the ability of the 
investigator or researcher. DERDS framework always needs a 
doorkeeper for proceeding further in the investigation and for 
key decisions during the investigation process. 

Author suggested a digital forensic investigation 
framework in our proposal, hoping to provide an optimistic 
method to researching cyber-attacks. This structure is mostly 
made up of four-fold. First, it aids in the digital forensic 
investigation model's preparation phase. Second, is the digital 
forensic inquiry model's examination step. The digital forensic 
investigation model's third phase, is collection. The fourth 
phase of the digital forensic investigation process is the 
examination, acquisition, reporting, and presentation. We 
proposed a simple and standard methodology that includes 
accurate documentation at each stage and attempts to cover all 
parts of the investigation. 

VI. CRITICAL EVALUATION OF THE PROPOSED FRAMEWORK 
The proposed framework is based on a holistic approach 

which is able to focus and combine all aspects of digital 
forensic investigation. The processes provided in the proposed 
framework is vital in investigation and provide more 
advantages. The proposed framework tries to cover all aspects 
of the investigation process and all predefined framework 
processes which show that this framework is enough 
comprehensive to cover whole aspects of the investigation. 
One of the important benefits of the proposed framework is 
fetching out potential evidence forensically to improve 
admissibility in a court of law. Table I is showing a 
comparison of the CD3F framework with some pre-existing 
frameworks. 

TABLE I. COMPARISON OF THE PROPOSED FRAMEWORK FROM PRE-EXISTING FRAMEWORKS 

 Framework Year Contribution Loophole Comparison from the proposed framework 

[1] Systematic Digital forensic 
Investigation Model [29] 2011 Model work for dynamic 

evidence & reconstruct events. 

The process is similar to 
old process like only the 
terms used are different. 

Proposed framework provide a less complex 
investigation path way to the investigator as 
well as compatible with the advance technology. 

[2] Integrated Digital Investigation 
Process Model[30] 2011 

Identifies the need for 
interaction with resources in 
right way. 

Proposed Interaction tool 
needs proper training & 
patience. 

Proposed framework can be used in any digital 
forensic investigation with only basic training of 
investigator. 

[3] Generic Digital forensic 
Framework[25] 2013 Set standard requirement for 

digital forensic investigation. 
Explained standard does 
not satisfy promise. 

Framework explains set of slandered required in 
each phase. 

[4] 
An analytical crime scene 
Proceeding Model 
(ACSPM)[26] 

2018 
Talk about management of 
digital evidence  & crime scene 
investigation 

Only focused on crime 
scene procedure. 

Proposed framework is focused on every aspect 
of investigation like crime scene investigation, 
evidence collection, analysis, lab examination 
etc. 

[5] 
Digital Evidence Reporting and 
Decision Support (DERDS) 
framework[27] 

2019 

Guidance model for the 
investigator, when to report 
findings to minimize unsafe 
disclosure of evidence 

Not 100% error-free & 
may not agree to report 
all evidence so that 
evidence may get lost. 

Clearly report all evidence so that it requires 
reinvestigation, evidence recall is unbiased. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

344 | P a g e  
www.ijacsa.thesai.org 

VII. SIGNIFICANCE OF STUDY 
The framework highlighted certain phase commonalities 

that may be regrouped to make the framework more logical. 
For example, Survey and Recognition could be part of 
Preparation, Documenting the Crime Scene could be part of 
Securing the Crime Scene, and Communication Shielding 
could be part of Securing the Crime Scene because these two 
independent phases in this model are actually part of Securing 
the Crime Scene. It's also possible to mix examination with 
analysis. These phrases were employed as different activities in 
the model, although their definitions are not just comparable, 
they also complement one other, which can lead to confusion if 
they are separated. The following are some advantages of the 
proposed framework. 

• In the proposed framework, a standardized process is 
used. This makes higher chances of extracting the 
potential evidence during the investigation. 

• The proposed framework is based on a holistic 
approach and the framework is also able to incorporate 
the existing frameworks, and thereby this framework 
could be used as a harmonized model during IoT 
environment investigation. 

• Throughout the whole process of the proposed 
framework integrity of collected potential evidence is 
preserved. 

• The proposed framework provides a less complex 
investigation pathway to the investigator as well as is 
compatible with advanced technology. 

• From a reinvestigation point of view, all useful 
information and all extracted evidence are preserved 
digitally. 

In the proposed framework, all processes can be executed 
continuously and also insuring the evidence admissibility in a 
court of law. The authors have involved the concurrent 
processes in the proposed framework as per guided in ISO/IEC 
27043: 2015 standards. A comparison with existing models by 
the table is also been done in this paper which will further 
bring out the efficiency of the proposed framework. 

VIII. CONCLUSION AND FUTURE WORK 
The author provided a framework for digital forensics in 

this study. As technology advances, so does the number of 
incidents of cybercrime. Over previous models, the suggested 
framework's level of comprehensive processes for each phase 
independently offers unique benefits. This is a framework that 
consists of steps that the investigator must follow during the 
investigation. It is a generic/universal framework that is not 
dependent on technology or limited to a set of tools. As a 
result, it will not be constrained by current technologies. The 
suggested framework is technology-neutral, it may be used in a 
variety of research platforms and scenarios. This framework 
could also be utilized in a variety of digital forensics cases. 
This study will help the different stake holders to detect the 
crime at a very early stage (as explained in the examination 
phase, step 2) by following the old recorder investigation 
footprint. This detection at an early stage can reduce the 

detection time of the crime and hence can reduce the further 
process time in the digital forensics investigation. 

Since CD3F only includes activities for on-site plane and 
lab work, the study described in this paper is clearly lacking. In 
order to maximize the process of its continued development, 
the proposed CD3F would need to be applied to a number of 
case studies with a methodical approach. It is acknowledged 
that the work still has some limitations in terms of future work. 
Despite the fact that the CD3F has previously been reviewed 
by a few knowledgeable experts in the area. As a result, as part 
of a bigger study, future work should involve a more thorough 
investigation by digital forensic investigators. The forensic 
laboratory's typical examination and analysis might also be 
covered by the CD3F in the upcoming work, which would help 
to ensure the work in more controlled environment. 

REFERENCES 
[1] Mousa, M. Karabatak and T. Mustafa, "Database Security Threats and 

Challenges," 2020 8th International Symposium on Digital Forensics 
and Security (ISDFS), 2020, pp. 1-5, doi: 
10.1109/ISDFS49300.2020.9116436. 

[2] The Hindu business (17 January 2018), India lagging in cyber security 
awareness. Available at :  [ https://www.thehindubusinessline.com/info-
tech/india-lagging-in-cyber-security-awareness/article9046626.ece ] 
access on – 2 June 2021 

[3] P. Čisar and Sanja Maravić Čisar, "Methodological frameworks of 
digital forensics," 2011 IEEE 9th International Symposium on 
Intelligent Systems and Informatics, 2011, pp. 343-347, doi: 
10.1109/SISY.2011.6034350. 

[4] Goel S. 2020. National cyber security strategy and the emergence of 
strong digital borders. Connections: The Quarterly Journal 19(1):73–86 
DOI 10.11610/Connections.19.1.07. 

[5] Reid R, Van Niekerk J. 2014. From information security to cyber 
security cultures—information security for South Africa. Piscataway: 
IEEE, 1–7. 

[6] CISA. 2020. Critical infrastructure sectors. Available at 
https://www.cisa.gov/critical-infrastructuresectors (access on April 11, 
2022) 

[7] Check Point Security Report. 2020. Check point research. Available at 
https://research.checkpoint. com/ 

[8] Wang D, Wang X, Zhang Y, Jin L. 2019. Detection of power grid 
disturbances and cyber-attacks based on machine learning. Journal of 
Information Security and Applications 46(27):42–52 DOI 
10.1016/j.jisa.2019.02.008. 

[9] Zolanvari M, Teixeira MA, Gupta L, Khan KM, Jain R. 2019. Machine 
learning-based network vulnerability analysis of industrial Internet of 
Things. IEEE Internet of Things Journal 6(4):6822–6834 DOI 
10.1109/JIOT.2019.2912022. 

[10]  Canbek G, Sagiroglu Ş, Temizel TT. 2018. New techniques in profiling 
big datasets for machine learning with a concise review of android 
mobile malware datasets. In: 2018 International Congress on Big Data, 
Deep Learning and Fighting Cyber Terrorism (IBIGDELFT). 117–121. 

[11] Moorthy RS, Pabitha P. 2020. Optimal detection of phising attack using 
SCA based K-NN. Procedia Computer Science 171(5):1716–1725 DOI 
10.1016/j.procs.2020.04.184. 

[12] Ngejane CH, Mabuza-Hocquet G, Eloff JH, Lefophane S. 2018. 
Mitigating online sexual grooming cybercrime on social media using 
machine learning: a desktop survey. In: 2018 International Conference 
on Advances in Big Data, Computing and Data Communication Systems 
(icABCD). Piscataway: IEEE, 1–6. 

[13] Gurjar M, Naik P, Mujumdar G, Vaidya T. 2018. Stock market 
prediction using ANN. International Research Journal of Engineering 
and Technology 5:2758–2761. 

[14] Wheeler AP, Steenbeek W. 2020. Mapping the risk terrain for crime 
using machine learning. Epub ahead of print 24 April 2020. Journal of 
Quantitative Criminology DOI 10.1007/s10940-020-09457-7. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

345 | P a g e  
www.ijacsa.thesai.org 

[15] Zulfadhilah M, Prayudi Y, Riadi I. 2016. Cyber profiling using log 
analysis and k-means clustering. International Journal of Advanced 
Computer Science and Applications 7(7):430–435 DOI 
10.14569/IJACSA.2016.070759. 

[16] Biswas AA, Basak S. 2019. Forecasting the trends and pattems of crime 
in Bangladesh using machine learning model. In: 2nd International 
Conference on Intelligent Communication and Computational 
Techniques (ICCT). Piscataway: IEEE, 114–118. 

[17] Bharathi ST, Indrani B, Prabakar MA. 2017. A supervised learning 
approach for criminal identification using similarity measures and K-
Medoids clustering. In: ICICICT. Piscataway: IEEE, 646–653. 

[18] Lin YL, Chen TY, Yu LC. 2017. Using machine learning to assist crime 
prevention. In: 6th IIAI International Congress on Advanced Applied 
Informatics (IIAI-AAI). Piscataway: IEEE, 1029–1030. 

[19] M. Reith, C. Carr, and G. Gunsch, “An examination of digital forensic 
models” international journal of digital evidence, 2002. 

[20] S. A. Ali, S. Memon, and F. Sahito, “Challenges and solutions in cloud 
forensics” in Proceedings of the 2018 2nd International Conference on 
Cloud and Big Data Computing. ACM, 2018, pp. 6–10 

[21] S. Raghavan, “Digital forensic research: current state of the art”,‖ CSI 
Transactions on ICT, vol. 1, no. 1, pp. 91–114, 2013. 

[22] Al-Masri, E., Bai, Y., & Li, J. (2018). “A Fog-Based Digital Forensics 
Investigation Framework for IoT Systems”. 2018 IEEE International 
Conference on Smart Cloud (SmartCloud). 
doi:10.1109/smartcloud.2018.00040 

[23] Bonomi, F., Milito, R., Zhu, J. and Addepalli, S., 2012, August. Fog 
computing and its role in the internet of things. In Proceedings of the 
first edition of the MCC workshop on Mobile cloud computing (pp.13-
16). ACM. 

[24] Islam, M. J., Mahin, M., Khatun, A., Debnath, B. C., & Kabir, S. (2019). 
Digital Forensic Investigation Framework for Internet of Things (IoT): 
A Comprehensive Approach. 2019 1st International Conference on 
Advances in Science, Engineering and Robotics Technology 
(ICASERT). doi:10.1109/icasert.2019.8934707 

[25] Luan, T.H., Gao, L., Li, Z., Xiang, Y., Wei, G. and Sun, L., 2015. Fog 
computing: Focusing on mobile users at the edge. arXiv preprint 
arXiv:1502.01815. 

[26] Kaur Chahal J, Bhandari A, Behal S. 2019. Distributed Denial of service 
attacks: a threat or challenge. New Review of Information Networking 
24(1):31–103 DOI 10.1080/13614576.2019.1611468. 

[27] Sahingoz OK, Buber E, Demir O, Diri B. 2019. Machine learning based 
phishing detection from URLs. Expert Systems with Applications 
117(4):345–357 DOI 10.1016/j.eswa.2018.09.029. 

[28] Biju JM, Gopal N, Prakash AJ. 2019. Cyber attacks and its different 
types. International Research Journal of Engineering and Technology 
6(3):4849–4852 

[29] Mitnick KD, Simon WL. 2009. The art of intrusion: the real stories 
behind the exploits of hackers, intruders and deceivers. Hoboken: John 
Wiley & Sons 

[30] Breda F, Barbosa H, Morais T. 2017. Social engineering and cyber 
security. International Technology, Education and Development 
Conference 3(3):106–108 

[31] Kagita MK, Thilakarathne N, Gadekallu TR, Maddikunta PKR, Singh S. 
2020. A review on cyber crimes on the Internet of Things. arXiv. 
Available at http://arxiv.org/abs/2009.05708 

[32] Rewari S, Singh W. 2017. Systematic review of crime data analytics. In: 
International Conference on Power, Control, Signals and 
Instrumentation Engineering (ICPCSI). Piscataway: IEEE, 3042–3045 

[33] Hassan M, Rahman MZ. 2017. Crime news analysis: location and story 
detection. In: 20th International Conference of Computer and 
Information Technology (ICCIT). Piscataway: IEEE, 1–6 

[34] Zhao X, Tang J. 2017. Exploring transfer learning for crime prediction. 
In: IEEE International Conference on Data Mining Workshops 
(ICDMW). Piscataway: IEEE, 1158–1159 

[35] Vineeth KRS, Pandey A, Pradhan T. 2016. A novel approach for 
intelligent crime pattern discovery and prediction. In: International 
Conference on Advanced Communication Control and Computing 
Technologies (ICACCCT). Piscataway: IEEE, 531–538. 

[36] Feng M, Zheng J, Han Y, Ren J, Liu Q. 2018. Big data analytics and 
mining for crime data analysis, visualization and prediction. In: 
International Conference on Brain Inspired Cognitive Systems. Cham: 
Springer, 605–614. 

[37] Bharati A, Sarvanaguru RAK. 2018. Crime prediction and analysis using 
machine learning. International Research Journal of Engineering and 
Technology 5(9):1037–1042 

[38] Kim S, Joshi P, Kalsi PS, Taheri P. 2018. Crime analysis through 
machine learning. In: 2018 IEEE 9th Annual Information Technology, 
Electronics and Mobile Communication Conference (IEMCON). 
Piscataway: IEEE, 415–420.  

[39] Chandrasekar A, Raj AS, Kumar P. 2015. Crime prediction and 
classification in San Francisco City. Available at 
http://http://cs229.stanford.edu/proj2015/228_report.pdf. 

[40] Alves LGA, Ribeiro HV, Rodrigues FA. 2018. Crime prediction through 
urban metrics and statistical learning. Physica A: Statistical Mechanics 
and its Applications 505:435–443 DOI 10.1016/j.physa.2018.03.084. 

[41] Kumar A, Verma A, Shinde G, Sukhdeve Y, Lal N. 2020. Crime 
prediction using K-nearest neighboring algorithm. In: 2020 International 
Conference on Emerging Trends in Information Technology and 
Engineering. Piscataway: IEEE, 1–4. 

[42] Jang-Jaccard J, Nepal S. 2014. A survey of emerging threats in 
cybersecurity. Journal of Computer and System Sciences 80(5):973–993 
DOI 10.1016/j.jcss.2014.02.005. 

[43] Verma D, Yarlagadda R, Gartner SS, Felmlee D. 2019. Understanding 
patterns of terrorism in india (2007–2017) using artificial intelligence 
machine learning. International Journal of Technology, Knowledge, and 
Society 15(4):23–39 DOI 10.18848/1832-3669/CGP/v15i04/23-39 

[44] Arora T, Sharma M, Khatri SK. 2019. Detection of cyber crime on 
social media using random forest algorithm. In: 2nd International 
Conference on Power Energy, Environment and Intelligent Control 
(PEEIC). Piscataway: IEEE, 47–51 

[45] Ghankutkar S, Sarkar N, Gajbhiye P, Yadav S, Kalbande D, 
Bakereywala N. 2019. Modelling machine learning for analysing crime 
news. In: 2019 International Conference on Advances in Computing, 
Communication and Control (ICAC3). 1–5 

[46] Ch R, Gadekallu TR, Abidi MH, Al-Ahmari A. 2020. Computational 
system to classify cyber crime offenses using machine learning. 
Sustainability 12(10):4087 DOI 10.3390/su12104087. 

[47] P. M. Dimpe and O. P. Kogeda, "Generic Digital Forensic 
Requirements," 2018 Open Innovations Conference (OI), 2018, pp. 240-
245, doi: 10.1109/OI.2018.8535924. 

[48] Bulbul, H.I., Yavuzcan, H.G., and Ozel,M., Digital forensics: An 
Analytical Crime Scene Procedure Model (ACSPM), Forensic Science 
International, Volume 233, Issues 1–3, (2013) Pages 244-256, ISSN 
0379-0738, doi:10.1016/j.forsciint.2013.09.007. 

[49] I. U. Ohaeri and B. M. Esiefarienhe, "Digital Forensic Process Model 
for Information System and Network Security Management," 2018 
International Conference on Computational Science and Computational 
Intelligence (CSCI), 2018, pp. 65-70, doi: 
10.1109/CSCI46756.2018.00020. 

[50] Horsman G. ,Formalising investigative decision making in digital 
forensics: Proposing the Digital Evidence Reporting and Decision 
Support (DERDS) framework, Digital Investigation, Volume 28, (2019), 
Pages 146-151, ISSN 1742-2876, doi. :10.1016/j.diin.2019.01.007. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

346 | P a g e  
www.ijacsa.thesai.org 

Deep Learning and Classification Algorithms for 
COVID-19 Detection 

Mr. Mohammed Sidheeque1 

Research scholar, School of 
Computer Science 

Engineering & Applications 
Bharathidasan University 

Tamil Nādu, India 

Dr. P. Sumathy2 
Assistant Professor, School of 

Computer Science 
Engineering & Applications 

Bharathidasan University 
Tamil Nādu, India 

Dr. Abdul Gafur. M3 
Principal 

Ilahia College of Engineering and 
Technology 

Ernakulam, Kerala 
India 

 
 

Abstract—The imaging modalities of chest X-rays and 
computed tomography (CT) are commonly utilized to quickly 
and accurately diagnose COVID-19. Due to time and human 
error, it is exceedingly difficult to manually identify the infection 
using radio imaging. COVID-19 identification is being 
mechanized and improved with the use of artificial intelligence 
(AI) tools that have already showed promise. This study employs 
the following methodology: The chest footage was pre-processed 
by setting equalizing the histogram, sharpening it, and so on. The 
transformed chest images are then retrieved through shallow and 
high-level feature mapping over the backbone network. To 
further improve the classification performance of the 
convolutional neural network, the model uses self-attained 
mechanism through feature maps. Numerous simulations show 
that CT image classification and augmentation may be 
accomplished with higher efficiency and flexibility using the 
Inception-Resnet convolutional neural network than with 
traditional segmentation methods. The experiment illustrates the 
association between model accuracy, model loss, and epoch. 
Inception-statistical Resnet's measurement results are 98%, 
91%, 91%. 

Keywords—Deep Learning; COVID-19; classification; artificial 
intelligence 

I. INTRODUCTION 
COVID-19, a new strain of the Coronavirus, was initially 

discovered in Wuhan, China in December of this year and has 
since spread rapidly over the globe [1, 2]. SARS-CoV-2, the 
virus that causes the disease, has infected millions of 
individuals throughout the globe. After infecting throat 
mucosa, COVID-19 may move to lungs through respiratory 
tract. In order to stop the spread of COVID-19 and expedite 
treatment, it is critical to quickly screen, identify, and isolate 
people who have the illness. Medical imaging, such as CXR 
and CT scans, have been shown to accurately diagnose 
COVID-19 infection and are now frequently utilized in disease 
screening [3–5]. However, owing to the disease's recent origins 
and resemblances to other respiratory conditions such as 
pneumonia, proper interpretation of findings via pictures 
presents various difficulties. Achieving a reliable diagnosis of 
COVID-19 is difficult and time consuming because of its 
complexity [6-10]. Only radiologists are qualified to conduct 
this work. Healthcare personnel all throughout the globe have a 

difficult task as a result of this epidemic. Many patients' test 
findings must be analyzed over a period of time. In recent 
years, there has been a growth in the need for clinical 
assistance for COVID-19 patients' treatment [11,12]. In order 
to meet the needs of a large number of patients, image analysis 
on medical pictures combined with decision support systems 
may give an accurate and speedy diagnosis of illness. While 
radiologists can spend up to 10 minutes reviewing CT scans 
manually, decision support systems can do the same in less 
than a minute. Although COVID-19 may induce major organ 
malfunction, such as pneumonia and renal failure, it can also 
lead to mortality (Fleuren, Tonutti et al., 2021). As a result, 
early detection of COVID-19 patients is critical. The illness 
continues to spread since the patient is not isolated after the 
PCR test, which was used to diagnose COVID-19. 

The rest of the paper is organized as follows; Section II 
describes about the related work; Section III describes 
proposed model; Section IV describes about the deep residual 
networks; Section V describes about results and discussions; 
Section VI describes about conclusions. 

II. RELATED WORK 
Deep learning may be classified into unsupervised, 

supervised, and semi-supervised learning depending on the 
training dataset's labels. Images are all tagged via supervised 
learning, and the model is tuned using these image-label 
pairings. A probability score will be generated for each testing 
picture based on the model's optimum parameters [15]. It's 
possible to use unsupervised learning to discover patterns or 
hidden data structures without providing any labels to the 
model beforehand. In this case, the model learns input-output 
relationships from the labelled data and is enhanced by the 
unlabeled data, which contains more semantic and fine-grained 
information. Semi-supervised learning is a term for this sort of 
learning method [13]. We'll cover the most popular 
frameworks for each of these learning paradigms. The three 
broad methodologies mentioned here may be integrated with 
other learning standards for enhanced medical image 
processing performance. The general classification of the 
radiography image is represented in Fig. 1. The chest X-Ray 
images of various formats are represented in Fig. 2. 
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Fig. 1. General Classification of Radiography Images. 

    
                (a)               (b)             (c)                (d) 

Fig. 2. Chest X ray Images (a) Covid 19, (b) Bacterial Pneumonia (c) Viral Pneumonia (d) Normal. 

III. PROPOSED MODEL 
Presently, the most popular machine learning method is the 

convolution neural network (CNN), a kind of deep artificial 
neural network with superior feature extraction and 
identification capabilities [14, 15]. One of its most 
distinguishing characteristics is weight sharing, which 
drastically decreases the network complexity and total weights 
[16]. With numerous convolution layer, followed by pooling 
layer, activation functions like softmax. ReLu, and fully 
connected layers reduce the loss function to a minimum. 

The ultimate result of a typical CNN network structure is 
often one or more fully-connected layers [17, 18, 19], however 
the network itself is typically composed of convolutional and 
pooling layers. The final output of the layer is obtained by 
applying a bias to fully connected layer and activation function. 

𝐷𝑗𝑙 = 𝑓 �∑ 𝐷𝑗𝑙−1. ℎ𝑖𝑗𝑙 + 𝑣𝑖𝑙𝐷∈𝑀𝑗 �            (1) 

The Eq. 1 illustrates this process. feature map is represented 
as 𝐷𝑗𝑙  , excitation function is shown as 𝑓, input feature maps is 
shown as 𝑀, convolution operation is mentioned as . , and bias 
term is represented as ℎ. 

IV. DEEP RESIDUAL NETWORKS 
ResNet is built on top of deeper networks, the theoretical 

foundation of which is described in [20, 21]. There are 50, 101, 
and 152 nodes in a traditional ResNet network. The 2015-
ILSVRC competition was won by a CNN with 152 layers. In 
addition, ResNet improves by 28% on the well-known 
cOco132 example dataset for image recognition [22, 23]. For 
the most part, ResNet takes use of the concept of bypass 
channels in the "road network," as seen in the mathematical Eq. 
2 and Eq. 3. 

𝑔(𝑦𝑦𝑖) = 𝑓(𝑦𝑦𝑖) + 𝑦𝑦𝑖              (2) 

𝑓(𝑦𝑦𝑖) = 𝑔(𝑦𝑦𝑖) − 𝑦𝑦𝑖              (3) 

The transformed signal, denoted by 𝑓 in Eq. 2 and Eq. 3, is 
defined in relation to the input signal, 𝑦𝑦𝑖 . A side-channel adds 
the first input to 𝑓(𝑦𝑦𝑖). When computing the residual in Eq. 4, 
𝑔(𝑦𝑦𝑖) is employed. In order to facilitate communication across 
layers, ResNet deploys "shortcut channels" inside those levels; 
in contrast to the gates used in traditional highway networks, 
however, these gates are both data-agnostic and parameter-free. 
They stand for the non-residual functions of a highway system 
after the bypass route has been closed. A linear direct mapping 

Radiography 
image 

Classification 

Normal 

Pneumonia 

Others 

Bacterial 
Pneumonia 

Viral 
Pneumonia 

Corona virus 

Others 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

348 | P a g e  
www.ijacsa.thesai.org 

𝑦𝑦 → 𝑦𝑦𝑖  and a nonlinear mapping F are both possible 
components of the submodule 𝑓(𝑦𝑦𝑖) . Once the learning 
algorithm determines that the direct mapping, 𝑦𝑦 → 𝑦𝑦𝑖, is best, it 
may simply zero out the weight parameters of the nonlinear 
mapping 𝑓(𝑦𝑦𝑖). When there is no one-to-one mapping, it might 
be challenging to learn a linear mapping from a nonlinear 
function 𝑓(𝑦𝑦𝑖)  [24, 25]. On the other hand, with ResNet, 
residual information is continuously sent and the shortcut 
channel is never closed. In order for ResNet to circumvent the 
gradient reduction issue, it makes use of residual links, which 
are rapid channel connections that speed up the fusing of deep 
networks. The architecture of ResNet50 is shown in Fig. 3. 

 
Fig. 3. ResNet Network Architecture. 

Algorithm: 

Input: Feature vector from CNN model(F), Size of F(S), F 
average (Avg), F Standard Deviation (SD), Threshold (T), 
Parameter Tuning (𝐹𝐹(𝑋) 
Output: Reduced Feature (OF) 
Step 1: 𝐹𝐹𝐼𝐼𝑎𝐼𝐼𝑢𝑟𝐼𝐼 𝑅𝐼𝐼𝐼𝐼𝑢𝑐𝐼𝐼𝐼𝐼𝑜𝐼𝐼 (𝐹𝐹, 𝑆𝐷,𝐴𝑣𝑔,𝑇) 
Step 2: Begin 
Step 3: 𝑂𝐹𝐹 = 𝐹𝐹 
Step 4:  𝐹𝐹𝑜𝑟 𝐼𝐼 = 1 𝐼𝐼𝑜 𝑆 𝐼𝐼𝑜 
Step 5:   𝑋 = 𝑆𝐷/𝑂𝐹𝐹[𝐼𝐼] 
Step 6   𝑌 = 𝐴𝑣𝑔/𝑂𝐹𝐹[𝐼𝐼] 
Step 7:  𝐼𝐼𝑓 𝑋 > 𝑇 𝑎𝐼𝐼𝐼𝐼 𝑌 > 𝑇 
Step 8: Parameter Tuning  

𝐹𝐹(𝑋) = 𝐹𝐹(𝑋) ± 𝑋 𝑎𝐼𝐼𝐼𝐼 𝐹𝐹(𝑌) = 𝐹𝐹(𝑌) ± 𝑌  

Step 9:      𝑂𝐹𝐹[𝐼𝐼] =[] 
Step 10:  end if 
Step 11: end for 
Step 12: end 

V. RESULTS AND DISCUSSIONS 
We started by analysing X-ray and CT scans of the lungs 

taken from a wide range of patients and healthy individuals 
(https://www.kaggle.com/datasets/tawsifurrahman/covid19-
radiography-database). We gathered X-ray and CT scans of the 
lungs from 2045 healthy controls, 785 mild cases, and 130 
severe cases of COVID-19. Data sets were obtained and 
manually annotated by expert imaging specialists, and pictures 
were utilised with patient and hospital permission. Ethical 
clearance is given by the institution's review board. A total of 
2960 samples were obtained. All pictures were exactly 299 
pixels in width and height. Table II displays the experimental 
data distribution. We combine COVID-19 features with 
clinical knowledge to segment the lesion area, to train a neural 
network to predict COVID-19 diagnoses, ultimately narrowing 
down the features to 20 that have the highest diagnostic value. 
This offers a non-invasive technique for detecting COVID-19 
in advance. 

Chest X-Ray images from Kaggle: 6110 pre-processed 
images are used for training and testing. If model can train in a 
shorter time, this means that model will be more efficient at 
more training iterations. As it can be seen on the Table I below 
DenseNet-121model is more in the aspect of time. It is 
common knowledge that classification algorithms are 
evaluated based on parameters like specificity, sensitivity, and 
accuracy as shown in Eq. (4), Eq. (5), and Eq. (6). And 
proposed model attain values are mentioned in Table II. 
Accuracy is defined as the ratio of correctly categorized 
instances to the total number of examples. The output images 
are represented in Table III. Proposed method compared with 
the existing method are shown in Table IV. 

Accuracy is compared with number epoch as shown in Fig. 
3. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

             (4) 

𝑆𝐼𝐼𝐼𝐼𝑠𝐼𝐼𝐼𝐼𝐼𝐼𝑣𝐼𝐼𝐼𝐼𝑦𝑦 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

             (5) 

𝑆𝑝𝐼𝐼𝑐𝐼𝐼𝑓𝐼𝐼𝑐𝐼𝐼𝐼𝐼𝑦𝑦 = 𝑇𝑁
𝑇𝑁+𝐹𝑃

             (6) 

  

Weight Layer 

Weight Layer 

𝐹𝐹(𝑦𝑦) 

𝐹𝐹(𝑦𝑦) = 𝐹𝐹(𝑦𝑦) ± 𝑦𝑦 

𝑦𝑦 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑦𝑦 𝑦𝑦 

https://www.kaggle.com/datasets/tawsifurrahman/covid19-radiography-database
https://www.kaggle.com/datasets/tawsifurrahman/covid19-radiography-database
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TABLE I. DEEP LEARNING BASED CLASSIFICATION 

Year Author Model Dataset Application Remarks 

       Supervised classification 

2019 Schlemper et al. 
AG-Sononet: 
attention-gated 
model 

ChestX-ray14 
image plane 
classification using 2D 
fetal ultrasound 

To better leverage local information and aggregate 
attention vectors at various sizes for final prediction, 
Baumgartner et al. (2017) integrated grid attention.  

2018 Guan et al. 
AG-CNN: an 
attention guided 
CNN 

Private dataset 
chest X-rays Thorax 
disease 
classification  

The global picture was parsed for discriminative 
areas using an attention mechanism, and those 
regions were utilized to train a local CNN node 

       Unsupervised image synthesis 

2018 Wu et al.  cGAN DDSM dataset Mammogram 
classification 

Using labels of malignant and non-malignant to 
exercise control over the development of a certain 
kind of lesion. 

2018 Frid-Adar et al. ACGAN Private dataset CT liver lesion 
classification Analyzing the differences in performance of GAN's  

       Self-supervised learning based classification 

2019 Chen et al., Common CNN 
Structure Private dataset Fetal ultrasound image 

plane classification 
Developing a novel context-restored self-supervised 
method 

2021 Azizi et al. 
MICLe: 
based on 
SimCLR 

CheXpert, and 
private dataset 

Chest X-Ray Image 
classification 

Proposing a novel contrastive learning strategy 
based on SimCLR that uses several pictures for self-
supervised pre-training. 

2021 Vu et al.  MedAug: 
Based on MoCo CheXpert Pleural effusion based 

chest X-ray classification 
Self-supervised pre-training outperforms ImageNet 
pre-training. 

2021 Zhou et al Models Genesis LUNA 2016 CT lung nodule for false 
positive reduction. 

Combining four self-supervised techniques to learn 
from diverse viewpoints (appearance, texture, and 
context) 

TABLE II. PROPOSED MODEL TRAINING TIME AND ACCURACY RATE 

Model Training Time Accuracy Rate Accuracy on Testing Data 
ResNet   512 secs 88.7    4/100 
DenseNet   248 secs 84.9    6/100 
Featured ResNet  214 secs  88.2   6/100  

TABLE III. OUTPUT IMAGES CLASSIFICATION 

Normal 

    

Mild 

    

Severe 
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TABLE IV. PROPOSED CNN VS. EXISTING CNNS 

Deep Models Accuracy Sensitivity Specificity TP FP FN TN MCC F Score 
Squeeze Net 97.874 0.9 0.9 609 19 20 618 0.92 0.95 

DenseNet201  97.564 0.9 0.89 610 25 18 612 0.92 0.96 
Xception  96.644 0.89 0.89 624 29 28 634 0.92 0.94 
Inceptionv3  98.044 0.91 0.91 610 24 26 612 0.92 0.94 

Google Net 97.344 0.9 0.89 609 26 20 614 0.92 0.95 
Resnet50  97.574 0.89 0.89 613 22 21 614 0.93 0.94 

VI. CONCLUSION 
The approach described in this work has been developed 

primarily for the purpose of making early and definitive 
diagnoses for patients, although it has broad use in pathological 
categorization and prognosis prediction. When compared to the 
riskier and slower nasal swab, CNN is a preferable approach 
for identifying people infected with COVID-19. Importantly, 
the proposed approach allows for a multiclass diagnosis with 
other pulmonary disorders, which is important since many of 
these diseases may have startling similarities in their symptoms 
and consequences on the lungs. The superiority of CNN 
models like COVDC-Net in real-world applications may soon 
become apparent, rendering other testing obsolete. Another 
advantage of AI-assisted diagnosis is that it may be quickly 
scaled to existing hospitals and clinics using X-ray machines, 
without the need for specialised infrastructure and testing 
equipment. We want to improve the suggested model's 
robustness in the future by testing it on a more comprehensive 
range of pulmonary disorders. 
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Abstract—This study examines the consumer’s visual 

attention toward gamification options while watching the OTT 

(Over-the-top) online content. Also, the impact of gamification on 

user engagement (UE) on the OTT platform was studied using 

data collected by conducting an eye-tracking experiment and 

subsequently using a user engagement scale (UES). The study 

was carried out at the marketing and behavioural lab of a 

management institute in India using the OTT platform website 

and Tobii eye-tracker. Empirical data was collected from 52 

respondents within the age group between 23 to 35 years. The 

relation between Attention to Gamification (AG), Reward 

Satisfaction (RS), and User Engagement (UE) were studied by 

running a mediating linear regression analysis. From the results, 

it was found that respondents were equally interested in 

watching the online content as well as ready to explore the 

gamification options. The research findings demonstrate that 

Reward Satisfaction (RS) acted as a mediating factor in the 

relation between Attention to Gamification (AG) and User 

Engagement (UE). This study adds to the literature on consumer 

engagement towards gamification on the OTT platform, where 

the literature is still limited. Future research could consider 

mobile apps as a platform to undertake the study. This study 

aimed to empirically test the effect of AG on UE with the 

involvement of RS as a mediator. The study is the first of its type 

to use eye-tracking data to understand the impact of gamification 

on the OTT platform. 

Keywords—Gamification; user engagement; eye-tracking; OTT 

(Over-the-top); reward; visual attention 

I. INTRODUCTION 

Technology is proliferating, and the internet offers a new 
way of entertainment, which has augmented the adoption of 
Over-the-top (OTT) media. The OTT platforms are a 
significant by-product of the expansion and exploration of 
digital media. The OTT market is anticipated to grow at a 
compounded annual growth rate (CAGR) of 14.3 % to reach 
US $86.80 billion by 2026 [1]. This growth is due to easily 
accessible and inexpensive internet connections and low-cost 
subscription-based OTT platforms. With technological 
advancements in handheld devices, viewers can see content, 
including videos, movies, series, etc., anytime and anywhere. 
OTT service platforms like Netflix, Disney Hotstar, Amazon 
Prime, Discovery Plus, YouTube, EPIC ON, ZEE5, and others 
enable viewing movies, series, TV shows, and other content at 
a click. The OTT market has steadily and slowly shaken the 

linear, complex, and vertically unified television distribution 
industry, which has been dominated for years by traditional 
pay television channels [2]. The stagnancy of the conventional 
television market created a vacuum in the media market. OTT 
platforms have seized this chance to strategize about how to 
engage with their customers more effectively, micro-target 
them, customize their products, and take advantage of the 
impending media collapse. This has eventually created an 
inspiring and level-playing scenario for OTT content providers 
[3]. Thus, to stay in the competition, many OTT platforms have 
implemented gamification to provide value-added engagement 
to customers [4]. Gamification is implemented to increase 
awareness about the gamified platform, achieve a prominent 
presence in the market, develop its user base, strengthen the 
bonds with the viewers, and improve consumer engagement. 

With multiple players in the OTT market, operators aim to 
understand and offer services that cater to the viewer’s demand 
by analysing the subscriber’s preferences, thereby transforming 
how consumers consume online media content. The streaming 
platforms provide viewers with the freedom to select and 
access the content of their choice. Many platform providers 
have adopted operational changes concerning content creation, 
representation, and delivery to attract customers and gain their 
loyalty, as well as the introduction of gamification to 
encourage customers to participate actively. Games are 
essential to motivation and engagement when applied to 
interactive platforms [5]. Gamification refers to playing games 
on the platform to achieve rewards that can be redeemed in 
return and generate consumer engagement [6]. It is a concept 
of improving services with value addition to gaming 
experiences [7]. With gamification, consumers play games and 
enjoy the experience, irrespective of the result, thus increasing 
their involvement with the gamified platform [8] [9]. With 
gamification tools, consumers participate in interactive games, 
puzzles, questions, fantasy points, leader boards, bids, auctions, 
badges, feedback challenges, performance or game progress 
bars, lotteries, countdowns, and other options alongside 
viewing content. Affordances (points, badges, and leader 
boards) in gamification are the elements that form game 
structure and induce gameful experiences. The user interfaces 
with gamification and rewards (incentive to play games) shape 
consumer behaviour [8]. Gamification has attracted many 
retailers and e-commerce giants to include it for engaging 
customers with loyalty programs, impacting consumers' buying 
decisions and incremental sales [10]. The point-of-purchase 
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marketing was improved for offline and online stores that 
included gamification in the purchase process [11]. 
Gamification impacts viewers' behavioral outcomes, increasing 
platform involvement, and engagement [7]. Gamification in the 
marketing campaign comprises four levels: “attract, engage, 
retain, and reward” [12], with the ultimate goal of enhancing 
participation. Investigating gamification implementation in the 
context of the OTT platform is of significant importance as the 
OTT platforms are featured with online content viewing, which 
leads to involvement, interaction, and playful machination of 
the everyday world. Gamification enhances motivation [13]; 
therefore, the impact of gamification on customers' intention to 
engage on the OTT platform deserves investigation. 

Concerning the OTT platforms, studies have mainly 
concentrated on examining the factors impacting the adaption 
and adoption of OTT platforms by the viewers [14]. Other 
studies include the OTT business models and approaches for 
business extension [15]. Even though OTT platforms have 
become part of everyday media, the studies related to the 
adoption and effect of gamification on OTT platforms are 
limited. ZEE5 (OTT platform) started ZEE5 Super Family 
(ZSF), a gaming experience for fictional content viewers [4]. 
EPIC ON has incorporated games that let the viewers redeem 
the rewards with coupons and discounts. Thus, this study tries 
to understand if implementing gamification on the OTT 
platforms improves customer engagement with the following 
research questions- 

RQ1: Does the customer pay equal attention to the 
gamification option while watching the online content on the 
OTT platform? 

RQ2: Does the option to earn rewards on playing the game 
act as a mediator between attention to gamification and 
customer engagement on the OTT platform? 

To address the above research questions, this study 
considered the EPIC ON OTT website platform and collected 
users’ visual attention data from an eye-tracking device to 
investigate the effectiveness of gamification on OTT. Indian 
OTT market is set to arise as the next biggest OTT market to 
reach the value of ₹ 138 billion by the end of the financial year 
2023 with an estimated growth of 45%, following the USA [3]. 
OTT platforms have therefore been forced to implement 
structural changes to improve user engagement and retention. 
Many OTT service providers have embedded gamification into 
their platforms. This technological and structural update 
provides an important context that answers the research 
questions. 

The objective of this study is two-fold. Firstly, a lab 
experiment was conducted using eye-tracking software to 
investigate customers' visual attention towards the option to 
watch and play the game on the OTT platform. Secondly, the 
study examined the impact of reward as a mediator for 
attention to gamification and user engagement. With the 
growing competitive environment in the local and international 
media marketplaces produced by global OTT services, it is 
vital to develop a new strategy for each OTT service through 
research that considers the viability of novel techniques like 
gamification. As of yet, the OTT platform is used to view 
content, but playing games on the OTT platform while 

watching content is a new concept. The results from this study 
contribute to the body of literature on OTT-based gamification 
and provide developers an insight into whether the 
implementation of gamification on OTT is feasible. 

The remainder of this research paper is comprised as 
follows. First, the report starts with the literature review and 
formulates the hypotheses. Then, the paper presents the 
methods and outcome of the analysis. Thirdly, arguments on 
the findings and implications are mentioned. Lastly, the report 
provides limitations and directions for future research. 

II. LITERATURE REVIEW 

A. Gamification Research 

Extensive use of the term gamification started an era ago 
[16]. Since its commencement, it has been implemented in 
diverse fields, including computer sciences, educational 
scenarios, the health care sector, tourism, governance, research, 
and marketing [17][18][19], to name a few. Gamification 
means utilizing game elements and collaborating with various 
platforms to improve engagement. It is an approach to 
implementing game design components in the non-gaming 
environment [16]. Gamification has been defined as “the 
process of using game mechanics with other forms of 
technology to increase engagement” [20]. Most of the 
description of gamification that has been published state that it 
adopts game-like strategies in non-game contexts and can 
engage users and produce value that users perceive [21]. When 
implementing gamification, the creation of customer 
engagement is necessary. If the users do not experience 
participation, the whole gamification process fails [7][6][16]. 

A few quantitative research studies have shown the causal 
relationship between gamification, purchasing decisions, and 
customer engagement. In human-computer interaction, "user 
engagement" describes how people interrelate with the 
technology that fascinates them. A study by [22] stated that 
gamification improves adoption via playfulness, making 
consumers curious about the innovative features and their 
relative advantage. With gamification, consumers comment on 
products or services, give reviews, and share the content, 
increasing active users and repeated visits [23]. Gamification 
consists of stages like- appeal, involve, hold, and monetize 
[12], with the final goal to engage customers on the platform 
[24]. Involvement in technology results in engagement from 
the interaction between an emotional, cognitive, and 
behavioural relationship [25]. Gamification has been 
successfully applied across the learning management system 
for the students, motivating and generating interest in the 
subjects [26]. Employee engagement and job interest have been 
seen to be improved with gamification [9]. Thus, much of the 
research in the past has focused on understanding the role of 
gamification in encouraging customer participation and 
enhancing engagement in areas including social media, e-
commerce, fitness apps, etc. Previous researchers have 
considered engagement and its effect on users; these ideas 
involve studies related to loyalty [27][28], pleasure [27], 
conviction [29], commitment and emotional connection [30]. 
However, gamification has been implemented recently in the 
case of OTT platforms, so the research conducted to 
understand the influence on viewer engagement is limited [31]. 
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Providing options to play games on the OTT platform offers 
gameful experiences for the users regardless of the outcomes 
[7]. The present work attempts to study the gap using an 
experimental design in a lab setting with an eye-tracking tool. 

B. OTT Platform 

The increased internet penetration and availability of 
multiple media platforms have stimulated video consumption 
via digital platforms. OTT service platforms, adopted from the 
TV set-top box, distribute video content using internet 
protocol. Reference [32] indicated that there had been a 
growing tendency toward the consumption of OTT platform 
content compared to traditional TV. Bypassing cable and 
satellite transmission, OTT video streaming services are 
defined as digital platforms providing consumers with 
handpicked content worldwide. A study by [33] stated that the 
pattern of complete streaming seasons for instant consumption 
has acted as a seed for the change from the television viewing 
culture to OTT content viewing. With the rapid growth in the 
media market, research studies have focused on user 
acceptance behaviour towards OTT platforms. Studies show 
that the content streamed over the platform and the 
involvement of consumers with it has played an essential role 
in consumers' reception and loyalty to the forum. This has led 
to unique content on the OTT platform that ensures enhanced 
experiences and consumer engagement [1]. Previous studies on 
consumer behaviour towards OTT platforms adopted 
expectation confirmation theory (ECT) [34] to understand the 
continued use intention of the consumers. The technology 
acceptance model (TAM) [35] was used to understand the 
motivation systems theory [36] regarding the consumer’s 
choice of OTT platforms. With the increase in the number of 
OTT services and the number of viewers, [37] carried out user-
centric research to study the user experience on the OTT 
platform (Netflix) based on uses and gratification theory 

(UGT) and TAM. Reference [38] used niche analysis and the 
Uses and Gratification Theory (UGT) to inspect the viewers’ 
interest in the OTT platforms. As OTT platforms are in their 
innovative stage, the service providers are experimenting with 
different tools to increase engagement. Reference [39] 
conducted a literature review study on 262 articles based on the 
OTT phenomenon, adopting experimental analysis, descriptive 
analysis, case study method, survey, content analysis, and 
theoretical analysis. However, in India, the majority of the 
studies on the OTT have used survey techniques. Thus, this 
study fills a research gap by adopting a novel methodology like 
experimental design using eye tracking in the Indian context. 

C. Customer Engagement (CE) Research 

Customer engagement (CE) research has gained 
momentum. Gamification analysis primarily displays platform 
engagement [40]. Attention has been defined differently across 
various academic disciplines [41], and numerous definitions 
have been used to describe diverse engagement objects and 
subjects (e.g., brand engagement, customer engagement, 
student engagement, user engagement, employee engagement). 
In recent years, multiple studies have researched the 
relationship between gamification and various forms of 
engagement. Gamification implementation to motivate and 
engage students in academics has received the most attention, 
with education being the most fertile research field [42]. 
Nevertheless, research concerning engagement and 
gamification in contexts apart from education is getting 
attention rapidly. As mentioned in Table I, research studies 
have investigated the link between gamification and brand 
engagement [40],[60],[49]; customer engagement (e.g., [24], 
[9], [47], [48]); employee engagement (e.g., [61]) and user 
engagement (e.g. [55], [57]). The current study focuses on user 
engagement, which is driven by gamification and related 
reward. 

TABLE I. STUDIES INVESTIGATING THE RELATIONSHIP BETWEEN ENGAGEMENT AND GAMIFICATION 

Reference 
Independent 

variables 
Mediator/Moderator Dependent variables 

Research 

design 
Key findings 

Customer engagement 

Reference 

[24] 

Game elements 

(challenge, 

tasks, rewards, 

badges, 

leader boards and win 

condition) 

Customer engagement 

behaviours and 

customer 

engagement emotions 

Reward, relationship, loyalty and 

Subversion 

Geographic 

approach 

The study identifies essential 

behaviours and processes of online 

customer interaction. 

Reference 

[43] 

Gamification 

mechanics for 

player types 

 
Customer and employee 

Engagement 
Case Study 

Gamification may increase employee 

and customer engagement, enhancing 

how people interact with brands and 

businesses and boosting workplace 

efficiency. 

Reference 

[44] 

Gamification 

mechanics 

Challenge, 

entertainment, social 

dynamics and 

escapism/ 

Medical 

predispositions 

and age 

Patient engagement (cognitive, 

emotional and behavioural) 
Case study 

Patient engagement is increased due to 

the four experiential outcomes that 

gamification mechanisms generate in 

patients: challenge, amusement, social 

dynamics, and escape. 

Reference 

[45] 

Perceived usefulness, 

ease of 

use, social influence 

and 

Customers’ 

engagement 

intention 

Brand attitude 
Focus group 

and survey 

Perceived enjoyment and usefulness 

forecast brand attitude and engagement 

intentions. These characteristics are not 

influenced by perceived ease of use. 

Only brand attitude is influenced by 
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enjoyment perceived social impact. 

Reference 

[46] 
Game elements  

Brand awareness, tourist 

experiences, tourist engagement, 

customer loyalty, entertainment 

and employee management 

Case study 
Gamification can be used in tourism 

marketing 

Reference 

[47] 

Gamified customer 

benefits 

(epistemic, social 

integrative 

and personal 

integrative) 

Age and experience 

Customer engagement behaviour 

and 

purchase 

Longitudinal 

design 

Personal and social consolidative 

reimbursements are the best drivers of 

engagement and purchase 

Reference 

[44] 

Game elements 

(competition 

and cooperation) 

Customer experience, 

losing a contest/Prior 

level of customer 

engagement 

Customer engagement toward the 

co-creation activity (conscious 

attention, enthused participation 

and social connection) and 

community 

Experiment 

Win/lose choices fall apart the benefits 

of gamification. Losing a competition 

incorporates an adverse effect on client 

encounters and engagement. 

Reference 

[48] 

Gamification 

principles (social 

interaction, sense of 

control, 

goals, progress 

tracking, 

rewards and prompts) 

Hope, compulsion, 

customer engagement 
Purchases 

Interviews 

and 

survey 

Trust emphatically intercedes the 

relationship between gamification 

standards and client engagement. 

Compulsion decreases the plausibility 

of client engagement. 

Brand Engagement 

Reference 

[49] 

High interactivity; 

optimal 

challenge 

Emotional brand 

engagement; 

cognitive brand 

engagement 

Self-brand connection Experiment 

Gamified communications that are 

highly collaborating and optimally 

challenging enable self-brand 

connections. 

Reference 

[24] 

 

Challenge, tasks, 

rewards, 

badges, leader board, 

and win 

condition 

Customer engagement 

behaviours, 

fun/enjoyment (flow), 

dissatisfaction 

Reward, relationship, loyalty, 

subversion 

Geographic 

approach 

The findings distinguish primary forms 

and results of C and CEB inside virtual 

gamified stages. 

Reference 

[50] [51]  

Perceived mobility, 

utilitarian 

and hedonic features 

User experience; 

perceived 

benefits; perceived 

values 

Brand equity (perceived quality, 

loyalty, 

associations, trust)  

Web-based 

survey 

Mobility has a significant effect on 

functional & hedonic features, while 

mobility and utilitarian and hedonic 

features influence consumer 

experience, which affects brand 

fairness. 

Reference 

[18] 

Gamification 

mechanisms 
 

Brand engagement, brand loyalty, 

and brand awareness 

Case study 

and 

interviews 

Marketing executives see increased 

engagement as one of the most vital 

benefits of gamification. 

Reference 

[40] 

 

Gamification  

Consumer brand engagement and 

consumer benefits (functional, 

hedonic, social, and educational) 

Interviews 

Gamified packaging generates: 

hedonic, functional, social, and 

academic edges for the client that are 

coupled to consumer whole 

engagement dimensions (cognitive, 

emotional, and behavioural) 

Reference 

[52] 

Immersion-, 

achievement- and 

social-related 

gamification 

features 

Brand engagement 

(cognitive, emotional 

and behavioural) 

Brand awareness and brand 

loyalty 
Survey 

Achievement and social interplay-

related gamification feature positively 

impact the three varieties of company 

engagement. Immersion-related 

gamification aspects are solely 

positively associated with social brand 

engagement. Brand engagement will 

increase company consciousness and 

brand loyalty. 

User Engagement 

Reference 

[53] 

 

Game Design 

Mechanisms 
 

Engagement with online 

platforms 

(Objective metrics) 

Experiment 

Gamified thematic activities, graphical 

incentives, and discussion boards 

influence member retention and 

engagement. 

Reference 

[54] 

 

Game elements 

(points, 

rankings, achievement 

and 

 

Engagement toward a 

computation 

system, acceptance (attitude, 

intention to use, and intention to 

Experiment 

Respondents experience added 

engagement and show higher 

behavioural intents toward the 

gamified system. Perceived output 
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social elements) recommend), perceived usability 

and perceived output quality 

quality and perceived engagement 

influence the reception of the gamified 

system 

Reference 

[55] 

 

Game dynamics 

(rewards, 

competition, self-

expression, 

altruism) 

Competence, 

autonomy, 

relatedness and 

enjoyment 

User engagement with a gamified 

information system (vigor, 

dedication, and absorption) 

Survey 

Gamification improves user 

engagement by mediating 

psychological needs, satisfaction 

(autonomy, competence, and 

relatedness), and fun. 

Reference 

[56] 

 

Game elements (score 

system, 

a progress bar and 

levels, 

leader board, 

feedback) 

 

TAM (perceived utility, ease of 

use, 

external factors, attitude towards 

and demonstrated results) and 

user 

engagement with a health mobile 

app (focus and attention, usability 

perception, aesthetic aspects, 

supportability, originality, and 

involvement) 

 

Experiment 

Gamification impacts engagement 

positively, inspiring intrinsic 

motivation in the respondents. 

Reference 

[57] 

Game elements 

(competition 

and leader boards) 

 

Engagement with an app 

(objective 

metric) 

Experiment 
Gamification intensifies engagement 

with the app 

Reference 

[58] 

Commensurate game 

elements 

(e.g., points) and 

incommensurate 

elements (e. 

g., likes) 

 

Autonomy, competence, 

relatedness, engagement 

behaviour 

(objective metrics), intrinsic 

motivation, loyalty 

Experiment 

Users who engage with equivalent 

game features exhibit greater internal 

motivation, are more involved in 

physical activity, and are more devoted 

to the fitness app than users who do 

not. 

Reference 

[59] 

Perceived usefulness, 

perceived ease of use, 

convenience and 

enjoyment 

Engagement with 

mobile 

apps 

Intention to use Survey 

Perceived ease of use, perceived 

usefulness, and enjoyment influence 

engagement, leading to users’ intention 

Reference 

[13] 

Gamification Design 

(Badges) 

Disparity in 

professional 

seniority 

Engagement with online 

platforms 

(objective metrics) and inequality 

economic of returns 

Experiment 

Gamification design boosts doctors' 

participation in online health 

communities. 

The User Engagement Scale (UES), developed by [62], is 
the most popular measure for user engagement. The original 
UES included 31 components across six user engagement 
dimensions (i.e., aesthetic appeal, felt involvement, novelty, 
perceived usability, focused attention, and endurability). The 
factors included the following- Focused Involvement (FI) (if 
the experience is enjoyable or intriguing); Focused Attention 
(FA) (focused concentration, absorption, and the loss of the 
sense of time); Endurability "EN" (holistic response to the 
experience and overall success of the interaction); Novelty 
"NO" (interest or curiosity generated by the system throughout 
the buying task); Perceived Usability ("PU") and Aesthetic 
Appeal ("AE") are two terms for the visual look of an interface, 
which includes the visuals, graphics, and other items that 
appeal to the user's senses (affective and cognitive aspects 
derived from the use of the system). 

Understanding individuals’ communicative patterns with 
digital platforms (e.g., eHealth, eLearning, digital games, 
social media, online search) is essential in studying their effects 
on user behaviour [63]. With a wide variety of digital platforms 
(e.g., social networking sites, mobile apps, web search engines, 
and others), the association between gamification and user 
engagement has been investigated in various contexts like 
online platforms, mobile apps, learning management systems, 
human computation and others (Table I). These studies 

established a positive relationship between gamification and 
users’ engagement. 

III. PROPOSED MODEL AND HYPOTHESES: GAMIFICATION 

AND ENGAGEMENT 

A. Study 1 

For the first part of the study, the data from the eye-
tracking device was used to examine the users' visual attention 
towards the option to watch online content and the opportunity 
to play games. Eye-tracking data analysis helps to find patterns 
in the respondent’s visual data. However, finding those 
patterns and analyzing the eye-tracking data require more than 
one visualization metric. Using multiple metrics to analyze the 
eye-tracking data can improve the result [64]. Fixation count 
(location), fixation length, and saccades (movement) are the 
essential pieces of eye-tracking data that form important 
parameters [65]. When the eye is reasonably still, it is called a 
fixation. Fixations determine where participants fixate their eye 
vision when viewing the platform. Visualization data regarding 
fixation duration and the count was used for the present study. 
Fixation Duration determines how long people spend staring at 
a specific spot. Each interval is a few milliseconds long. 
Processing is linked to increased duration, indicating 
complexity, interest, or engagement. Fixation counts determine 
which portion of the page receives more or less attention. 
Fixation counts are numbered in sequence to see how people 
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process survey pieces. Studies based on advertisements [66] 
included visual attention data to analyze the impact on viewers. 
Therefore, based on the above statements, the following 
hypotheses are proposed. 

H1: Duration of visual attention (fixation duration) towards 
watching online content and gamification is the same. 

H2: Visual attention, using fixation counts across watching 
online content, and gamification are the same. 

B. Study 2 

For the second part of the study, a model in Fig. 1 is 
proposed to understand if the viewer’s attention to gamification 
impacts engagement with reward as a mediator. The data based 
on the user's visual attention on a platform displays the depth 
of user involvement on the platform and is an aspect of the user 
experience [67]. Reference [23] and [68] analyzed the visual 
attention data to understand user engagement. Gamification 
elements impact the perceived ease of use of shopping and e-
banking websites [69]. Many gamified services introduce 
challenges as one of the prime game elements [70]. Previous 
research studies have shown that challenges in gamified 
shopping impact buying behaviour [71]. A reward gained by 
completing a task increases the likelihood of acting on that 
reward [11]. This effect has been explored in situations other 
than gamification and intrigues the effort necessary to 
overcome the challenge. Earning a reward improves the 
likeliness of the tip compared to receiving a prize by luck [72]. 
Benefits such as coupons, discounts, cashback offers, or free 
subscriptions motivate and engage users. A reward is 
considered an essential aspect of engaging customers in 
gamification, and thus, the following conceptual model is 
proposed, as given in Fig. 1. 

 

Fig. 1. Attention to Gamification and its Impact on user Engagement with 

Reward Satisfaction Acting as a Mediator. 

1) Attention to gamification and user engagement: In their 

study, [73] stated that the adoption of gamification 

significantly leads to customer engagement. Reference [9] 

cited gamification as a game design scheme to achieve 

customer engagement and retention. Similarly, organizations 

use gamification to motivate and engage employees and 

customers [74]. Reference [48] suggested that gamification 

helps firms achieve customer engagement via social 

interactions. Reference [51] supported using gamification in 

marketing activities to strengthen customer engagement. 

Reference [75] stated that gamification’s adoption boosted 

stakeholder engagement and is the primary driver of customer 

engagement. Tourist destinations employ gamified journeys to 

engage visitors through various elements such as interactive 

maps, challenges, rewards gain, plot, and other aspects [76]. 

Thus, to test the impact of gamification on user engagement 

when implemented on OTT, the following hypothesis is 

formulated: 

H3: There is a positive relationship between Attention to 
Gamification on the OTT platform and User Engagement. 

2) Reward satisfaction and user engagement: 

Gamification on a gamified platform involves dealing with 

obstacles or being challenged [77], and dealing with such 

contests takes a certain amount of engagement. Continued 

engagement intent is driven by reward fulfillment. An 

extrinsic motivator, such as a reward, is a particular outcome 

of an activity that seeks to influence a person toward a specific 

action (like playing games). A reward represents a distinct 

outcome from the act itself, making it an extrinsic incentive 

and a motivator [78]. In the gamification literature, rewards 

are frequently used to incentivize activity. Users feel their 

connections with the gamified system are valuable and 

meaningful if they achieve rewards via participation [11]. In 

our study, on playing games, users were rewarded in the form 

of coupons, discounts, and redemption in monetary or non-

monetary conditions. As rewards act as an extrinsic motivator 

to improve user engagement, the following hypotheses is 

proposed: 

H4: There is a positive relationship between Attention to 
Gamification (AG) and Reward Satisfaction (RS). 

H5: There is a positive relationship between Reward 
Satisfaction (RS) and User Engagement (UE). 

H6: Reward Satisfaction (RS) mediates the effects of 
Attention to Gamification (AG) and User Engagement (UE). 

IV. METHOD 

A. Data Collection and Procedure 

The experimental study was conducted in a marketing and 
behavioural studies lab within the college campus premises in 
November and December 2021. In the experimental setup, the 
respondents were assigned to a gamified situation. Data was 
collected from the eye-tracking device and administered 
through a quantitative questionnaire. The respondents were 
instructed to browse through the OTT platform website, but 
nothing was informed about the gamification option. The 
participants were briefed about the various navigation choices 
available on the website and were allowed to browse at their 
leisure. In the lab, the respondents were made to sit in front of 
a laptop with a Tobii Eye tracker installed. After the calibration 
procedure, the participants explored the OTT platform website. 
The method of calibration involves estimating a subject's eyes' 
geometrical properties to create a fully-tailored and precise 
estimation of their gaze point location. The user is instructed to 
focus on specific points on the screen during calibration, also 
referred to as calibration dots. 

In the gamified condition, the respondents were free to play 
games while browsing the website. The website hosted 
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numerous games, which included fun games, puzzles, logic 
games, candy games, train the brain games, and others. These 
games offered coins which were declared at the end. One 
currency was rewarded for every 10 points earned by players 
while playing the game. On earning coins, respondents could 
redeem those coins in the form of discounts or cash back. After 
the respondents had finished navigating through the website, 
they were instructed to complete the questionnaire. 

B. Participants 

As the study was conducted in the institute’s laboratory and 
respondents were approached from within the campus; thus, 
convenience sampling was adopted. Initially, the total number 
of respondents was 60. Out of these, 8 participants failed the 
calibration process or had an incomplete recording. Finally, 52 
participants’ data was used during the analysis, as given in 
Table II, out of which 50 percent were females, and 50 percent 
were males in the age group between 20 years to 35 years. The 
participants were presented with a memento on task 
completion. 

TABLE II. DEMOGRAPHICS OF RESPONDENT 

Items Types N % 

Gender 
Male 26 50 

Female 26 50 

Age 
20-30  47 91 

30-35 5 9 

Occupation Students 52 100 

Education 
Post-Graduate 45 87 

Ph. D. Scholar 7 13 

Time spent on the 

OTT platform 

Less than 1 hour 7 14 

1-2 hours 20 38 

2-3 hours 25 48 

Note(s): N represents the number, % represents the percentage 

C. Measures 

The study variables were measured using a five-point 
Likert scale (Strongly Agree to Disagree Strongly) based on 
previous literature (see Appendix A). Individuals’ interactions 
with the website were measured using the visualization data 
from eye-tracking. User engagement was measured using the 
user engagement scale (UES) by adopting dimensions- 
aesthetic appeal (AE), focused attention (FA), perceived 
usability (PU), and reward satisfaction (RS). It felt involvement 
and novelty (FN). Lastly, the study includes four control 
variables: age, gender, and how much time the users spend on 
the OTT platform daily. 

D. Attention to Watching Online Content and Gamification 

Several eye-tracking statistical metrics are frequently used 
to translate simple eye gazing into insightful data. These 
metrics give a quantitative assessment and can be determined 
as a count, a mean, a maximum value, a minimum value, or a 
summation value [79]. A commonly used metric is the fixation 
duration and fixation count. Fixation count is used in 
understanding which stimuli a viewer viewed more than other 

stimuli content. Another measurement, fixation duration, gives 
a similar meaning but with a time measurement of a stationary 
position of the gaze point. Reference [80] measured the visual 
attention of the respondent using the metrics like fixation 
duration, fixation counts, mouse clicks, click-through rates, and 
page sights. In the present study, fixation duration and fixation 
count are used to measure visual attention toward watching 
online content and gamification for analysis. For the current 
study based on gamification, these forms of participant-action 
metrics can understand the experience and awareness of the 
viewers. 

E. Apparatus and Material 

An OTT platform service provider with a game-playing 
option was considered for the experiment. Tobii eye-tracking 
devices and software were used to quantify visual attention. 
The eye tracker used in the study is a hardware device clamped 
to the laptop screen. It is a technology that accurately records 
the participants' gaze behaviours. The output from the 
equipment is in the form of a video that shows where on the 
screen the participant has looked during the whole experiment. 
It presents visual data through gaze plots, heat maps, and 
clusters. The gaze points were filtered using Tobii I-VT 
(Attention) fixation filter [79]. The fixations duration and 
fixation count on the targeted options of the website were 
considered. Peer researchers visually reviewed a random set of 
coded data for quality faults. 

V. DATA ANALYSIS AND RESULTS 

The data from the study were analyzed in two stages. In the 
first stage, visualization data for the watch (content) and play 
(gamification) options in the form of fixation duration and 
fixation count were analyzed. In the second stage, the 
mediation model was tested using regression analysis. 

A. First Part of the Analysis 

For analysis, visualization data was collected using gaze 
plots and heat maps. Gaze plot data collate data for fixation 
duration and fixation count. The primary purpose of the gaze 
plot is to show the time sequence of where and when the 
respondent is looking at. Along with gaze plots, heatmaps are 
an effective tool for analyzing user behaviour on website 
pages, which includes user clicks, how far they scroll, and what 
they pay attention to or ignore. Using a heat map, researchers 
can identify the portion of a stimulus where participants spent 
the maximum time. The heatmap's color palette makes it 
possible to distinguish between places with longer dwell 
durations and shorter dwell times [81]. The heatmaps show 
how the total number of fixations is spread across the screen. 
The deeper red areas indicate which parts of the screen 
involved the maximum number of desires, and the green areas 
show the least attended function. 

Fig. 2 and Fig. 3 represent aggregated heat map data 
images with the red color denoting maximum concentration 
and green indicating the least amount. At a glance, attention is 
more dispersed during the website navigation task, more 
concentrated on the play option (Fig. 2) and the watch option 
(Fig. 3) area on the website. Thus, stating that the visual 
attention towards both options was almost similar. The initial 
part of the quantitative finding answers the first part of the 
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research question- whether the viewer’s attention toward the 
opportunity to watch online content and the gamification 
option is the same. As the data under consideration 
(visualization data from gaze plots) has non-normal 
distribution, a non-parametric Mann–Whitney test was 
performed. The proposed hypotheses H1 and H2 were tested 
using the Mann-Whitney U test. This test's dependent variable 
is continuous or ordinal and compares variances between two 
independent groups. 

 

Fig. 2. A Heat Map with Maximum Concentration on the Play Option on the 

OTT Platform. Source: Tobii Eye Tracker (Visualisation Data). 

 

Fig. 3. A Heat Map with Maximum Concentration on the Watch Option on 

the OTT Platform. Source: Tobii Eye Tracker (Visualisation Data). 

From Table III and Table IV, N=52, the mean rank for the 
option to play is more than the watch option, with U=1053.5 
and p=0.052(the significance level, p<0.05) for the fixation 
duration and U=1056.5 and p=0.54(the significance level, 
p<0.05) for the fixation count, suggests that the difference 
between the fixation data for watch option and play option is 
insignificant. This states that both options' visualization data 
(fixation data) are not significantly different. Thus, hypotheses 
H1 and H2 are accepted. 

TABLE III. RANKS STATISTICS FOR FIXATION DURATION (FD) AND 

FIXATION COUNT (FC) 

  
Fixation Duration 

(FD) 
Fixation Count (FC) 

Tabs N 
Mean 

Rank 

Sum of 

Ranks 

Mean 

Rank 

Sum of 

Ranks 

Watch 52 46.76 2431.50 46.82 2434.50 

Gamification 52 58.24 3028.50 58.18 3025.50 

Total 104  

TABLE IV. MANN-WHITNEY TEST STATISTICS FOR FIXATION DURATION 

(FD) AND FIXATION COUNT (FC) 

 FD FC 

Mann-Whitney U 1053.50 1056.50 

Wilcoxon W 2431.50 2434.50 

Z -1.941 -1.930 

Asymp. Sig. (2-tailed) .052 .054 

a. Grouping Variable: Tabs 

Note: p<0.05 

OTT platforms are primarily considered for viewing online 
content in the forms of web series, movies, and others. The 
above results inferred that the viewers paid equal attention to 
the watch option and the option to play games while browsing 
the website. Thus, a potential strategy for OTT platform 
developers to work on adopting gamification to enhance user 
engagement can be considered. 

B. Second Part of the Analysis 

In the second part of the study, the proposed hypotheses 
based on the mediation model were tested using regression 
analysis presented by [82]. The research was conducted using 
SPSS 22.0 software to test the mediating effect. It was 
examined that Reward Satisfaction (RS) acted as a mediator 
between attention to gamification (AG) and user engagement 
(UE). AG was measured using the fixation duration data from 
the eye-tracker. For RS and UE, data was collected using a 
questionnaire that had 16 items based on the User Engagement 
Scale (UES) [62]. 

1) Hypothesis testing: Previous research on gamification 

has incorporated regression analysis using structural equation 

modeling (SEM) [69]. The present study attempted to predict 

user engagement (dependent variable) based on attention 

towards gamification (independent variable) with reward 

satisfaction as a mediator. As recommended by [70], multiple 

regression analysis was used to test the model. Multiple 

regression analysis is an extended form of linear regression 

analysis. It predicts the value of a variable based on the value 

of two or more other variables. It determines the overall fit of 

the model and the contribution of each of the predictors to the 

total variance. 

TABLE V. REGRESSION ANALYSIS 

Hypo-

thesis 
R 

R^

2 

Adj.R

^2 
F β P 

Durbin-

Watson 

VI

F 

AG-RS 
0.4

01 

0.1

61 
0.152 

24.

1 

0.3

82 

0.0

00 
1.928 

1.0

00 

AG-UE 
0.2

51 

0.0

63 
0.055 9.9 

0.2

61 

0.0

05 
1.906 

1.0

00 

RS-UE 
0.3

34 

0.1

12 
0.102 

15.

3 

0.3

71 

0.0

00 
1.813 

1.0

00 

The regression analysis states that all the hypotheses have 
been supported as per Table V. Durbin-Watson statistics is 
between 1.5 and 2.5; hence there is no autocorrelation [83]. By 
analyzing the path connecting AG to RS (H4), it can be stated 
that AG substantially impacts RS for the viewers. It explains 
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nearly 15.2% of the total RS variance. The β coefficient of this 
path is 0.382 and was found to be statistically significant at 
p<0.000. 

The mediating regression analysis output is presented in 
Table VI. The statistics propose that AG under the mediating 
effect of RS (H6) is an essential predictor of UE. Sobel 
statistics suggested by [84], with a p-value < 0.05, was used to 
signify the mediating regression. The study revealed that the 
direct effect (c’=0.15) of AG on UE is insignificant, whereas 
the indirect effect (a x b= 0.124, p<0.05) is significant, 
indicating that RS plays a mediating role between AG and UE. 
Complete mediation occurs in a condition where the 
independent variable has no effect when the mediator is 
controlled [82]. AG accounted for 5% variability in UE. 
However, when RS was introduced as a mediating variable 
between AG and UE, the variability increased to 12%, which is 
more than double compared to the AG- UE model. Thus, the 
model improved with the mediating effect of RS. 

Our study highlights that gamification adoption improves 
user engagement with rewards as one of the key contributors. 
Therefore, the developers need to pay attention to innovating 
and improving the adoption of gamification across OTT 
platforms. This seems logical because when the user is 
provided with an option to play and earn, they feel motivated 
and engage on the platform. Although the application of 
gamification on the OTT service providers' platform is in its 
primary stage, our study highlights a positive future. 
Considering that the satisfaction of the reward is a mediator, it 
will be a practical step to improvise the quality of the reward to 
improve user engagement. This improvement seems reasonable 
as the users will have options to earn good quality rewards 
while playing short and easy games on the OTT platform [11], 
[85]. It will enhance their interest in playing and watching 
online content. 

TABLE VI. MEDIATING REGRESSION ANALYSIS 

IV MV DV 
Effects of IV 

on MV (a) 

Effects of 

MV on DV (b) 

Direct effect 

(c′) 

Indirect 

effect (a × b) 

Total effects  

c'+(a × b) 
Mediation 

Sobel 

p-value 

AG RS UE 0.382 (0.087)* 
0.371 

(0.092)* 
0.15 (0.09) 0.124 0.261 (0.091) 

Complete 

mediation 
0.002 

Notes: IV, independent variable; MV, mediating variable; DV, dependent variable; AG, Attention to gamification; RS, reward satisfaction; UE, User Engagement.   

*p<0.05 

VI. DISCUSSION AND IMPLICATIONS OF RESEARCH 

Many companies are driving their focus toward 
implementation gamification in their business processes to 
improve employee-customer engagement. Businesses employ 
game features to increase repeat purchasing behaviour. This 
study aims to understand if the adoption of gamification with 
reward enhances user engagement. While previous studies 
[69], [86] have attempted to link gamification to customer 
engagement, the current study mediation process was used to 
understand how rewards motivate viewers on the OTT 
platform. This part of the paper suggests theoretical and 
practical applications of the study conducted, thereby adding to 
the body of knowledge by advancing the theoretical and 
practical discussion related to gamification adoption and 
behavioural studies. 

This study makes several significant theoretical 
contributions. Firstly, the study is one of its kind to 
demonstrate the relation between gamification, reward, and 
user engagement. An experiment was designed to test how 
gamification and rewards influenced viewer engagement. 
Earlier studies have used the gamification concept across 
platforms like tourism websites, mobile apps, crowdfunding 
platforms, and others. In contrast, the current study considered 
an OTT platform to test the impact of gamification on viewer 
engagement. Since its inception, users have been using OTT 
platforms to watch online content in web series, movies, and 
others. This study brings a new perspective toward 
understanding the role of gamification on the OTT platform, 
which is in its booming stage. Previous studies concerning 
OTT platforms have focused on understanding the users' 
adoption behaviour. With the adoption of gamification on the 

OTT platform, OTT service providers are reshaping their basic 
structures of providing online content. Thus, this study 
provides insight into the practicality of the OTT platform's new 
approach, like gamification. A survey by [87] stated that 
reward was a mediator in the relationship between gamification 
and motivation (hedonic and utilitarian). Similarly, the current 
study successfully analyses the mediating role of rewards in the 
relationship between gamification and user engagement. This 
study is a first-hand approach to conducting eye-tracking 
analysis on the OTT platform, thereby adding to the literature 
on the methods used across OTT platforms. 

In addition to the theoretical contributions, several 
managerial implications derive from the study's empirical 
results. Integrating gamification components into marketing, 
social media, community, and other digital brand experiences 
is a potent user engagement tactic for increasing engagement. 
Though not a one-size-fits-all solution, gamification can assist 
in increasing brand and content awareness in the OTT video 
market in various ways when used carefully and tailored to the 
content [88].  Earlier research demonstrated that gamification 
positively impacts buying behaviour and engagement [54], 
[61]. The results from the present study support the inclusion 
of gamification for increasing engagement. The findings state 
several practical suggestions to help OTT platform developers 
and marketers make better decisions regarding the 
implementation of gamification. With gamification getting a 
similar amount of visual attention compared to watching 
content options, marketers and developers must work hard 
towards the appropriate implementation of gamification to 
increase user engagement on OTT platforms. 

Game components like rewards (received upon playing 
games) make it desirable for consumers to interact with 
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gamification options and influence user engagement. Game 
designers can think about including challenges and real-time 
feedback in their games so that users can keep track of their 
improvement and outcomes. Players can receive points for 
their efforts and, based on the points earned, progress to 
advanced levels with more challenging activities, giving them 
the impression that their abilities are growing and that spending 
time on such platforms is valuable. Gamification on the OTT 
platform is in the nascent stage, so game developers should pay 
attention to the game's aesthetic appeal as it is the first thing 
the user views. Games that are visually attractive with high-
quality graphics have a high chance of getting spotted. 

The present study used an eye-tracking device to map the 
OTT viewers' visual attention and platform activities. Eye-
tracking (Eye movement analysis) is a valuable source for 
investigating the visual attention process (which is directed by 
the sub-conscious behaviour) while involved in an activity. It 
displays how visual attention is allocated to the objects (e.g., 
words and graphic portions), how long, and in what direction 
[68]. The eye-tracking approach has been used widely in 
library science and information search [89]. This study has 
used eye-tracking software to analyze user engagement 
through visual attention data towards gamification on the OTT 
platform and is one of a kind. 

VII. LIMITATIONS AND FUTURE RESEARCH 

The study provides possibilities for further research. The 
study adopted a unique approach to understanding the impact 
of gamification on OTT with a preference for user engagement. 
Although this study makes several contributions, it also has 
several limitations. The information was gathered all at once; 
longitudinal data could be used in future studies to determine 
the long-term impact of gamification. Second, the data was 
collected via a single OTT platform; thus, future studies might 
be conducted on different OTT. Thirdly, future research could 
carry out a comparative study between the two or more OTT 
platforms with or without gamification. 

In the current study, the sample size was limited to only 52. 
The respondent was college campus students with an average 
age between 20 to 30 years; future research could use an 
improved sample size and age range above 35 years. With 
respondents from the Millennials category, the interest, 
involvement, and engagement could give mixed results. The 
present study was purely quantitative; in the future, mixed-
method or qualitative research might generate different 
insights. Also, the future progress in this study could be to 
understand the continued usage intention [90] driven by user 
engagement towards the OTT platform. With the OTT content 
becoming part of everyday life, it has become a topic of 
conversation among viewers. Finding, watching, and 
discussing content has become a social experience amongst 
online communities. OTT providers must comprehend how 
potential viewers find specific and exciting content and apply 
this knowledge to their marketing strategies, generating a 
requirement for future research to explore social interaction 
and engagement on the OTT platform. 

VIII. CONCLUSION 

The result of this study showcases how gamification affects 
users while watching online content on the OTT platform. 
With the intrinsically motivating aspect of the gamified 
services [91], usage of gamification on the OTT platforms 
could increase due to its appealing approach towards the users. 
The present study does not engage with the general inclination 
to use the app; it only shows how the implementation of 
gamification can improve the viewer’s engagement on the OTT 
platform and can be used as an efficient marketing tool for 
promoting the OTT apps. 
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APPENDIX- A 

Construct and source  Items 

User Engagement [92] 

AE.1  The games on the OTT platform were attractive 

AE.2  The components of the game on the OTT platform were aesthetically appealing. 

AE.3 I liked the graphics and images of the game on the OTT platform. 

FA.1  While playing the game on the OTT platform, I lost myself. 

FA.2  I was so involved in playing the game on OTT that I lost track of time. 

FA.3  I blocked out things around me when I was playing the game on the OTT platform. 

PU.1  I felt frustrated while using the OTT platform for playing games. (R) 

PU.2  I found the game on the OTT platform confusing to use. (R) 

PU.3 I felt annoyed while playing the game on the OTT platform. (R) 

NO1 I continued to play games on the OTT platform out of curiosity. 

FI2 I felt involved in the gaming task. 

FI3  This gaming experience on the OTT platform was fun. 

RW.1  Using the OTT platform to play games was worthwhile. 

RW.3  The experience of playing a game on the OTT platform did not work out the way I had planned. 

RW.4  My experience while playing games on the OTT platform was rewarding. 

RW.5  I recommend playing a game on the OTT platform to my family and friends. 
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Abstract—This paper presents a reliable and competent 
evolutionary-based approach for improving the response time of 
Emergency Medical Service (EMS) by efficiently allocating 
ambulances at the base stations. As the prime objective of EMS is 
to save people's lives by providing them with timely assistance, 
thus increasing the chances of a person's survivability, this paper 
has undertaken the problem of ambulance allocation. The work 
has been implemented using the proposed mutation-based 
Shuffled Frog Leaping Algorithm (mSFLA) to provide an 
optimal allocation plan. The authors have altered the basic SFLA 
using the concept of mutation to improve the quality of the 
solution obtained and avoid being trapped in local optima. 
Considering a set of assumptions, the new algorithm has been 
applied for allocating 50 ambulances among 11 base stations in 
Southern Delhi. The working environment of EMS, which 
includes stochastic requests, travel time, and dynamic traffic 
conditions, has been considered to attain accurate results. The 
work has been implemented in the MATLAB simulation 
environment to find an optimized allocation plan with a 
minimum average response time. The authors have reduced the 
average response time by 12.23% with the proposed algorithm. 
The paper also compares mSFLA, Genetic Algorithm (GA), and 
Particle Swarm Optimization (PSO) for the stated problem. The 
algorithms are compared in terms of objective value (average 
response time), convergence rate, and constancy repeatability to 
conclude that mSFLA performs better than the other two 
algorithms. 

Keywords—Ambulance allocation; ambulance service; 
emergency medical service; shuffled frog leaping algorithm; 
mutation based shuffled frog leaping algorithm 

I. INTRODUCTION 
Emergency Medical Service (EMS) control centers are vital 

in modern health systems and act as a pre-hospital component. 
EMSs provide out-of-hospital medical care and transport 
activities for the victims of accidents or illnesses. It plays a 
significant role in the public health system, and its ability to 
respond to emergency calls can significantly impact a patient's 
health and recovery [1]. Therefore, EMS control centers need 
to strategize and work towards handling a significant concern 
of allocating an appropriate count of ambulances to the base 
stations in an area [2]. Having a suitable count of ambulances 
available at the base stations will help the EMS provide a 
timely response to the persons in need. This motive has 
attracted many researchers to suggest solutions that prove 
viable in the working environment of EMS. As per the working 
procedure, an ambulance is selected and dispatched to the 
demand site when the EMS control center receives a request 
call. The rules set by the EMS authority help select and 

dispatch the ambulance from one of the base stations (with 
ambulance availability) to serve the request. The rule may 
select the nearest ambulance to the requested location or the 
ambulance that will take less time to reach the location [3]–[5]. 
When the ambulance reaches the requested location, it may 
provide first aid to the patient or resuscitation. It then takes the 
patient to the hospital as per the requirement. 

Research carried out to date has emphasized many issues 
related to planning, working, and management activities related 
to EMS using static models, dynamic models, hypercube 
models, covering models, etc. To attain optimum service 
performance, EMS facilities must be positioned strategically in 
a specific locality. Decisions here are taken from two aspects: 
selecting appropriate sites at which ambulances should be 
stationed and the number of ambulances stationed at each site 
[6]. However, considering densely populated cities and 
countries, deciding on allotting and constructing new places for 
base stations is challenging for the government. Therefore, the 
authors have undertaken the problem of optimizing the 
performance of EMSs by finding an optimal allocation solution 
for distributing ambulances among the existing base stations 
using the details regarding (1) the number of ambulances in the 
fleet, (2) the location of base stations, (3) frequency of request 
calls, and (4) tentative demand sites. 

The remaining paper is organized as follows: Section II 
covers the literature review; Section III focuses on the problem 
background; followed by problem formulation in Section IV. 
Simulation modeling has been explained in Section V. Section 
VI covers the details related to simulation, results obtained, and 
discussions related to the same. Finally, the paper is concluded 
in Section VII. 

II. LITERTAURE REVIEW 
Out of all the literature available on this domain, the 

authors have cited works primarily focusing on optimizing 
ambulance allocation. Ambulance allocation is the distribution 
of ambulances to the base stations based on specific criteria 
[7]. The base station is an area where the ambulances are in 
standby mode. They are dispatched from the base station when 
they have to serve any request. However, deciding the 
locations for positioning the base station is out of the scope of 
this work. Our work primarily focuses on finding the allocation 
plan for ambulances at the existing base stations. Many 
researchers have extensively explored the EMS field to 
improve the service level provided to society. The research in 
the field of EMS needs the answer to the following two 
queries: (1) the optimization criterion that can be used as the 
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best proxy for health outcomes, and (2) the model that is apt to 
be used for designing EMS systems handling a mixed territory 
comprising urban and rural areas. The work of many authors 
has covered the answer to the first query. In work put forward 
by [8]–[10], the authors have tried to determine the attribute 
that should be measured to assess the performance of EMS. 

Many models exist in literature like Location Set Covering 
Problem (LSCP), Maximal Covering Location Problem 
(MCLP), Maximum Expected Covering Location Problem 
(MEXCLP), and Double Standard Model (DSM) for solving 
the facility location problem that has considered area covered 
by EMS as a significant attribute for proposing allocation 
plans. Similarly, some papers in the literature have considered 
service distance as an attribute for evaluating the performance 
of EMSs. In addition, the background of many articles has 
validated response time as a significant factor for gaining better 
insight into the operational performance of EMS. Some works 
have demonstrated that the patient's mortality and recovery 
rates are highly influenced by the response time [11]–[14]. 
Using the same objective in this paper, the authors have 
considered response time as the prime attribute for estimating 
and improving the medical service provided by EMS. 

EMS operates in an uncertain environment in terms of 
demand rate, travel time, and response time. The effect of such 
an uncertain environment on the working of EMS was studied 
using a simulation-based evaluation method by Ünlüyurt and 
Tunçer [15]. Different authors have used various algorithms to 
attain optimized ambulance allocation plans. A data-driven 
approach was used to allocate and dynamically relocate the 
complete fleet of ambulances, using a mixed-integer linear 
formulation to solve the problem of ambulance allocation [16]. 
Firooze et al. proposed an optimizing model for allocating the 
ambulances to the base stations, considering the capacity of 
every base station, travel time, and service time of ambulances 
[17]. The authors [10], [18] proposed a new model by 
integrating survival functions with a motive to capture different 
categories of patients. The conditions faced by the EMS 
organization are dynamic in terms of variation in travel time, 
frequency of requests, speed of ambulances, and coverage of 
areas while fulfilling the requests. The critical issue of the 
impact of spatial randomness of demand has been considered 
in very few studies failing to obtain appropriate solutions. The 
covering models may not be suitable because the spatial 
distribution of demands may or may not be covered entirely, 
violating the assumption of the all-or-nothing binary coverage 
[19]. In 2018, an adjusted queuing solution for ambulance 
allocation was proposed by considering a heterogeneous spatial 
distribution of demands in urban and rural areas [20]. Although 
this solution helped overcome the overstaffing problem, it 
ignored the definite spatial distribution of demand in each area. 
In another solution by Chen et al., the authors used various 
shapes and sizes of grid systems to overcome the problem of 
the spatial distribution of demand [21]. However, obtaining a 
probability density function for request calls in a specific grid 
is challenging [22]. Moreover, a grid area holds no importance 
until it is classified as an area with a high frequency of request 
calls, a hospital, or a community resulting in an unstable 
demand distribution in the grid. 

Considering these factors, Degel et al. proposed a time-
dependent ambulance allocation model to improve the quality 
of emergency services [23]. In another work, the authors used a 
robust optimization approach to improve the functioning of 
EMS, considering the spatial demand characteristics and 
uncertain travel time to the requested site [24]. Geroliminis et 
al. presented a model and a heuristic solution for the optimal 
deployment of ambulances. They integrated a location model, 
Genetic Algorithm (GA), and hypercube model for their work 
[25]. The work by [26] used GA to propose an optimized 
solution for ambulance deployment. Later, a simulation model 
incorporating a Gaussian-process-based search algorithm was 
proposed to attain an optimal allocation plan for ambulances 
[27]. The authors in [28] handled the emergency department's 
overcrowding problem by using game theory-based 
optimization to propose a new optimized allocation plan for 
ambulances to reduce patient waiting and treatment time. 
Similarly, many authors [29]–[31] have used Particle Swarm 
Optimization (PSO) algorithm to achieve an optimized 
ambulance allocation plan for ambulances. Work was proposed 
by the authors [32], where a solution for optimally allocating 
the ambulances was proposed using Jumping PSO. Ant Colony 
Optimization (ACO) was also used for deploying and 
redeploying ambulances by [33], [34]. Another algorithm 
called Shuffled Frog Leaping Algorithm (SFLA) has been used 
in some works to explore the field of EMS. The authors [35], 
[36] used SFLA to optimize the working of EMS. SFLA has 
also been used in different domains for optimally allocating 
resources [37], [38]. However, there is a dearth of research 
papers where SFLA is used in the context of EMS. 

Research by Elbeltagi et al. [38] indicated that SFLA is a 
better optimization technique than other evolutionary 
algorithms such as PSO, ACO, GA, and memetic algorithms. 
SFLA is a memetic metaheuristic algorithm proposed by 
Eusuff and Lansey in 2003. This algorithm combines the 
benefit of the social behavior-based PSO algorithm and 
genetic-based memetic algorithm. It performs similarly to PSO 
and surpasses GA in terms of quality of solution, consistency, 
and processing time. It is considered an efficient and fast 
algorithm as it can quickly converge to global optima with 
small population size. However, in some cases, traditional 
SFLA traps in local optima. To avoid this issue, the authors 
have proposed mutation-based SFLA (mSFLA) by 
incorporating the concept of mutation into the working of 
SFLA. 

Considering the previous studies focusing on improvising 
EMS, most works have used simplified assumptions to come 
up with a result, while others fail to provide a mutual 
comparison of models. Computer simulation has proved to be 
the best way to assess the validation of different processes. Due 
to the lack of operational data or to avoid ample computation 
time, many simulation models oversimplify the actual 
operation. However, the simulation model should consider all 
the processes, sub-processes, and real-time conditions to find 
accurate results. The actual operation of the system should be 
considered while deriving the parameters for the simulation 
model. Therefore, in this work, the authors have proposed and 
used a simulation-optimization framework with mSFLA as the 
optimization component for ambulance allocation. The work 
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considers the spatial distribution of demands and other 
uncertainty factors associated with the environment of EMS. 
To verify and validate the suitability of mSFLA, the algorithm 
is executed in the MATLAB environment to compare the 
results with PSO and GA. 

III. PROBLEM BACKGROUND 
In India, EMS refers to the ambulance service provided for 

on-the-spot treatment by paramedics or transporting sick or 
accident victims to the hospital. Despite being an essential 
component of society, a fully encompassing definition of EMS 
is impossible as it does not have a strong representation at the 
federal level owing to numerous local agencies providing EMS 
to the public. EMS agencies are classified into three categories 
based on the tasks they perform. 

1) EMS that handles scheduled medical transport, 
2) EMS that handles emergent inter-facility transport, and 
3) EMS agencies that primarily handle 102-based 

emergency calls with or without transport. 

 In this study, the authors have focused on the third 
category that deals mainly with the optimized use of 
ambulances. In terms of population and vehicle density across 
any country, extensive growth is visible. With an increase in 
vehicle density, accidents (fatal and non-fatal) have also 
increased, thus, raising the concern of providing medical 
facilities at the location of the accident. Therefore, when an 
accident occurs at any location, an ambulance or hospital 
should be within reach in the shortest duration possible. Since 
setting up hospitals in every area is impossible, ambulances 
can be strategically deployed so that on-the-spot treatment and 
transportation can be provided to accident victims at the 
earliest. Centralized Accident and Trauma Services (CATS) is 
an autonomous body of government in Delhi, India, that 
provides EMS to the victims of accidents and trauma with an 
ART of approximately 13 minutes. CATS has deployed 50 
ambulances at 11 base stations covering the southern portion of 
Delhi. The area of Southern Delhi is approximately 857 square 
kilometers and comprises four districts South West Delhi, 
South East Delhi, New Delhi, and South Delhi. The high 
frequency of request calls from Southern Delhi motivated the 
authors to select and work upon the data of this region to 
allocate and dispatch ambulances for handling accidents and 
reducing the casualty rate. 

IV. PROBLEM FORMULATION 
The problem of allocating ambulances involves distributing 

a specific count of ambulances (A) in the fleet among the base 
stations (B) in such a way that the performance of EMS in 
terms of response time is improved while serving the requests 
generated from numerous demand points (D). The solution for 
the distribution of ambulances among the base stations is 
represented by an integer variable ai, where i є B specifies the 
exact count of ambulances placed at different base stations. 
Thus, 

A = {a1, a2, a3……., aB} 

Considering the real-world scenario, the authors have 
assumed that at an instant, only 'p' ambulances are available out 
of 'A' ambulances to handle the requests as the other 

ambulances are busy handling the patients or are on their way 
back to the base station. The number of ambulances available 
at each base station 'i' is denoted as ai(p). To indicate the 
availability or non-availability of an ambulance at the base 
statio 'i', a binary variable xi(p) is used. Values 1 and 0 for xi(p) 
indicate availability or non-availability at a particular base 
station. The mathematical formulation for minimizing ART is 
as follows. 

min RT = ∑  i∈D νi ∗ tij             (1) 

subject to the constraints. 

∑  i∈D ai(p) = p              (2) 

 ∑  ai  = A              (3) 

 xi(p) ≤ ai(p)              (4) 

 ai(p) ≥ 0  (5)   xi(p) ≥ 0           (6) 

 xi(p) ∈ (0,1)              (7) 

In the objective function shown in Equation 1, 𝜈𝑖  indicates 
the arrival rate of request calls per hour and tij denotes the 
travel time from location i (base station) to location j (demand 
spot). As stated if 'p' ambulances are available out of A 
ambulances, Constraint (2) checks that the total ambulances 
available at each base station are equal to the total number of 
ambulances present in the system at the same instant. 
Constraint (3) restricts the total count of ambulances to A. The 
fulfillment of requests is constrained by the presence of a 
certain number of ambulances at the base station by 
Constraints (4)-(6). Constraint (7) restricts the value of the 
variable. 

V. SIMULATION MODELLING 
The essential processes of an EMS system are structured in 

a simulation model, as shown in Fig. 1. As soon as the EMS 
center receives a call after an emergency occurs, the dispatcher 
selects the nearest ambulance available to serve at the accident 
site. The ambulance commutes from the base station to the 
requested site to locate the victim and provides on-the-spot 
treatment. After assessing the victim's situation, an ambulance 
transports the victim to the hospital if needed. The ambulance 
crew transfers the victim to the emergency room at the 
hospital. After completing the call, either at the requested site 
or the hospital, the ambulance returns to the base station and 
waits until assigned a new task. 

An EMS system's complicated structure and process 
dynamics can be effectively represented with the help of an 
operational model. Fig. 2 shows the operational model 
designed using the workflow of EMS to achieve the objective 
of the proposed work. The emergency calls exhibit strong 
randomness in dimensions of time and space as they can occur 
at any time and place. Therefore, the spatiotemporal 
randomness of such calls should be described quantitatively for 
the correct working of the simulation model. Hence, all the 
data used in the simulation should be defined accurately to 
attain relevant results. A random two-dimensional variable 'r' 
represents the latitude and longitude coordinates of the point 
from where the request initiates. The EMS system uses these 
coordinates to know the exact request location to respond to 
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emergency calls. The optimization algorithm used in work 
determines the state values for base stations and ambulances. 
These state values act as input for the simulation model. The 
state values refer to the data on the location (coordinates) of the 
base station, the id of the base station, and the number of 
ambulances available at that base station. Whenever a request 
call arrives, the travel time between the request location 'r' and 
each base station 'bsi ' can be calculated using the coordinate 

data of 'r', base stations, and Google distance matrix 
application programming interface. This way, a list of base 
stations ranked by travel time from the requested location is 
obtained. Then an ambulance with the status 'available' is 
selected from the base station with the least travel time to 
request location and dispatched to serve the patient. The status 
of the selected ambulance is changed from 'available' to 'busy.' 

 
Fig. 1. Simulation Model of EMS System. 
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Fig. 2. Operational Model for the Proposed Work. 

After the ambulance dispatches, the system calculates 
response and delay time values. Response time is the time an 
ambulance takes to reach the patient's location after the request 
is initiated. As soon as the ambulance arrives at the requested 
site, the simulation model records the time for on-the-spot 
treatment. If the patient does not require transportation to a 
hospital, the ambulance returns to the base station, and its state 
changes from busy to available. Otherwise, travel and waiting 
time values are calculated if the patient is transported to a 
hospital. If no ambulance is available, the patient has to wait in 
a queue and is served as soon as an ambulance is available. The 
response time, in this case, is calculated as the sum of travel 
time and waiting time. After all the requests are served in a 
day, the total time taken by ambulances to reach the requested 
locations (response time) is divided by the total number of 
request calls received at the EMS centre to find the value of 
ART. The algorithm of mSFLA has been used as an optimizing 
component and works on the result of the simulation 
component to find the best allocation plan for ambulances. 

A. Shuffled Frog Leaping Algorithm 
The shuffled frog leaping algorithm helps in finding an 

optimal solution. It is a memetic meta-heuristic population-
based cooperative search approach that imitates the group 
behavior (jumping strategy) used by frogs to find a location 
with the maximum amount of food. The algorithm incorporates 
techniques for performing local searches and exchanging 
global information. The frogs are randomly assigned a location 
in the search space. Several groups are formed by dividing the 
population of frogs, thus generating memeplexes. The 
memeplexes then evolve separately in different directions 

within the search space. Individual frogs can use the 
information of the population's best frog (global best) or best 
frog in the memeplex (local best) and change their direction. 
Each frog experiences memetic evolution because they 
influence each other and improve their performance to achieve 
the goal. After a specific number of memetic evolutions, the 
memeplexes are shuffled to generate new memeplexes, 
enhancing frogs' ability to attain the best solution in search 
space. Thus, PSO and Shuffled complex evolution [39] are 
used for local search and integrating information from parallel 
local searches in SFLA. The various steps in SFLA are 
explained below. 

Step 1: Population initialization and parameter setting: 
Various parameters need to be set up for SFLA, such as the 
size of the population, number of memeplexes and sub 
memeplexes, and number of memetic evolutions. A random 
population of 'N' frogs is generated to form the population. For 
all the frogs in the population, the fitness value is calculated. 

Step 2: Grouping: The fitness value obtained above is used 
to sort the frogs in descending order of their fitness value. 
These frogs are then divided into 'm' subgroups, with n frogs in 
each subgroup. 

Step 3: Intra-group search: From each subgroup, the frog 
with the best fitness value 'Xb' and worst fitness value 'Xw' are 
found. The worst solution in the subgroup is updated by using 
Equation 8 and 9, and only one solution which is the worst in 
the subgroup is updated at a sub iteration. For updating the 
position of the worst frog the following equations are used 
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 𝑆𝑖  = 𝑟𝑎𝑛𝑑 ∗  (𝑋𝑏 −  𝑋𝑤)             (8) 

𝑋𝑤′ =  𝑋𝑤 + 𝑆𝑖              (9) 

so that 

 𝑆𝑖𝑚𝑖𝑛  < 𝑆𝑖  < 𝑆𝑖𝑚𝑎𝑥 

where Si is the variation in the location of frog attained in a 
single jump. 'rand' is a uniformly distributed random number 
ranging between 0 and 1. The minimum and maximum step 
sizes for frogs are represented by Simin and Simax. The new 
position of the worst frog is represented by 𝑋𝑤′  If the value of 
𝑋𝑤′  is better than 𝑋𝑤 then the value of 𝑋𝑤′  replaces the value of 
𝑋𝑤  else the new value for 𝑋𝑤′ is calculated by Equation 10 and 
11. 

𝑆𝑖 = 𝑟𝑎𝑛𝑑 ∗  (𝑋𝑏𝑔 −  𝑋𝑤)           (10) 

𝑋𝑤′ =  𝑋𝑤 + 𝑆𝑖            (11) 

Xbg is the best frog in the current population. In case if the 
value of 𝑋𝑤′  is still not better than 𝑋𝑤, then the value of 𝑋𝑤′  can 
be calculated using 

𝑋𝑤′ =  𝑔 + 𝑟𝑎𝑛𝑑(1,𝐷)⨂(ℎ − 𝑔)          (12) 

In the above equation D represents the dimension of the 
optimization problem. rand(1, D) is a random vector of D 
components with each component between 0 and 1. 'g' and 'h' 
represent the upper and lower boundary vectors of the decisive 
variables. ⊗ means an entry wise multiplication. 

The worst frog and best frog is determined from the 
subgroups attained. Repeated subgroup search is carried out for 
predefined number of sub iterations. The intra group search 
stops when the search has been finished by all the subgroups. 

Step 4: Exchange of global information: The exchange of 
global information considers reorganizing all the subgroups 
into a population of N frogs. Steps 2 and 3 are used again to 
sort and divide the population into subgroups. Alternate 
executions of these steps are carried out until either the 
termination criterion is reached or the best solution is obtained. 
However, in some cases, a low diversity in the population traps 
the SFLA into local optima or premature convergence. 
Therefore, the concept of strong mutation is proposed in this 
paper to increase the diversity in the population. This concept 
works upon generating a trial mutated vector using the values 
of the best solution (Xb) in each memeplex and the value of the 
globally best solution (Xbg). It is crucial to ensure that the 
dimension of the mutation vector and the number of 
memeplexes is the same. 

𝑋𝑚𝑢𝑡𝑖 =  𝑋𝑟𝑎𝑛𝑑𝑖 + 𝑟𝑎�𝑋𝑏𝑖 − 𝑋𝑟𝑎𝑛𝑑𝑖 � +  𝑟𝑎(𝑋𝑏𝑔𝑖 −  𝑋𝑟𝑎𝑛𝑑𝑖 )    (13) 

i = 1,2,3……. number of memeplexes. 

Here 𝑋𝑟𝑎𝑛𝑑𝑖  represents a randomly generated vector and ra 
is random number between 0 and 1. Now, the generation cost 
of trial vector f(𝑋𝑚𝑢𝑡𝑖 )and target vector f(Xbg) are compared. If 
the value of the former is better than the latter, then the target 
vector is replaced by the trail vector in the next generation. 
Thus using this step, the algorithm can be prevented from 
being stuck into a local optimum, and convergence of the 
algorithm to a global value can be assured. 

B. Application of mSFLA to the Problem of Ambulance 
Allocation 
The application of mSFLA to ambulance allocation 

problem is explained in this section. The steps used in the work 
are as follows: 

1) The coordinate data about the base stations, count of 
ambulances at the base stations, total number of ambulances in 
the fleet, coordinate data of demand points are defined. 

2) Initial population is generated as 

Population = 

⎣
⎢
⎢
⎢
⎡
𝐴1
𝐴2
𝐴3

 

⋯
𝐴100⎦

⎥
⎥
⎥
⎤
 

𝐴𝑖 =  𝑎𝑖,1, 𝑎𝑖,2, … . . 𝑎𝑖,𝑁 

3) The objective function is defined stating the constraints 
and values. 

4) Compute the fitness value for the objective function. 
5) Sort and divide the population into memeplexes on the 

basis of the value of the fitness function. The local best 
solution (Xb) and the global best solution (Xbg) is defined. 

6) The frog with worst solution (Xw) is amended using 
Equation (8) and (9) or Equation (10) and (11) depending on 
the situation explained in previous section. 

7) The process of mutation is applied and the result 
obtained is compared with the value of Xbg. 

8) The values are updated and the amended and steps 
through 4 to 8 are repeated until the termination criteria is met. 

9) The best solution is obtained. 

VI. SIMULATION RESULTS AND DISCUSSION 

A. Area of Concern 
The authors have undertaken the southern portion of Delhi 

to obtain an optimal allocation plan for a fleet of 50 
ambulances at 11 base stations in the area. Fig. 3 and Fig. 4 
show the southern portion of Delhi and base stations (BS1-
BS11) of that area. The traffic police department of Delhi 
maintains records and releases a report every year stating the 
details like count of accidents, locations of accidents, time at 
which the accident took place, information regarding vehicles 
involved in accidents, etc. To get an insight into the situation, 
the authors used the report for the year 2019-2020. The report 
mentions different locations in Delhi which are accident-prone 
and must be taken into consideration by EMS organizations 
while devising and designing any policy or strategy. However, 
since an accident can occur at any location and at any point of 
time, the authors invented a robust framework that can handle 
any request initiated from any point in a short time. 
Considering each point (latitude and longitude) as a tentative 
spot for the occurrence of an accident, the authors divided 
southern Delhi into 230 blocks. Each block covered an area of 
approximately four kilometers square shown in Fig. 5. In every 
run of the framework, random requests are generated ensuring 
at least one request is initiated from each block. 
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Fig. 3. Southern Portion of Delhi. 

 
Fig. 4. Base Stations of Southern Delhi. 

 
Fig. 5. Tessellations of Southern Delhi.

B. Results and Discussion  
MATLAB environment is used to execute the work for 

15000 requests and a population size of 100. To exemplify the 
robustness and efficiency of mSFLA, the algorithm is executed 
as the optimization component in the operational model of the 
work. For implementing the mSFLA, the authors conducted 
many experiments to find appropriate values for various 
parameters. From the result of the experiments, the authors set 
values for the parameters: number of memeplexes, number of 
frogs in each memeplex, iteration count for global exploration, 

and iteration count for local exploration, as shown in Table I. 
The parameter values used for GA and PSO are shown in Table 
II and Table III respectively. 

For comparison, similar simulations are performed using 
PSO and GA as optimization components in the operational 
model stated in Section V. 20 runs of simulations are 
performed with each algorithm to compare the performance of 
the algorithms using the metrics such as the value of the 
objective function, convergence rate, and constancy 
repeatability. 
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TABLE I. PARAMETERS FOR M SFLA OPTIMIZATION 

Parameter Name Value 

Number of frogs in each memeplex 10 

Number of memeplexes 10 

Iteration max1 70 

Iteration max2 100 

Iteration of mutation 10 

TABLE II. PARAMETERS FOR GA 

Parameter Name Value 

Population size 100 

Number of iterations 1000 

Crossover fraction 0.1 

Mutation fraction 0.8 

TABLE III. PARAMETERS FOR PSO 

Parameter Name Value 

Population size  100 

Number of iterations 1000 

Cognitive coefficient (c1) 2 

Social coefficient (c2) 2 

Inertia coefficient (w) 0.8 

1) Convergence rate: The suitability of an algorithm for an 
optimization problem can be evaluated using convergence rate 
[36]. The convergence graph can also estimate an algorithm's 
best, average, worst results, and standard deviation. The 
convergence graph for PSO, GA, and mSFLA is shown in Fig. 
6(a), 6(b), and 6(c). As stated, 20 different runs were carried 
out for all three algorithms to attain the global fitness value for 
the objective function. The global fitness value is the best 
fitness value obtained in each iteration within the defined 
population size of the algorithm. The graph illustrates that the 
value of global fitness (in the best iteration/generation of every 
algorithm) changed from 13.58172 to 11.9733 in the case of 
PSO, 19.52089 to 11.72735 in the case of GA, and 12.93752 to 
11.4127 in the case of mSFLA in 1000 iterations of each. The 
graph also indicates that the PSO algorithm converged in 94, 
the GA in 358, and the mSFLA in 41 iterations. The quick 
convergence of mSFLA indicates that the convergence rate and 
computational time of mSFLA are better than GA and PSO. 

Another comparison result is shown in Fig. 7 and Fig. 8, 
where the values of standard deviation, best, average, and 
worst solutions are plotted for each algorithm. The result in 
Fig. 7 indicates that the even worst solution (maximum ART) 
provided by mSFLA is better than the other two algorithms' 
average solutions. In addition, the average result of mSFLA is 
also better, making it more efficient. The value of Standard 
Deviation (stdev) for all the algorithms shown in Fig. 8 reveals 
that the value of stdev i.e. 0.045331 is almost negligible in the 
case of mSFLA; therefore, it can provide the best solution in 
each run. 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. (a). Convergence Graph of PSO, (b). Convergence Graph of GA, (c). 
Convergence Graph of mSFLA. 
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Fig. 7. Comparison of Worst, Best, and Average Result. 

 
Fig. 8. Comparison of Standard Deviation. 

2) Objective function value: In this work, the objective 
function minimizes the value of ART of EMS to provide a 
prompt service to the people in need. The evolution graph in 
Fig. 9 depicts the global fitness values of ART for PSO, GA, 
and mSFLA are 11.9733 minutes, 11.72735 minutes, and 
11.4127 minutes respectively. 

 
Fig. 9. Evolution Graph of Algorithms. 

The convergence of mSFLA to the least value demonstrates 
that the result and performance of mSFLA is better than PSO 
and GA for the problem of ambulance allocation. 

 
(a) 

 
(b) 

 
(c) 

Fig. 10. (a). Constancy Graph of GA, (b). Constancy Graph of PSO, (c). 
Constancy Graph of mSFLA. 
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Fig. 11. Ambulance Allocation Plan Attained by Each Algorithm. 

3) Constancy repeatability: The performance of any 
algorithm can also be measured using the concept of constancy 
repeatability. Constancy repeatability of an algorithm is the 
similarity rate of the results obtained by the algorithm in 
different executions with the same input values [40]. To infer 
the constancy and repeatability of the algorithm, the authors 
plotted the fitness values obtained by all three algorithms in 
twenty runs of the operational model. Fig. 10(a), 10(b), and 
10(c) show that the changes in the fitness value of GA, PSO, 
and mSFLA. The changes in the value of GA are from 12.34 to 
11.50 minutes, in PSO are from 12.34 to 11.68 minutes, and in 
mSFLA are from 11.55 to 11.41 minutes. To be more exact, 
the variance of the results is calculated. The variance values are 
0.043178 for PSO, 0.038826 for GA, and 0.00205 for mSFLA. 
The consistency of any algorithm can be highlighted with the 
value of variance ranging between 0 and 1. In the proposed 
work, the variance value is between 0 and 1 for all three 
algorithms stating that all the algorithms are stable and 
consistent. However, the global optima results obtained by 
mSFLA are close to the average value in most runs, so it 
characterizes mSFLA as the most stable algorithm among the 
three algorithms. In other words, it can be said that in most 
cases, mSFLA will converge to global optima or near global 
optima. The ambulance allocation plan for the area of Southern 
Delhi provided by each algorithm is shown in Fig. 11. 

VII. CONCLUSION 
The performance of EMS significantly affects a country's 

healthcare system as it is considered responsible for saving 
people's lives. Response time is considered a key indicator to 
measure the performance of EMS by evaluating the time an 
ambulance takes to report at the spot from where the request 
was generated. To reduce the response time of EMS, the 
ambulances should be strategically allocated at the base 
stations so that the commuting time of the ambulance from the 
base station to the demanded spot is reduced. Considering this 
motive, the authors undertook the problem of finding an 
optimal allocation plan for a fleet of 50 ambulances among the 

11 base stations in the southern portion of Delhi. The authors 
used an operational model that showed the flow of data 
between the simulation component and optimization 
component. For the optimization component, the authors 
proposed mSFLA that used the concept of mutation in SFLA to 
avoid being trapped in local optima. mSFLA was compared 
with GA and PSO using different metrics. The results shown in 
Section VI help analyze the performance of mSFLA with PSO 
and GA. The objective of the work to attain an allocation plan 
with minimum response time is attained by mSFLA. It is able 
to reduce the value of ART from 13 minutes to 11.41 minutes, 
i.e., by 12.23%. 

A comparison of standard deviation, best and worst 
solutions of the proposed algorithm proves that mSFLA is 
more effective than the other two algorithms. The small value 
of 0.045331 for standard deviation signifies that mSFLA is 
consistent and reliable. Quick convergence and short execution 
time of mSFLA imply that it can be efficiently utilized in 
optimization problems similar to ambulance allocation 
problems. Moreover, mSFLA converges to a global optima 
value of 11.4127 minutes at lower iterations i.e. 41st iteration 
number taking less execution time than PSO and GA, which 
converge to a global optima value of 11.9733 and 11.72735 in 
94th and 358th iteration number at much higher iterations. 
Therefore, mSFLA appears superior to the other two 
algorithms regarding the quality of solution and convergence 
rapidity. This work also validates the competency of mSFLA 
to other algorithms in handling problems similar to allocation 
problems. 

As it is impossible to consider all the possible scenarios, the 
authors would like to extend the work by changing the single 
objective function to a multiobjective function. In addition, the 
authors will also focus on proposing an efficient strategy and 
solution for dynamically allocating and relocating ambulances. 
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Abstract—Digital Transformation has become one of the most 
discussed debates; many sectors have adopted digital 
transformation to gain a competitive advantage and to ensure 
their continuity. Moroccan universities, in their turn, are facing 
strategic and managerial challenges due to emerging practices 
related to digital transformation. To address this issue, the 
proposed work sets out to define the factors that lead us to adopt 
a digital transformation using SWOT analysis and to apply total 
quality management techniques to contribute to our research 
laboratory's digital transformation, by digitalizing and managing 
knowledge and processes. KMS-TQM digital platform has been 
used to capitalize knowledge and profile the different existing 
functions, positions, tasks, and referential competencies. Then, 
we analyzed all the actual processes to propose a business process 
re-engineering using Bizagi Modeler. The study’s contribution is 
to standardize all the current processes in the laboratory to help 
the Doctoral Studies Center successfully carry out the digital 
transformation. Moreover, the aim is to make all functions and 
tasks for each position explicit. 

Keywords—Business process re-engineering; digital 
transformation; knowledge management system; Moroccan 
research laboratory; total quality management 

I. INTRODUCTION 
Digital Transformation (DT) has recently increasingly 

driven organizations to change [1]. It has become one of the 
most discussed debates in business and organizational 
contexts [2]. The DT has involved sustainable management in 
coping with these changes; this is a vital and essential process 
for organizations that pretend to be leaders of change and be 
competitive in their sector [3], [4]. 

COVID-19 pandemic has mobilized research community 
for developing early diagnosis systems [5]–[11]. In addition, 
this pandemic has confirmed the need to digitalize public and 
private organizations (companies and educational institutions, 
etc.). The pandemic was an opportunity to innovate and 
accelerate the digital transformation to ensure the continuity 
and sustainability of the company [12]. 

In the education sector, the digital transformation has 
implicated sustainable management in dealing with these 
transformations [13]–[15]. The DT has been significant as a 
primary focus for higher education institutions (HEIs) [16]. 

Many studies have introduced the digital transformation in 
public administrations and the public sector [17], [18], that are 

focusing on redefining their processes to create new forms of 
public administration and interactions with users of their 
services. 

In the current research, we will focus on the Moroccan 
research structures, taking as a case study our scientific 
research laboratory LaROSERI, which unfortunately requires 
additional efforts to ensure good productivity and 
sustainability. Through digital transformation, it will be able 
to manage efficiently and effectively the whole research 
laboratory from different axes: performance, knowledge 
management, and business process re-engineering. 

In our previous work [19], we considered the research 
laboratory as a non-profit organization, and then we defined 
an indicator called “Global Laboratory Performance Indicator 
GLPI” to measure the laboratory's global performance. As a 
result, it has been shown a suitable approach should be 
adopted. 

For this purpose, we suggest the following rankings, which 
show the necessity to rethink our managerial and strategic 
organization. To define the gaps that lead us to this study, we 
refer to the Ranking Web of World Research Centers as an 
initiative of the Cybermetrics Lab, a research group belonging 
to the Consejo Superior de Investigaciones Científicas 
(CSIC) 1 . CSIC is one of the leading essential research 
organizations in Europe. In 2006, CSIC comprised 126 centers 
and institutes throughout Spain. CSIC is attached to the 
Ministry of Education, and its primary goal is to promote 
scientific research to enhance scientific and technological 
progress. 

The following Table I ranks the top ten research 
centers/labs, according to the 2019 CSIC ranking. 

The Table II describes the global and African ranking of 
Moroccan research centers. As presented, the Moroccan 
Institute of Scientific and Technical Information - IMIST is 
ranked 65th in Africa and 4094th worldwide. 

These rankings highlight the importance and the need for a 
set of actions to reposition the scientific research structures 
that are facing strategical and managerial challenges. 
Furthermore, Morocco upholds digital transformation through 
many initiatives to accelerate its development; we can cite 
some of them as described in the Table III. 
                                                           

1 https://research.webometrics.info/en/ 
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TABLE I. CSIC RANKING – 2019 

Ranking Institution Country 

1 National Institutes of Health USA 

2 National Aeronautics and Space Administration USA 

3 Centre National de la Recherche Scientifique 
CNRS France 

4 Max Planck Gesellschaft Germany 

5 Chinese Academy of Science CAS / 中国科学院 China 

6 Centers for Disease Control and Prevention USA 

7 US Department of Veterans Affairs USA 

8 Consejo Superior de Investigaciones Científicas 
CSIC Spain 

9 National Oceanic and Atmospheric Administration USA 

10 Consiglio Nazionale delle Ricerche CNR Italy 

TABLE II. CSIC MOROCCAN RESEARCH CENTERS/LABS - AFRICAN 
RANKING - 2019 

Global 
ranking 

African 
ranking Research Center/Lab 

4094th 65th Moroccan Institute of Scientific and 
Technical Information - IMIST 

4198th 69th National Center for Scientific and Technical 
Research - CNRST 

4263rd 70th Royal Institute of Amazigh Culture - IRCA 

4529th 77th Pasteur Institute of Morocco 

5139th 90th Scientific Institute of Rabat 

TABLE III. MOROCCAN INITIATIVES 

Moroccan 
Initiative Description 

“Horizon 
2020” 

In Morocco, the digital transformation has been accelerated, 
mainly due to the major government initiatives, "Horizon 
2020", launched in 2017, and then "Horizon 2025", which 
have set ambitious goals in terms of e-government and 
training of young people in innovative technologies. 

The National 
Plan to reform 
administration 
(2018-2021) 

It is considered a crucial demand to upgrade the 
administration and the public Service through its 
restructuring and the reinforcement of its managerial and 
technical capacities to be qualified to offer good 
governance, ensure services of the general interest, and 
provide users with quality services. 

The 
Framework 
Law 51-17 

The Moroccan parliament approved the framework law 51-
17 in August 2019, which concerns the government's 
strategic plan "2015-2030" to strengthen the national 
education system. The framework law 51-17 will mandate 
the creation of a national commission to supervise its 
execution and the overall education system reform in 
Morocco. 

To properly define the factors that led us to this study, we 
propose a SWOT analysis as described in Table IV. 

As shown in the SWOT analysis, it describes what the 
research laboratory excels, identifies in which it needs to 
undertake improvements to remain competitive. In addition, 
the analysis mentions factors that have the potential to harm 
the research laboratory or that could provide a strategic 
advantage to it. 

TABLE IV. SWOT ANALYSIS 

SWOT analysis 
Internal 
Strengths Weaknesses 

- The diversification of 
the theses topics, which 
emerge from several 
fields 

- Developing scientific 
and technical research 
in the computer 
sciences field 

- Offering different 
doctoral training and 
part-time teaching 
opportunities for PhDs 

- Collaborations between 
research teams, such as 
thesis co-supervision, 
and co-authors. 

- A good work 
atmosphere  

- Insufficient dynamics of doctoral studies 
(doctoral theses duration are too often 
exceeding the regulatory period, which 
is three years) 

- Lack of a Digital workspace that can 
promote collaborative work 

- Insufficient resources (offices and 
materials) for the expected increase in 
the number of doctoral students 
enrolled. 

- Percentage of funded theses 
- Lack of using monitoring and steering 

tools (skills management, performance 
management, process management) 

- The absence of an internal structure 
specialized in setting up and monitoring 
theses, research projects, and research 
activities. 

- Lack of training to prepare PhD students 
for the job market actions (soft skills, 
coaching, personal development) 

- The need for a digital strategy 
- Lack of a quality management system 
- Lack of a digital tool to communicate 

research outcomes within the laboratory 
members  

- Lack of positions and skills repository 
- Integration of new information and 

communication technologies is 
relatively modest. 

- Lack of a digital system for monitoring 
and evaluating research activity 

- Lack of using efficient governance tools 
such as the BSC 

- Need for a management training, people 
in positions of responsibility 

External 
Opportunities Threats 

- Research in collaboration 
with external 
laboratories, universities, 
or institutions. 

- Research projects in 
collaboration with 
CNRST, OCP, UM6P 

- Communicating research 
outcomes in different 
scientific events 

- Publishing scientific 
papers in indexed 
journals 

- Absence of a digital platform 
- Concurrence with other national 

institutions 
- The absence of an alumni network 
- The gap between ambition and 

resources allocated to research 
- Weak private R&D and insufficient 

business/university interactions 
- Lack of sufficient anticipation of 

investments in IT/digital infrastructure 
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According to the points above, we have decided that 
adopting a digital transformation could solve this issue, thus 
digitizing, managing, and eventually repositioning the 
research laboratory within the university. 

This work emphasizes using a knowledge management 
system (KMS) capable of filling all the gaps mentioned. 

To successfully conduct this research, we focused on the 
following three research questions: 

• How can the laboratory develop the digital 
transformation strategy? 

• How clear does the management in the Lab understand 
the needs for a digital transformation of its 
organization? 

• How does the laboratory apply digital technologies and 
managerial practices in its processes? 

To answer the research questions, the main contributions 
of this work are the following: 

• Defining the factors and limits that have forced us to 
adopt a digital transformation using the SWOT 
analysis. 

• Using a Knowledge Management System that 
combines all the TQM aspects to manage the whole 
structure. 

• Standardize all the research structure processes to be 
expressed explicitly. 

The rest of this paper is structured as follows: Section II 
presents the related works and the problematic. Section III 
describes the proposed approach. Section IV shows the 
implementation using KMS-TQM digital platform and Bizagi 
Modeler. Finally, section V concludes the current work and 
proposes the perspectives. 

II. RELATED WORKS 
Due to new needs and requirements, several sectors have 

used digitalization to obtain a competitive advantage and 
ensure continuity [20], [21]. To discuss the state of the art, we 
propose the following subsections that determine each aspect 
of our work: Digitalization and Digital transformation, 
Knowledge Management, Business process Re-engineering, 
and their applications in the context of HEIs. 

A. Digitalization and Digital Transformation 
According to [12], the COVID-19 pandemic has confirmed 

the need and importance of digitalization in public and private 
organizations. It was an opportunity to innovate and accelerate 
the digital transformation to ensure the continuity and 
sustainability of organizations. To define the term 
'Digitalization' and ‘Digital Transformation’, the following 
Table V illustrates some definitions proposed in the literature. 

As pointed out in [25], digital competence is considered as 
a set of skills, knowledge, and attitudes necessary to use ICT 
and digital devices for responsibilities such as information 
management, and collaboration in an effective, efficient and 
ethical way. Digital transformation is considered a well-

known topic at the moment, and ideas for digital products, 
facilities, and media were already widely understood in the 
1990s and 2000s [26]. 

TABLE V. DIGITALIZATION AND DIGITAL TRANSFORMATION 
DEFINITIONS 

Ref Definition 

[22] 

Digitalization is a "sustainable company-level transformation via 
revised or newly created business operations and business models 
achieved through value-added digitalization initiatives, ultimately 
resulting in improved profitability." 

[23] 
The digitalization is "the application of any digital technologies to all 
human activities, such as personal life, social, economic and political 
activities." 

[24] 

Digital transformation is “a process that aims to improve an entity by 
triggering significant changes to its properties through combinations 
of information, computing, communication, and connectivity 
technologies.” 

“Each organizational transformation implies a cultural 
transformation”, the introduction of new technologies and 
digitalization has strongly contributed to the organizational 
and cultural transformation of companies [27]. Digital 
transformation has caused a significant change in the business, 
both in its activities, its organization and even in its culture 
[28]. Digital transformation is the integration of new processes 
within the company, such as adopting new technologies, tools, 
and work methods [29]. It impacts the global functioning of 
companies and transforms working methods and processes, 
requiring managerial approaches for a long-term vision to 
remain competitive, efficient, and modern [30]. 

B. Total Quality Management 
Total quality management is a managerial approach that 

began in Japanese industry and has received increased 
attention in the West since the early 1980s[31], [32]. Total 
quality refers to a company’s culture, attitude, and 
organization that attempts to consistently offer its customers 
products and services that fulfill their expectations [33]. 

TQM is a quality management approach whose target is to 
achieve ideal quality, the entire company should be mobilized 
and involved, by reducing waste as much as possible and by 
continuously improving the output elements [28]. Many agree 
that the TQM movement began in Japan, the term TQM 
comes from TQC, it was coined by A.V. Freignbaum, 1983 
[34], [35]. Organizations that have successfully used the 
principles of TQM, have integrated the customer and quality 
into their business strategy [36]. It is the result of the efforts 
made to develop Quality Management. 

Important aspects of TQM encompass quality management 
leadership and commitment, continuous improvement, rapid 
response, evidence-based actions, employee involvement, and 
a TQM culture [37]. 

In the context of higher education, several quality 
management models developed for use in industry have been 
involved in HEIs around the world [43], such as TQM, 
EFQM, Balanced scorecard, Malcolm Baldridge award, ISO 
9000, Business process re-engineering and SERVQUAL. One 
of the most well-known quality management models that have 
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been implemented in higher education is Total Quality 
Management (TQM) as described in Table VI [44]. 

The study [45] defines the seven TQM factors as follows: 
Leadership, Strategic planning, Human resource management, 
Customer orientation, Process management, Information 
analysis, and Continuous process improvement. Through 
the implication of TQM concepts, assists organizations in 
learning strategies to increase productivity. The dimensions of 
TQM indicate the broad range of features in organizational 
cultures that promote innovation. Yet, the success of TQM 
demands an organizational culture based on trust and 
knowledge sharing [46]. 

TABLE VI. TQM APPLICATIONS IN HEIS 

Ref Year Overview 

[38] 2018 

Through a review of the literature, this research aims to 
examine the impact of TQM on the organizational 
performance of Portuguese universities and polytechnic 
higher education institutions. The purpose of this study is to 
point out the importance of quality in education, specifically 
in HEIs, as indicated by the recent studies, the existing 
literature has highlighted the fact that educational institutions 
are lagging behind other organizations in terms of total 
quality culture. 

[39] 2019 

This research represents a survey done at two Swedish 
universities, and it attempts to determine teacher educators' 
use of digitalization technologies and the resulting demand 
for digital competence in higher education. Digital 
competence involves, among other factors, acquiring and 
familiarizing with various digital tools and apps to utilize 
Internet and digital technology is a critical and educative 
approach. 

[40] 2019 

The digital transformation strategy seeks to create the 
capacity to fully use the potential of new technologies in a 
fast and innovative manner in the future. The study proves 
that planning and implementing infrastructure allow all 
students and staff to effectively communicate, share 
information, and collaborate in research skills, thus 
improving teaching and learning and supporting 
administrative functions, students, and staff to use computer 
systems to boost their digital skills. 

[41] 2020 

This work represents a bibliometric of 1590 papers from the 
Scopus database. In the education sector, the Digital 
transformation has necessitated the implementation of a 
long-term management strategy. The authors conclude that 
HEIs are progressing in managing their economic, 
environmental, and social sustainability, concerning digital 
transformation to reach the model of an open, digital, 
innovative, and connected institution. 

[42] 2022 

Higher education institutions around the world have used 
numerous quality management strategies. As mentioned in 
this work, with the growing interest of the quality measures 
for sustained growth in education, the potential of 
developing a paradigm that reflects the challenges of higher 
education while including comprehensive quality and social 
responsibility ought to be considered. Therefore, the authors 
proposed an approach that connects the TQM and social 
responsibility of organizations and higher education 
institutions. 

Recently, knowledge management by the company has 
constituted a sustainable competitive advantage, forming a 
common point with the objectives of the quality approach: 
obtaining a competitive advantage [47]. Not only knowledge 

management, but the implementation of business process 
management also helps organizations enhance their capacities 
through individual knowledge resources and greater collective 
knowledge of the organization. 

The decision to manage the laboratory knowledge needs to 
set a standardized process by redesigning the actual processes. 
The following subsections define knowledge management and 
business process re-engineering. 

C. Knowledge Management 
Knowledge is a valuable, scarce and non-substitutable 

resource that enables an organization to gain a sustainable 
competitive advantage [38]. It is a set of experiences, values, 
information and ideas to assess and integrate new knowledge 
and experiences. Knowledge is an intangible attribute that is 
practically impossible to simulate and is considered a strategic 
asset that has to be effectively managed by every organization 
[48]. It can be explicit or tacit. 

Knowledge management is the process of getting the right 
knowledge to the right person at the right time. Moreover, 
knowledge management aims to explicit the tacit knowledge 
by systematizing large sets of knowledge and gathering 
individual knowledge [49], [50]. The purpose is to produce 
valuable knowledge, fulfill the knowledge demands of 
customers, perform knowledge and innovations and strengthen 
the basic competitiveness of an organization [51]. The KM 
approach is the integration of individuals, methods and 
technologies implied in planning and implementing the 
infrastructure of the educational institutions [52]. 

Therefore, the process of knowledge implies four steps: 
creation, retrieval/storage, transfer and application [53]. The 
different components of KM as cited in these works [53] in 
Table VII include five elements: 

TABLE VII. ELEMENTS OF KM 

Knowledge 
Creation 

The organization’s ability to create and communicate 
knowledge in its services, and systems. The process of 
knowledge creation consists in capturing a part of tacit 
knowledge and transforming it into explicit knowledge. 

Knowledge 
Application 

The most important step in knowledge management is to 
ensure that knowledge is productively applicable for the 
organization's benefit, aiming to maximize performance. 

Knowledge 
Sharing 

Knowledge sharing is a range of behaviors that include 
sharing information or helping others to inspire innovative 
behavior. 

Knowledge 
Capitalization 
(Storage) 

It consists in identifying its crucial knowledge, preserving 
it and making it sustainable while ensuring that it is shared 
and used by the greatest number of people. Without this 
capitalization effort, collective knowledge does not exist. 

Knowledge 
Transfer 

It is the process of transferring knowledge between 
individuals, groups or organizations using various means or 
channels of communication. 
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D. Business Process Re-engineering – BPR 
Today, quality is identified by the process approach of the 

activities. The management of processes is a strategy adopted 
by organizations that want to become more efficient; it would 
make them more efficient in executing their processes and 
ultimately more competitive [54]. The term of ‘process 
approach’ first appeared in its 2000 version: "the application 
of the process system within an organization, as well as the 
identification, interactions and management of these 
processes". This definition summarizes the requirements of a 
management system of quality, and treats the customer 
satisfaction by adding value to each process. 

The process approach has been described and established 
as the quality management basis in organizations through the 
ISO 9001 version 2015 standard. It allows to identify, map the 
processes, and understand their interactions in an organization 
[55]. In addition, according to FD X50-176 standard, “Process 
management can be applied to all types of organizations 
regardless of their size, activity, and to the various 
management systems implemented (quality, safety, 
environment, etc.)”[56]. 

E. Use case: Research Laboratory LAROSERI 
1) Description: The LAROSERI research laboratory was 

created in 2014. It belongs to the Computer Science 
Department in the Faculty of Science in El Jadida, Morocco. 
LAROSERI includes four research teams as described in 
Table VIII. 

2) Challenges: The main objective of this study is to 
reposition the Chouaib Doukkali University in scientific 
research, by applying the Total Quality Management and 
using a Knowledge Management System. The SWOT analysis 
described in Table IV has determined the factors that led us to 
adopt a digital transformation. The Fig. 1 shows some 
Laboratory challenges. 

Aiming to address these issues, we propose an approach 
based on Total Quality Management techniques that can 
provide adequate solutions to digitalize manage and steer the 
entire laboratory. The following section presents the proposed 
approach. 

TABLE VIII. RESEARCH LABORATORY DESCRIPTION 

Department  Name of the laboratory Research Teams 

Computer 
sciences 

Research Laboratory in 
Optimization, Emerging 
Systems, Networks and 
Imaging (LROSERI) 

Optimization, Intelligent 
System and Imaging 

intelligent transportation 
systems 

Business Intelligence, Network 
and Imaging 

Decision and Information 
Systems 

 
Fig. 1. Research Laboratory Challenges. 

III. PROPOSED APPROACH 
Related works have highlighted the potential that the TQM 

application in the research structure context offers. Our case 
study consists of proposing an innovative approach to properly 
digitalize and manage the research laboratory. 

The proposed approach can be divided in the workflow as 
shown in Fig. 2. This digital transition impacts the overall 
functioning of companies and disrupts working methods and 
processes, which requires the use of managerial approaches 
for a long-term vision to remain competitive, efficient, and 
modern[57]–[59]. 

Fig. 2 and Fig. 3 describe the steps and tools that we used 
to adopt a digital transformation in our research laboratory. 

A. Knowledge Management using KMS-TQM Platform 
The knowledge management concerns the way knowledge 

is stocked and arranged. From a managerial perspective, the 
capitalization of knowledge is a major element in the 
improvement of performance via the establishing of a 
trustworthy resource base completed by appropriate software, 
and able to offer appropriate decision support. The objective 
of this function is to store relevant knowledge that assists 
actors in their operations [50]. 

In this work, we propose to use a KMS (Knowledge 
Management System) to capitalize and store knowledge in a 
repository, which is specifically designed for a scientific 
research laboratory, in order to provide relevant decision 
support to the different research laboratory’s actors. 

 
Fig. 2. Used Tools. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

380 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 3. Approach Workflow.

1) KMS-TQM digital platform: We are going to use KMS-
TQM Digital platform2,3 as described in the Table IX: 

B. Business Process Re-engineering using Bizagi Modeler 
Unfortunately, for Quality module, the platform offers 

only process mapping. Therefore, we chose the Bizagi 
Modeler tool for process modeling in order to make explicit 
all the existing processes within the laboratory. The choice of 
this robust process management tool aims to redesign the 
research laboratory process, thus integrating all actors, 
functions, tasks, etc. 

Bizagi4 is a free BPM tool (for a single user) to create, 
optimize and publish a process. It also provides a cloud-based 
collaboration environment, offering powerful and fast drag-
and-drop design tools. In addition, it allows users to review 
process models from any location and on any device and to 
provide real-time feedback. 

                                                           
2 http://37.187.48.129:9191/062021ic-canada-certified-trainings/ 

3 https://masoda.ch/ 
4 https://www.bizagi.com/en/products/bpm-suite/modeler 

The KMS-TQM digital platform allows us the features 
shown in Fig. 4. 

TABLE IX. KMS-TQM DIGITAL PLATFORM 

K
M

S-
D

ig
ita

l P
la

tfo
rm

 

A facilitator and accelerator of digital transformation and CSR 
transition, thanks to its transversal approach focused on the 
company's business processes. 

A data collector and organizer, which prepares organizations for 
the next Artificial Intelligence revolution. 
A powerful and adaptable tool for steering (Balanced ScoreCard, 
dynamic dashboards) and monitoring (risk management, project 
coordination, etc.) all of the operational activities, and which has 
the capacity to integrate those of the stakeholders (via the 
integrated ISO 26000 and BCorp certification reference systems). 
With a strong digital component (digitalizing procedures, 
workflows, data collection), it will also support organizations in 
their technological transformation. 

http://37.187.48.129:9191/062021ic-canada-certified-trainings/
https://masoda.ch/
https://www.bizagi.com/en/products/bpm-suite/modeler
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Fig. 4. Research Laboratory Digitalization and Management using KMS-

TQM Digital Platform. 

In this work, we intend to digitalize all the actual processes 
and make them as a standard in our Laboratory. 

IV. RESULTS AND DISCUSSION 
In this section, we will apply the proposed approach, first 

by using KMS-TQM digital platform to digitalize and manage 
knowledge, then by using the Bizagi Modeler to manage the 
laboratory processes. 

The purpose of capitalizing knowledge in our case is to 
make explicit functions, tasks, and competencies. It answers 
the question: who did what and how? 

By using the KMS-TQM platform, we generate the 
function sheets of each position in the research laboratory. We 
have assigned to each position a function(s) that is linked to 
numerous tasks and competencies. 

The first step is to create the organizational entities and 
assign each to a parent entity. For instance, in our case, a 
doctoral studies center depends on the doctoral college as 
mentioned in Fig. 5. 

The next step is to create competencies referential to tasks. 
Then, assigning each task to an appropriate function becomes 
possible, and defining the function first manager and 
assignments. Fig. 6-8 below illustrate the entity's 
management, tasks, and function management. 

After preparing functions with their owners, the platform 
proposes to generate a functional or organizational sheet. It 
summarizes all the functions depending on their relationship. 
Fig. 9 describes an example of the functional sheet. 

 
Fig. 5. Entities Management. 

 
Fig. 6. Functions Management. 

 
Fig. 7. Tasks Management. 

 
Fig. 8. Affecting Tasks to Function. 

To set standardized processes within the Laboratory, each 
actor should elaborate a draft of the different activities; it 
concerns the laboratory chief, the research supervisors, 
research teams' chiefs, PhD students. After these tasks, the 
Director of the CeDoc (Center for Doctoral Studies) collects 
information concerning each process, capitalizes knowledge, 
redesigns the actual processes, and finally, validates, and 
standardizes these processes. 
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Fig. 9. An Example of a Functional Sheet. 

Fig. 10 and Fig. 11 depict this activity and the different 
interactions. 

 
Fig. 10. Research Laboratory Processes Re-engineering. 

 
Fig. 11. Research Laboratory Knowledge Capitalization. 

V. CONCLUSION 
In summary, the TQM applications aiming to digitalize 

and manage research structures are still very weak. This paper 
analyzes the factors to adopt a digital transformation in the 
research laboratory by applying the SWOT analysis and gives 
an overview of some available recent studies that apply this 
approach in the same context. The main objective of our 
research is to integrate a Knowledge Management System and 
apply TQM aspects, which can apply to any research 
laboratory that desires to adopt a digital transformation. The 
proposed approach briefly describes the steps to be followed 
to digitalize and manage knowledge and redesign the current 
processes. 

Despite the advantages of the research approach, some 
limitations can be addressed through future research; the 
platform used in the implementation does not link process 
modeling with other modules, which means integration issues. 
Therefore, to propose a suitable and adaptable solution, it will 
be more practical to think of an open-source solution with 
huge possibilities. 

In future work, as mentioned, we intend to conduct a 
comparative study between laboratory management 
information systems (LIMS) by selecting specific criteria to 
propose an adequate digital framework. The framework will 
combine the quality management system (QMS) aspects and 
integrate innovative solutions to digitalize and manage 
research structures. 
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Abstract—There is no doubt that the use of drugs has 
significant consequences for society, it introduces risk into the 
human life and causing earlier mortality and morbidity. Being a 
conscientious member of society, we must go ahead to prevent 
these young minds from life-threatening addiction. Owing to the 
computational complexity of wrapper approaches, the poor 
performance of filtering techniques, and the classifier 
dependency of embedded approaches, artificial intelligence and 
machine learning systems can provide useful tools for raising the 
prediction rate of drug users. Recently, the psychologists 
approved the recent personality traits Five Factor Model (FFM) 
for understanding human individual differences. The aim of this 
work is to propose a rough sets theory based method to 
investigate the relationship between drug user/non-user (month-
based user definition) and the personality traits. The data of five 
factor personality profiles, impulsivity, sensation-seeking and 
biographical information of users of 21 different types of legal 
and illegal drugs are used to fetch all reducts and finally a set of 
classification rules are created to predict the drug user/non-
user(month-based user definition). The outcomes demonstrate 
the novelty of the current work which can be summarized as The 
set of generalized classification rules which pronounced with 
logic functions build a knowledge base with excellent accuracy to 
analyze drug misuse successfully and may be worthy in many 
applications. 

Keywords—Classification; personality traits; five factor model; 
rules extraction; drug abuse detection; rough sets theory; feature 
selection 

I. INTRODUCTION 
One of the extreme serious matters taking into account the 

mental health in these days is drug addiction, where it has the 
ability to devastate life and a nation readily for their toxic and 
addictive effects. Drug intemperance means" the picking of 
diverse drugs illegally and being addicted to those drugs". 
Drug intemperance has turned into a severe truth for which the 
young descents from all lifestyles are influenced silently. 
Dissatisfaction is the cause for this intemperance, unemployed 
matters, political outburst, non-attendance of homely 
relationships, and non-attendance of ardent love fellowship 
which offers rise to disappointments [1]. Drug is having been 
thought to be one of the extreme used psychoactive substances. 
as stated by world health organization, drug consuming leads 
to the death of three million as well as 5.1% of several 
universal diseases all over the world yearly [2]. The practical 

importance of the issue of estimating individual’s risk of 
intemperance drugs is very high [3]. The connection of 
personality traits to risk of intemperance drugs is a continuous 
problem [4]. Many studies had been done to find the answer of 
the following Questions - “How do personality, gender, 
education, nationality, age, and other attributes affect this risk? 
Is this dependence different for different drugs? Which 
personality traits are the most important for evaluation of the 
risk of consumption of a particular drug, and are these traits 
different for different drugs? Is the prediction of drugs usage 
by a person helpful to prevent the persons from getting 
addicted to drugs?” Also, some related works had been done by 
researchers on drugs and addiction predictions to improve the 
methods which are used. Bergh [5] proposed a way to 
Predicting Alcohol Consumption in Adolescents from 
Historical Text Messaging Data. Belcher et al. [6] studied the 
personality traits and sensitivity or resilience to drug 
intemperance. Weissman, et al. [7] studied the effects of the 
drug intemperance adolescent and it is found that there is a 
strong connection between reward and cognitive control brain 
networks. Andreassen et al. [8] studied the relevance between 
behavioral addictions and the FFM of personality. Kumar, et. 
al. [9] proposed efficient prediction of drug–drug interaction 
using deep learning models. In this work all the questions 
which posed above have been reformulated as classification 
problem and an effective data mining technique dependent on 
rough set theory was employed to address these issues and 
extracting classification rules to predict the Drug User/Non-
User (month-based user definition). 

II. RESEARCH PROBLEM 
Psychologists tried many times to identify the connections 

between personality traits and drug user/non-user. Many 
studies are done and data mining techniques and 
methodologies had been used to manage these issues such as 
decision trees, linear discriminant analysis, and statistics 
estimation techniques [10]. The main aim of this work is to 
find answers to these questions: Which personality traits have 
the great importance for estimation of the risk of abusing 
drugs, and are these traits different for different drugs? What 
are the effects of personality, gender, education, nationality, 
age, and other factors on abusing drugs? What about this 
dependence for several drugs? 
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A. Personality Traits 
In recent years and due to the development in scientific 

research, the psychologists approved the recent personality 
traits Five Factor Model (FFM) for realization of human 
individual variances [11]. It consists of Neuroticism (N), 
Extraversion (E), Openness to Experience (O), Agreeableness 
(A), and Conscientiousness (C). These traits can be defined as 
follow: 

• N : "Neuroticism is a long-term tendency to experience 
negative emotions such as nervousness, tension, anxiety 
and depression (associated adjectives [10]: anxious, 
self-pitying, tense, touchy, unstable, and worrying)”  

• E: " Extraversion manifested in characters who are 
outgoing, warm, active, assertive, talkative, and 
cheerful; these persons are often in search of 
stimulation (associated adjectives: active, assertive, 
energetic, enthusiastic, outgoing, and talkative)”. 

• O: "Openness to experience is associated with a general 
appreciation for art, unusual ideas, and imaginative, 
creative, unconventional, and wide interests (associated 
adjectives: artistic, curious, imaginative, insightful, 
original, and wide interest)”. 

• A: "Agreeableness is a dimension of interpersonal 
relations, characterized by altruism, trust, modesty, 
kindness, compassion and cooperativeness (associated 
adjectives: appreciative, forgiving, generous, kind, 
sympathetic, and trusting)”. 

• C: "Conscientiousness is a tendency to be organized and 
dependable, strong-willed, persistent, reliable, and 
efficient (associated adjectives: efficient, organised, 
reliable, responsible, and thorough)". 

The values of the five factors (N, E, O, A, C) are utilized as 
inputs in various statistical methodologies for prediction, 
diagnosis, and risk estimation. These methodologies and 
techniques are used a wide range of fields where personality 
has a great importance such as medicine, psychology, 
psychiatry, education, sociology, and many others areas. Other 
two additional feature of personality confirmed to be leading 
for analysis of matter use, Impulsivity (Imp) and Sensation-
Seeking (SS) [12]. 

• Imp: " Impulsivity is defined as a tendency to act 
without adequate forethought " 

• SS: "Sensation-Seeking is defined by the search for 
experiences and feelings, that are varied, novel, 
complex and intense, and by the readiness to take risks 
for the sake of such experiences" 

B. Rough Sets Theory 
Rough sets theories (RST) is the core of most recent 

approximations based mathematical model to investigate the 
imprecision and uncertainty present in knowledge [13-17], as 
well as extract decision rules which act as classification 
scheme for prediction. We can say that it is a tool for data 
mining or knowledge discovery in relational databases. It is a 
formal approximation of a crisp set defined by its two 

approximations namely, Upper and Lower approximation [18] 
as shown in Fig. 1. 

 
Fig. 1. Represen Tation of a Set Approximation of an Arbitrarily Set X in U. 

The definition of the indiscernible relation IND(B) is: 

( ) { ( x , y )  U a B , a(x)  a(y) }      IND B = ∈ ∀ ∈ =
 (1) 

Also, in decision system ( ),U A  let B A⊆ and

X U⊆ , the lower approximate B(x) , upper approximate 

R(x)  and the boundary of X denoted by BND(X) are written 
as: 

{ }( ) [ ]                         BB x x U x X= ∈ ⊆
            (2) 

{ }( ) [ ]                    BB x x U x X= ∈ ≠∅           (3) 

( ) ( ) ( )                         BND X B x B x= −            (4) 

The B-positive region of and The B-negative region of 
X , denoted as BPOS ( )X , B ( )NEG X respectively are 
written as: 

B ( )                                      POS X BX=            (5) 

B ( )                                NEG X U BX= −            (6) 

The accuracy of approximation can be written as: 

B ( )                                           
BX

X
BX

α =

           (7) 

Where x is the cardinality of X. Obviously

B0 ( ) 1Xα≤ ≤ . The rough membership function can be 
written as 

[ ]
[ ]

( )

( )

( )                             
i Ind BB

X

i Ind B

X x
x

x
µ

∩
=

           (8) 

Obviously, 
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[ ]( ) 0,1                             B
X xµ ∈

            (9) 

III. ANALYSIS 
In the life of the any human there are various factors 

(attributes) for addiction that lead to increase the probability of 
drug consumption. Some of these attributes correlated with 
psychological, social, environmental, and economic 
characteristics [19, 20]. The most important risk factors are 
likewise associated with personality traits [21]. So this study 
proposes a methodology based on rough set theory to extract 
decision rules for predicting drug user/non-user (month-based 
user definition). We defined different categories 
(classifications) of “drug users” based on the regency of use as 
follows: class of "non-users", "year-based”, “month-based” and 
“week-based” user/non-user. 

Linear discriminates for user/non-user separation is 
evaluated by several methods, here we will consider the 
following Relations: 

For users: 

i + k CT > 0                                  Th ∑          (10) 

For non users: 

i + k CT  0                                Th ≤∑          (11) 

Where  

Th : is the thresholds. 

CT  : is the conditional attributes. 

ik  : are the coefficients of the conditional attributes. 

Data had been taken from the database which was collected 
by Elaine Fehrman [22] for 21 different types of legal and 
illegal drugs separately, where the values of the five factors (N, 
E, O, A, C) in addition to Impulsivity (Imp) and Sensation-
Seeking (SS) as  well as biographical data: age, gender, and 
education are used as the conditional attributes in the decision 
table shown in Table I. 

Now, we will use rough sets methodology to find structural 
connections within the given data to obtain all reducts and 

finally a set of generalized classification rules are extracted to 
predict the drug user/non-user. The overall steps of the 
suggested rough sets methodology are shown in Fig. 2. 

By using RST analysis toolkit software called ROSETTA 
where Semi-Naïve algorithm were used to discretize the data in 
Table I to be as shown in Table II where “ * means do not care 
condition” . After that reduction techniques based rough sets is 
used to determine the minimal reducts of (factors) attributes 
that can characterize all the knowledge in the decision tables as 
presented in Table III. Finally, the knowledge gained from all 
extracted reducts can be outlined by rough sets dependency 
rules as shown in Table IV. 

 
Fig. 2. The Overall Steps of the Suggested Rough Sets Methodology. 

TABLE I. DECISION TABLE OF COEFFICIENTS OF LINEAR DISCRIMINANT FOR USER/NON-USER (YEAR-BASED USER DEFINITION) 

 TH Age Gndr Edu N E O A C Imp SS Drug 

x1 0.130 0.263 0.058 0.590 0.096 0.588 0.111 0.078 0.083 0.193 0.402 Alcohol 

x2 0.543 0.643 0.293 0.249 0.063 0.176 0.347 0.103 0.201 0.241 0.418 Amphetamines 

x3 0.821 0.361 0.365 0.229 0.223 0.114 0.178 0.144 0.018 0.088 0.749 Amyl nitrite 

x4 0.416 0.115 0.292 0.243 0.711 0.128 0.284 0.180 0.072 0.167 0.418 Benz. 

x5 0.122 0.542 0.250 0.394 0.132 0.166 0.547 0.037 0.132 0.015 0.355 Cannabis 

x6 0.132 0.138 0.501 0.284 0.161 0.107 0.379 0.004 0.440 0.488 0.193 Chocolate 

x7 0.597 0.624 0.270 0.029 0.345 0.212 0.007 0.305 0.054 0.062 0.523 Cocaine 

x8 0.273 0.019 0.042 0.369 0.261 0.637 0.043 0.035 0.239 0.424 0.385 Caffeine 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

388 | P a g e  
www.ijacsa.thesai.org 

x9 0.836 0.154 0.555 0.131 0.449 0.114 0.075 0.253 0.156 0.076 0.581 Crack 

x10 0.633 0.820 0.257 0.047 0.139 0.093 0.284 0.123 0.165 0.028 0.328 Ecstasy 

x11 1.037 0.560 0.226 0.371 0.181 0.350 0.159 0.397 0.016 0.368 0.154 Heroin 

x12 0.793 0.776 0.386 0.020 0.097 0.147 0.340 0.098 0.268 0.039 0.139 Ketamine 

x13 0.693 0.519 0.467 0.224 0.012 0.190 0.409 0.136 0.240 0.022 0.427 Legal highs 

x14 0.851 0.722 0.284 0.173 0.006 0.045 0.541 0.007 0.032 0.098 0.252 LSD 

x15 0.551 0.404 0.296 0.259 0.262 0.443 0.417 0.270 0.105 0.003 0.399 Methadone 

x16 0.764 0.594 0.267 0.233 0.184 0.236 0.604 0.019 0.066 0.070 0.239 MMushrooms 

x17 0.019 0.461 0.283 0.530 0.092 0.037 0.318 0.013 0.375 0.157 0.389 Nicotine 

x18 1.027 0.785 0.222 0.003 0.081 0.059 0.174 0.215 0.073 0.096 0.482 VSA 

x19 0.545 0.525 0.364 0.187 0.301 0.180 0.224 0.295 0.013 0.129 0.530 Heroin pleiad 

x20 0.019 0.576 0.241 0.339 0.133 0.207 0.514 0.098 0.172 0.073 0.355 Ecstasy pleiad 

x21 0.346 0.309 0.380 0.254 0.479 0.125 0.274 0.215 0.123 0.171 0.534 Benz. pleiad 

TABLE II. DECISION TABLE OF COEFFICIENTS OF LINEAR DISCRIMINANT FOR USER/NON-USER (YEAR-BASED USER DEFINITION) 

 TH Age Gndr Edu N E O A C Imp SS Drug 

x1 [0.075, 
0.131) 

[-0.286, -
0.189) 

[0.050, 
0.280) 

[0.480, 
*) 

[0.094, 
0.139) 

[0.400, 
0.613) 

[-0.144, 
-0.093) 

[0.057, 
*) 

[-0.094, 
-0.074) 

[-0.340, 
-0.145) 

[0.401, 
0.410) Alcohol 

x2 [-0.544, -
0.479) 

[-0.682, -
0.633) 

[-0.294, 
-0.292) 

[-0.251, 
-0.246) 

[0.035, 
0.072) 

[-0.178, 
-0.171) 

[0.344, 
0.363) 

[-0.113, 
-0.100) 

[-0.220, 
-0.186) 

[0.206, 
0.305) 

[0.410, 
0.423) Amphetamines 

x3 [-0.828, -
0.807) 

[-0.382, -
0.335) 

[-0.372, 
-0.364) 

[-0.231, 
-0.226) 

[*, -
0.203) 

[-0.119, 
-0.079) 

[*, -
0.144) 

[-0.162, 
-0.140) 

[-0.025, 
-0.002) 

[-0.093, 
-0.063) 

[0.665, 
*) Amyl nitrite 

x4 [-0.479, -
0.381) 

[-0.189, -
0.067) 

[-0.292, 
-0.288) 

[-0.246, 
-0.238) 

[0.595, 
*) 

[-0.137, 
-0.126) 

[0.279, 
0.301) 

[-0.197, 
-0.162) 

[0.063, 
0.073) 

[0.162, 
0.169) 

[0.410, 
0.423) Benz. 

x5 [-0.234, -
0.070) 

[-0.551, -
0.533) 

[-0.253, 
-0.245) 

[-0.462, 
-0.382) 

[-0.132, 
-0.114) 

[-0.171, 
-0.156) 

[0.544, 
0.576) 

[-0.067, 
-0.028) 

[-0.148, 
-0.127) 

[0.009, 
0.019) 

[0.342, 
0.370) Cannabis 

x6 [0.131, 
0.203) 

[0.060, 
0.146) 

[0.280, 
*) 

[-0.311, 
-0.271) 

[-0.172, 
-0.150) 

[0.100, 
0.160) 

[0.363, 
0.394) 

[-0.011, 
0.002) 

[*, -
0.407) 

[*, -
0.340) 

[0.174, 
0.216) Chocolate 

x7 [-0.615, -
0.574) 

[-0.633, -
0.609) 

[-0.276, 
-0.268) 

[0.025, 
0.038) 

[0.323, 
0.397) 

[0.160, 
0.400) 

[-0.025, 
0.076) 

[-0.351, 
-0.300) 

[0.035, 
0.063) 

[0.042, 
0.066) 

[0.503, 
0.527) Cocaine 

x8 [0.203, 
*) 

[-0.067, 
0.060) 

[-0.090, 
0.050) 

[0.208, 
0.480) 

[0.221, 
0.262) 

[0.613, 
*) 

[-0.059, 
-0.025) 

[0.024, 
0.057) 

[-0.239, 
-0.220) 

[0.396, 
*) 

[0.370, 
0.387) Caffeine 

x9 [-0.843, -
0.828) [0.146, *) [*, -

0.511) 
[-0.152, 
-0.064) 

[0.397, 
0.464) 

[-0.119, 
-0.079) 

[-0.093, 
-0.059) 

[-0.261, 
-0.234) 

[0.115, 
*) 

[0.075, 
0.086) 

[0.558, 
0.665) Crack 

x10 [-0.663, -
0.615) 

[*, -
0.802) 

[-0.262, 
-0.253) 

[0.038, 
0.208) 

[-0.150, 
-0.136) 

[0.076, 
0.100) 

[0.279, 
0.301) 

[-0.129, 
-0.113) 

[-0.168, 
-0.148) 

[-0.033, 
-0.012) 

[0.290, 
0.342) Ecstasy 

x11 [*, -
1.032) 

[-0.568, -
0.551) 

[-0.233, 
-0.224) 

[-0.382, 
-0.355) 

[0.139, 
0.221) 

[-0.396, 
-0.293) 

[0.076, 
0.167) 

[*, -
0.351) 

[0.015, 
0.035) 

[0.305, 
0.396) 

[0.147, 
0.174) Heroin 

x12 [-0.807, -
0.778) 

[-0.780, -
0.749) 

[-0.426, 
-0.383) 

[0.012, 
0.025) 

[-0.114, 
-0.054) 

[-0.156, 
-0.137) 

[0.329, 
0.344) 

[-0.100, 
-0.067) 

[-0.321, 
-0.254) 

[-0.063, 
-0.033) 

[*, 
0.147) Ketamine 

x13 [-0.728, -
0.663) 

[-0.522, -
0.490) 

[-0.511, 
-0.426) 

[-0.226, 
-0.205) 

[-0.054, 
-0.003) 

[-0.198, 
-0.185) 

[0.394, 
0.413) 

[-0.140, 
-0.129) 

[-0.254, 
-0.239) 

[0.019, 
0.042) 

[0.423, 
0.455) Legal highs 

x14 [-0.939, -
0.843) 

[-0.749, -
0.682) 

[-0.288, 
-0.283) 

[-0.180, 
-0.152) 

[-0.003, 
0.035) 

[-0.079, 
-0.004) 

[0.528, 
0.544) 

[0.002, 
0.010) 

[-0.049, 
-0.025) 

[-0.145, 
-0.093) 

[0.246, 
0.290) LSD 

x15 [-0.574, -
0.548) 

[-0.432, -
0.382) 

[-0.330, 
-0.294) 

[-0.271, 
-0.256) 

[0.262, 
0.282) 

[*, -
0.396) 

[0.413, 
0.466) 

[-0.282, 
-0.261) 

[-0.114, 
-0.094) 

[-0.012, 
0.009) 

[0.394, 
0.401) Methadone 

x16 [-0.778, -
0.728) 

[-0.609, -
0.585) 

[-0.268, 
-0.262) 

[-0.238, 
-0.231) 

[-0.203, 
-0.172) 

[-0.293, 
-0.221) 

[0.576, 
*) 

[-0.028, 
-0.011) 

[-0.074, 
-0.049) 

[0.066, 
0.072) 

[0.216, 
0.246) MMushrooms 

x17 [-0.070, 
0.000) 

[-0.490, -
0.432) 

[-0.283, 
-0.276) 

[*, -
0.462) 

[0.087, 
0.094) 

[-0.004, 
0.048) 

[0.301, 
0.329) 

[0.010, 
0.024) 

[-0.407, 
-0.321) 

[0.143, 
0.162) 

[0.387, 
0.394) Nicotine 

x18 [-1.032, -
0.939) 

[-0.802, -
0.780) 

[-0.224, 
-0.090) 

[-0.064, 
0.012) 

[0.072, 
0.087) 

[0.048, 
0.076) 

[0.167, 
0.199) 

[-0.234, 
-0.197) 

[0.073, 
0.115) 

[0.086, 
0.113) 

[0.455, 
0.503) VSA 

x19 [-0.548, -
0.544) 

[-0.533, -
0.522) 

[-0.364, 
-0.330) 

[-0.205, 
-0.180) 

[0.282, 
0.323) 

[-0.185, 
-0.178) 

[0.199, 
0.249) 

[-0.300, 
-0.282) 

[-0.002, 
0.015) 

[0.113, 
0.143) 

[0.527, 
0.532) Heroin pleiad 

x20 [0.000, 
0.075) 

[-0.585, -
0.568) 

[-0.245, 
-0.233) 

[-0.355, 
-0.311) 

[-0.136, 
-0.132) 

[-0.221, 
-0.198) 

[0.466, 
0.528) 

[-0.100, 
-0.067) 

[-0.186, 
-0.168) 

[0.072, 
0.075) 

[0.342, 
0.370) Ecstasy pleiad 

x21 [-0.381, -
0.234) 

[-0.335, -
0.286) 

[-0.383, 
-0.372) 

[-0.256, 
-0.251) 

[0.464, 
0.595) 

[-0.126, 
-0.119) 

[0.249, 
0.279) 

[-0.234, 
-0.197) 

[-0.127, 
-0.114) 

[0.169, 
0.206) 

[0.532, 
0.558) Benz. pleiad 
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TABLE III. REDUCTS OF DISCRETIZED DECISION TABLE 

Reduct {Imp } { TH } {C} {Age} {Gndr } {Edu} {N} 
Support 100 100 100 100 100 100 100 

Length 1 1 1 1 1 1 1 

        

Reduct {E, O } {E, SS } {A, SS } {O,A} {E,A} {O, SS }  
Support 100 100 100 100 100 100  

Length 2 2 2 2 2 2  

TABLE IV. THE SET OF GENERATED RULES 

Rule LHS 
Support 

RHS 
Support 

RHS 
Accuracy 

LHS 
Coverage 

RHS 
Stability 

O([-0.025, 0.076)) AND SS([0.503, 0.527)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

O([-0.059, -0.025)) AND SS([0.370, 0.387)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 

O([-0.093, -0.059)) AND SS([0.558, 0.665)) => Drug (Crack) 1 1 1.0 0.043478 1.0 

O([0.279, 0.301)) AND SS([0.290, 0.342)) => Drug (Ecstasy) 1 1 1.0 0.043478 1.0 

O([0.076, 0.167)) AND SS([0.147, 0.174)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 

O([0.329, 0.344)) AND SS([*, 0.147)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

O([0.301, 0.329)) AND SS([0.387, 0.394)) => Drug (Nicotine) 1 1 1.0 0.043478 1.0 

O([0.167, 0.199)) AND SS([0.455, 0.503)) => Drug (VSA) 1 1 1.0 0.043478 1.0 

O([0.199, 0.249)) AND SS([0.527, 0.532)) => Drug (Heroin pleiad) 1 1 1.0 0.043478 1.0 

E ([-0.178, -0.171)) AND A([-0.113, -0.100)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

E ([-0.119, -0.079)) AND A([-0.162, -0.140)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

E ([-0.137, -0.126)) AND A([-0.197, -0.162)) => Drug (Benz.) 1 1 1.0 0.043478 1.0 

E ([-0.171, -0.156)) AND A([-0.067, -0.028)) => Drug (Cannabis) 1 1 1.0 0.043478 1.0 

E ([0.100, 0.160)) AND A([-0.011, 0.002)) => Drug (Chocolate) 1 1 1.0 0.043478 1.0 

E ([0.160, 0.400)) AND A([-0.351, -0.300)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

E ([0.613, *)) AND A([0.024, 0.057)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 

O([0.076, 0.167)) AND A([*, -0.351)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 

O([0.329, 0.344)) AND A([-0.100, -0.067)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

O([0.394, 0.413)) AND A([-0.140, -0.129)) => Drug (Legal highs) 1 1 1.0 0.043478 1.0 

O([0.528, 0.544)) AND A([0.002, 0.010)) => Drug (LSD) 1 1 1.0 0.043478 1.0 

O([0.413, 0.466)) AND A([-0.282, -0.261)) => Drug (Methadone) 1 1 1.0 0.043478 1.0 

O([0.576, *)) AND A([-0.028, -0.011)) => Drug (MMushrooms) 1 1 1.0 0.043478 1.0 

O([0.301, 0.329)) AND A([0.010, 0.024)) => Drug (Nicotine) 1 1 1.0 0.043478 1.0 

O([0.167, 0.199)) AND A([-0.234, -0.197)) => Drug (VSA) 1 1 1.0 0.043478 1.0 

O([0.199, 0.249)) AND A([-0.300, -0.282)) => Drug (Heroin pleiad) 1 1 1.0 0.043478 1.0 

O([0.466, 0.528)) AND A([-0.100, -0.067)) => Drug (Ecstasy pleiad) 1 1 1.0 0.043478 1.0 

O([0.249, 0.279)) AND A([-0.234, -0.197)) => Drug (Benz. pleiad) 1 1 1.0 0.043478 1.0 

A([0.057, *)) AND SS([0.401, 0.410)) => Drug (Alcohol) 1 1 1.0 0.043478 1.0 

A([-0.113, -0.100)) AND SS([0.410, 0.423)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

A([-0.162, -0.140)) AND SS([0.665, *)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

A([-0.197, -0.162)) AND SS([0.410, 0.423)) => Drug (Benz.) 1 1 1.0 0.043478 1.0 

A([-0.351, -0.300)) AND SS([0.503, 0.527)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

A([0.024, 0.057)) AND SS([0.370, 0.387)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 
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A([-0.261, -0.234)) AND SS([0.558, 0.665)) => Drug (Crack) 1 1 1.0 0.043478 1.0 

A([-0.129, -0.113)) AND SS([0.290, 0.342)) => Drug (Ecstasy) 1 1 1.0 0.043478 1.0 

A([*, -0.351)) AND SS([0.147, 0.174)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 

A([-0.100, -0.067)) AND SS([*, 0.147)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

A([-0.140, -0.129)) AND SS([0.423, 0.455)) => Drug (Legal highs) 1 1 1.0 0.043478 1.0 

E ([-0.396, -0.293)) AND SS([0.147, 0.174)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 

E ([-0.156, -0.137)) AND SS([*, 0.147)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

E ([-0.198, -0.185)) AND SS([0.423, 0.455)) => Drug (Legal highs) 1 1 1.0 0.043478 1.0 

E ([-0.079, -0.004)) AND SS([0.246, 0.290)) => Drug (LSD) 1 1 1.0 0.043478 1.0 

E ([-0.004, 0.048)) AND SS([0.387, 0.394)) => Drug (Nicotine) 1 1 1.0 0.043478 1.0 

E ([-0.156, -0.137)) AND O([0.329, 0.344)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

E ([-0.198, -0.185)) AND O([0.394, 0.413)) => Drug (Legal highs) 1 1 1.0 0.043478 1.0 

E ([-0.079, -0.004)) AND O([0.528, 0.544)) => Drug (LSD) 1 1 1.0 0.043478 1.0 

E ([*, -0.396)) AND O([0.413, 0.466)) => Drug (Methadone) 1 1 1.0 0.043478 1.0 

E ([-0.293, -0.221)) AND O([0.576, *)) => Drug (MMushrooms) 1 1 1.0 0.043478 1.0 

E ([-0.004, 0.048)) AND O([0.301, 0.329)) => Drug (Nicotine) 1 1 1.0 0.043478 1.0 

E ([0.400, 0.613)) AND O([-0.144, -0.093)) => Drug (Alcohol) 1 1 1.0 0.043478 1.0 

E ([-0.178, -0.171)) AND O([0.344, 0.363)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

E ([-0.119, -0.079)) AND O([*, -0.144)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

 N([0.094, 0.139)) => Drug (Alcohol) 1 1 1.0 0.043478 1.0 

 N([0.035, 0.072)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

 N([*, -0.203)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

 N([0.595, *)) => Drug (Benz.) 1 1 1.0 0.043478 1.0 

 N([-0.132, -0.114)) => Drug (Cannabis) 1 1 1.0 0.043478 1.0 

 N([-0.172, -0.150)) => Drug (Chocolate) 1 1 1.0 0.043478 1.0 

 N([0.323, 0.397)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

 N([0.221, 0.262)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 

Edu([0.480, *)) => Drug (Alcohol) 1 1 1.0 0.043478 1.0 

Edu([-0.251, -0.246)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

Edu([-0.231, -0.226)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

Edu([-0.246, -0.238)) => Drug (Benz.) 1 1 1.0 0.043478 1.0 

Edu([0.208, 0.480)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 

Edu([-0.152, -0.064)) => Drug (Crack) 1 1 1.0 0.043478 1.0 

Age([-0.522, -0.490)) => Drug (Legal highs) 1 1 1.0 0.043478 1.0 

Age([-0.749, -0.682)) => Drug (LSD) 1 1 1.0 0.043478 1.0 

Age([-0.432, -0.382)) => Drug (Methadone) 1 1 1.0 0.043478 1.0 

Age([-0.585, -0.568)) => Drug (Ecstasy pleiad) 1 1 1.0 0.043478 1.0 

Age([-0.335, -0.286)) => Drug (Benz. pleiad) 1 1 1.0 0.043478 1.0 

C ([-0.220, -0.186)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

C ([-0.025, -0.002)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

C ([0.063, 0.073)) => Drug (Benz.) 1 1 1.0 0.043478 1.0 

C ([-0.148, -0.127)) => Drug (Cannabis) 1 1 1.0 0.043478 1.0 

C ([*, -0.407)) => Drug (Chocolate) 1 1 1.0 0.043478 1.0 

C ([0.035, 0.063)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

C ([0.015, 0.035)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 
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C ([-0.321, -0.254)) => Drug (Ketamine) 1 1 1.0 0.043478 1.0 

Imp([0.113, 0.143)) => Drug (Heroin pleiad) 1 1 1.0 0.043478 1.0 

Imp([0.072, 0.075)) => Drug (Ecstasy pleiad) 1 1 1.0 0.043478 1.0 

Imp([0.169, 0.206)) => Drug (Benz. pleiad) 1 1 1.0 0.043478 1.0 

Imp(Undefined) => Drug (Undefined) 1 1 1.0 0.043478 1.0 

TH([0.075, 0.131)) => Drug (Alcohol) 1 1 1.0 0.043478 1.0 

TH([-0.544, -0.479)) => Drug (Amphetamines) 1 1 1.0 0.043478 1.0 

TH([-0.828, -0.807)) => Drug (Amyl nitrite) 1 1 1.0 0.043478 1.0 

TH([-0.615, -0.574)) => Drug (Cocaine) 1 1 1.0 0.043478 1.0 

TH([0.203, *)) => Drug (Caffeine) 1 1 1.0 0.043478 1.0 

TH([-0.843, -0.828)) => Drug (Crack) 1 1 1.0 0.043478 1.0 

TH([-0.663, -0.615)) => Drug (Ecstasy) 1 1 1.0 0.043478 1.0 

TH([*, -1.032)) => Drug (Heroin) 1 1 1.0 0.043478 1.0 

TABLE V. DRUG GROUPS ACCORDING TO THE VALUES WHICH DIFFER FROM THE SAMPLE MEAN FOR GROUPS OF USERS FOR THE MONTH-BASED USER/NON-
USER 

Group 
No.  N E O A C 

1 Alcohol, Chocolate, Caffeine Neutral value (i.e. all factors for these legal drug consumers does not 
significantly differ from the sample mean) 

2 Nicotine high Neutral high Neutral low 

3 Amphetamines, Ketamine, and Legal highs high Neutral high low low 
4 Ecstasy and LSD Neutral high high low low 
5 Amyl nitrite Neutral Neutral Neutral low low 
6 Cannabis and Magic Mushrooms Neutral Neutral high low low 
7 Benzodiazepines, Heroin, and Methadone high low high low low 
8 Crack high low Neutral low low 
9 Cocaine and VSA high high high low low 

As shown in Table IV, the extracted decision rules 
represent the influence of the personality traits on the risk of 
drug consumption. For drug users, it is found that the N and O 
values of are moderately high or neutral, while the value of A 
and C are moderately low or neutral. In general we can call 
that, the risk of drug consumption increases as the values of 
“N” and “O” increase , while the risk decreases as there is an 
increase in the values of “A” and “C”. So we can conclude that 
drug users (month-based user definition) have higher values of 
on N and O, and lower on A and C when compared to drug 
non-users (month-based user definition). The impact of the 
values of “E” is cannot be generalized i.e. specific. Also, all 
drugs can be separated into nine groups according to the values 
which differ from the sample mean for groups of users for the 
month-based user/non-user as shown in Table V. 

IV. CONCLUSION 
 

This work used the principles of rough set theory to find 
and explain the relationship between drug use and personality 
traits, impulsivity, and sensation seeking, by generating a set of 
decision rules to investigate and predict the impact of the 
personality traits on drug user/Non-user (month-based user 
definition). It is concluded that for drug users, the N and O 
values of are moderately high or neutral, while the value of A 

and C are moderately low or neutral. These results demonstrate 
the novelty of the current work which can be summarized as 
the suggested methodology has simplified logic-based rules 
required to effectively analyse drug abuse, construct a 
knowledge base with high accuracy to analyze drug misuse 
successfully and may be valuable in many applications. The 
future work will be extended by using other intelligent systems 
like neural networks, genetic algorithms, fuzzy approaches, 
and so forth. 
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Abstract—Wavelet Multi Resolution Analysis (MRA) based 

data hiding with scanned secrete images is proposed for 

improvement of invisibility of the secrete images. Daubechies 

(biorthogonal basis was adopted as the wavelet, but it was 

demonstrated that the key image (or secret image data) 

information can be restored with the biorthogonal wavelet. Also, 

the information of what to adopt as the biorthogonal wavelet is 

hidden. Key image information can also be protected by doing so, 

that the horizontal biorthogonal wavelet of the image does not 

have to be the same as the vertical biorthogonal wavelet, and the 

insertion position of the secret image data can be freely selected. 

It is also possible to divide the bit string of the secret image data 

and insert it into an arbitrary high frequency component, that 

the information hiding capability changes depending on the 

number of bit strings (information amount) of the secret image 

data, and the secret image in the public image data. Random 

scanning is effective for improving the visibility of data, selection 

of scanning method type, random number initial value It was 

shown that sharing only among parties is useful for improving 

confidentiality, resistance to noise, resistance to data 

compression, and resistance to tampering with data. 

Keywords—Multi-Dimensional wavelet transformation; multi 

resolution analysis: MRA; image data hiding; scanned secrete 

image; Daubechies basis function; invisibility 

I. INTRODUCTION 

Although personal works are often represented by digital 
format files, etc., the current situation is that the method of 
claiming the copyright of the digital contents works is 
unbearable. In other words, copyright cannot be protected even 
if it is plagiarized without knowing how to claim the copyright. 
The importance of digital forensics is being emphasized. That 
is, evidence is getting more important. How should the proof of 
copyright infringement be left behind? That is the question of 
the research. For this purpose, the digital content itself is 
hidden and hidden only between the recipient and the third 
party. 

There is a method to send and receive so that it does not 
exist. Data hiding technology. Data hiding is a general term for 
steganography and digital watermarking. When the information 
to be embedded is important and its existence is not known, 
steganography, and when the content itself in which the secret 
information is embedded is important, it is generally referred to 
as a digital watermark [1]. 

In steganography, there is a trade-off between the quality of 
multimedia content and the amount of information that can be 
embedded. In digital watermarking, there is a trade-off 

between resistance to attacks and the amount of information 
that can be embedded [2]. To efficiently perform a 
cryptographic protocol, such as a digital fingerprint system, a 
method that suppresses the amount of calculation and 
communication may be an excellent method. In addition, it is 
important to have a digital watermark technology that is 
resistant to attacks such as falsification and deletion of 
embedded digital fingerprints [3]. 

The data hiding introduced in this paper allows digital 
contents to keep secret keys of authors in circulation so that 
copyright can be claimed. This makes it possible for an author 
who can know the secret key to claim the copyright by taking 
out the distribution content from the distribution content. 

The secret key must not be visible to the distributed 
contents, and this invisibility is important. It is also important 
to improve the confidentiality by devising a method to keep the 
secret key in the distribution contents. One of the methods is to 
hide the secret key in the decomposition factor in wavelet 
multiresolution analysis. Especially, if it is hidden in high 
wavelet frequency components, the visibility is generally high 
[4], [5], [6], [7]. The wavelet-based data hiding method 
includes reversible data hiding by the histogram gap method 
based on the integer wavelet, in addition to the method based 
on this multiresolution analysis [8]. 

Wavelets allows time-frequency analysis. Wavelet Multi 
Resolution Analysis: MRA based on biorthogonal basis 
function of Daubechies is applicable for a variety of 
application fields [9], [10], [11]. One of the application fields is 
data hiding. 

If the frequency component in which the secret key is 
embedded is searched by the brute force method or the like, the 
secret key may be stolen or tampered with. Therefore, it is 
extremely dangerous to simply perform data hiding using 
multi-resolution analysis. Therefore, in this paper, data hiding 
by multi-resolution analysis is preprocessed, and the 
parameters of the preprocessing that only authors who can do it 
also need to know together with the information about the 
frequency component to be embedded. The author devised it so 
that the author could not find the key. To improve the 
invisibility of the secret key image in the distribution image, 
the secret key image is rescanned in accordance with the 
Hilbert scan algorithm or random scanning algorithm as a 
preprocessing of the MRA-based data hiding. 

Section II outlines data hiding based on multi-resolution 
analysis, and Section III proposes a method for performing 
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sequence order conversion and permutation conversion 
processing by random scanning on the bit array of the secret 
key. The data hiding process in which the image data in the 
database is selected as the original image is exemplified, and 
the confidentiality and the visibility difficulty of the secret 
content in the distribution content are evaluated in Section 4. 
Sections 5 and 6 gives conclusions and future work, 
respectively. 

II. OUTLINE OF DATA HIDING BASED ON MULTI-

RESOLUTION ANALYSIS 

Method for data hiding based on Legall 5/2 (Cohen-
Daubechies-Feauveau: CDF 5/3) wavelet with data 
compression and random scanning of secret imagery data is 
proposed [12]. Improvement of secret image invisibility in 
circulation image with Dyadic wavelet-based data hiding with 
run-length coding is also proposed [13]. Meanwhile, noble 
method for data hiding using Steganography Discrete Wavelet 
Transformation: DWT and Cryptography Triple Data 
Encryption Standard: DES is proposed and well reported [14]. 

In this paper, MRA based data hiding method with random 
scanning of the insert secrete image is proposed. 

A. Wavelet Multi-Resolution Analysis 

The wavelet transforms of a given discrete scalar signal f = 
(f1, f2, ..., fn) T is described as Cnf by a square matrix Cn 
composed of a sequence {pk} and a sequence {qk}. pi is for 
low-frequency components, coefficient qi is for high-frequency 
components, Cn divides f into low-frequency components and 
high-frequency components, and is composed of sequences 
{ak} and sequences {bk} The square matrix Hn is expressed as 
follows, 

HnCn=In               (1) 

where ln is an identity matrix. And then, the following 
equation is defined. 

𝐻𝑛 = 𝐶𝑛
𝑇              (2) 

When Eq. (2), the biorthogonal wavelet transform is an 
orthogonal wavelet transform, that is, the orthogonal wavelet 
transform is a kind of biorthogonal wavelet transform. 

B. ２D(Two Dimensional) Discrete Wavelet Transformation 

For 2D image signals, this process is performed 
horizontally and vertically one level at a time. Fig. 1 shows the 
band components when two-dimensional DWT is performed 
twice. In the figure, L indicates a low frequency component, 
and H indicates a high frequency component. The image is 
decomposed into four bands (LL, LH, HL, HH) by the first 
two-dimensional DWT, and the lowest band component (LL) 
is further divided into four bands (LLLL, LLLH, LLHL, 
LLHH). 

Following are the related research works: Data hiding 
method replacing LSB of hidden portion for secrete image with 
Run-Length coded image is proposed [15]. Meanwhile, Data 
hiding method with Principal Component Analysis: PCA and 
image coordinate conversion is proposed for improvement of 
invisibility of the secret key image [16]. 

 

Fig. 1. Band Components after the 2D DWT. 

III. PROPOSED METHOD 

When the DWT is applied to n time series data in one stage, 
it can be decomposed into n / 2 high frequency components 
and n / 2 low frequency components. By further subjecting the 
n / 2 low frequency components to a one-stage DWT, the n / 4 
low frequency components and the n / 4 high frequency 
components can be decomposed. By repeating this, the number 
of data becomes 1 or 2. This is shown in Fig. 2. This is called 
the Laplacian Pyramid. 

In this case, the size of the image in each stage is halved 
both vertically and horizontally by the DWT. A Dyadic 
Wavelet that does not downsize is also proposed. Also, in this 
case, a certain low-frequency component image is decomposed 
into four, but a Multi Wavelet that decomposes this into 16 
images is also proposed. It is reported that they are effective for 
noise removal and data compression, respectively. These 
Wavelets and many others are published in the Special Issue on 
Visualization Information Society of Reference [9], so please 
refer to them. 

The original time series data can be completely restored by 
applying the inverse wavelet transform (Inverse DWT: IDWT) 
for the number of transform stages using the high frequency 
components and the low frequency components of each stage 
generated by this decomposition. Of the decomposed 
frequency component data, the fact that "the human eye has a 
low resolution of high frequency components" is used to 
embed the secret data into one of the high frequency 
components and reconstruct it with the secret data embedded. 
When attempting to restore to the original image level, the 
secret data is embedded in the high frequency component, so 
that data like the original image is reconstructed in a state 
where it is difficult to see. 

The data generated in this way is called distribution data 
(content). The distribution contents are contents that are open 
to the public and can be obtained by anyone. Therefore, they 
are exposed to the risk of plagiarism. This distributed content is 
almost the same as the original content but differs from the 
original content in that the secret data is embedded in the high 
frequency component. Even if the distributed content is stolen, 
the copyright holder can claim the copyright by extracting and 
showing the secret content (e.g., copyright) embedded in the 
high frequency component. Fig. 3 shows a series of processing 
flow from embedding secret data for asserting copyright in 
such copyrighted content, generating a distribution image, and 
restoring the secret data and the original content from the 
distribution image. 
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Fig. 2. Laplacian Pyramid. 

 

Fig. 3. Process Flow of Data Hiding based on Multi Resolution Analysis 

(MRA). 

The visibility of the secret content in the distributed content 
is greatly influenced by the confidential data to be embedded 
(frequency component of the content) and the place to be 
embedded (frequency component). Therefore, as shown in Fig. 
4, the location where the secret content is embedded is a very 
important factor in considering the visibility of the secret 
image content in the distribution image content. In this case, 
LH1 of MRA (Fig. 4 (c)) of the original image (Fig. 4 (a)) is 
replaced to the secrete image of “CRAMPS” (Fig. 4 (b)). Then 
the reconstructed image is derived by Inverse DWT. 

 
 (a) Original Image of Content.    (b) Secrete Image. 

 
    (c) Data Hidden Image.             (d) Reconstructed Image. 

Fig. 4. LH1 of MRA is replaced to the Hiding Image Content of 

“CRAMPS”. 

The scanning method of the secret image data can be 
changed from the normal line sequential scanning to the 
random scanning to improve the visibility of the secret image 
in the distribution image. The author proposes a method to 
obtain a distribution image in random scan (rand) by using the 
support length (dbn) of Daubechies basis function used in 
MRA and the initial value (rand50 / 5000) of uniform random 
numbers used in random scan as parameters. 

IV. EXPERIMENT 

A. Preliminary Results 

A method has also been proposed to improve the visibility 
of the secret data in the distribution image by scanning it again 
before embedding the secret data. It is premised that the rules 
are shared. In contrast to normal image data that is line-
sequential scanning, a secret image is converted to random 
scanning that determines the scanning order by, for example, 
generating a random number. It converts and stores 2D spatial 
data into a dictionary array (1D data). 

The conversion of this scanning method can be performed 
by a permutation conversion matrix. At this time, if the random 
number generation rule information is shared between the 
sending and receiving parties, the inverse matrix of the 
permutation conversion matrix is applied after extracting secret 
data in random scanning. By doing so, the reverse conversion 
of the scanning method becomes possible and the secret data in 
the line sequential scanning can be reproduced. Since it is 
difficult for a third party to obtain the information of the 
scanning method when embedding the secret data, it is difficult 
to obtain the secret data. The confidentiality of information is 
also improved. 

The experimental results are as follows: The used data is 
the original image shown in Fig. 5 (a) (The band 3 red area in 
which the Thematic Mapper: TM sensor mounted on the 
Landsat satellite observed near the Yamato interchange of 
Nagasaki Highway near Saga city) The original image is 
composed of 128x128 pixels, the secret data is composed of 
64x64 pixels, and the quantized bits are 8 in each case. Landsat 
/ TM is a 30m spatial resolution multi-spectral scanner with 
spectral bands of five bands from blue to near infrared and one 
band in thermal infrared. 

The wavelet division was applied to the original image by 
one stage, and the secret data was embedded in HH1. At that 
time, the secret data was embedded in HH1 with line sequential 
scanning and the random number generation method of 
Merthenne Twister was used. Compared with the method of 
generating uniform random numbers, scanning again based on 
that, and embedding in HH1, the distribution image obtained 
by reconstructing using the embedded image is almost the 
same as the original image. 

When the author tries to reconstruct the HH1 using this 
method, the secret data can be restored as shown in Fig. 7 (a), 
(b) and (c) for line sequential scanning (raster scan), random 
scanning and Hilbert scan, respectively. An example of Hilbert 
scan is shown, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

396 | P a g e  

www.ijacsa.thesai.org 

 
(a) Original.   (b) Hiding Data. 

Fig. 5. Original Image of Landsat-5/TM Band 3 Data of Saga City and 

Hiding Data. 

 

Fig. 6. Hilbert Scan. 

The Hilbert curve is one of the simplest curves which pass 
through all points in a space (Fig. 6). Many researchers have 
worked on this curve from the engineering point of view, such 
as for an expression of two-dimensional patterns, for data 
compression in an image or in color space, for pseudo color 
image displays, etc. 

If the secret data is embedded in the original image as it is, 
the secret data itself can be restored in HH1, but in the case of 
random scanning, the secret data cannot be restored without 
knowing the control parameters for random number generation. 

On the other hand, Fig. 8 (a) shows the secrete image of 
“CRAMPS” derived from the Hilbert scanning. Also, Fig. 8 (b) 
and (c) are the randomly scanned secrete image and the raster 
scanned secrete image, respectively. Not only random scan, but 
also Hilbert scan can be used for improvement of invisibility of 
the hidden secrete image from the reconstructed image. Fig. 8 
(d) shows the reconstructed image derived from the 
decomposed image embedding the secrete image with Hilbert 
scanning. Also, Figs. 8 (e) and (f) show the reconstructed 

images derived from the decomposed image embedding the 
secrete image with raster scanning and random scanning, 
respectively. 

These are images obtained by scanning the key image by 
raster, Hilbert, and random scanning, replacing the original 
image with HH1 after MRA, and performing wavelet 
transform on the reconstructed image. As is apparent from 
these, in the case of raster scanning, the key image itself 
appears and there is no confidentiality. On the other hand, in 
Hilbert scanning, only horizontal stripe noise appears, and in 
random scanning, only random noise appears, so it is difficult 
to visually recognize the key image. 

 
(a) Line by Line Scanning. 

 
(b) Random Scanning. 

 
(c) Hilbert Scan. 

Fig. 7. Reconstructed Hiding Data from Publicly Available Image Content 

Derived from the MRA based Methods with the Different Scanning Schemes. 
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(a) Hilbert Scanned Secrete Image. 

 
(b) Randomly Scanned Secrete Image. 

 
(c) Raster Scanned Secrete Image. 

 
(b) Reconstructed Image (Hilbert Scan). 

 
(c) Reconstructed Image Raster Scan. 

 
(d) Reconstructed Image (Random Scan). 

Fig. 8. Secrete Image of “CRAMPS” Derived from the Hilbert Scanning and 

the Reconstructed Image Extracted from the Decomposed Image Derived 

from the Decomposed Image Embedding the Secrete Image with Hilbert, 

Random and Raster Scanning. 

Furthermore, by understanding the parameters related to the 
scanning order generation method in random scanning and 
Hilbert scanning only between the sending and receiving 
parties, only the parties can know the key image, and the 
confidentiality and confidentiality can be improved. 

B. Experimental Results 

Fig. 9(a) is an example of a secret image. Fig. 9(b), (c), and 
(d) show the distribution images when this is inserted into each 
of HH1, HL1, and LH1 of the above-mentioned original image 
(Lena). 

As is clear from Fig. 9, the secret image data can be 
visually recognized on the distribution image. As shown in Fig. 
10, this secret image data is changed from line sequential 
scanning to random scanning to improve visibility. 

 
(a) Hidden Image (Secrete Image). 

 
(b) Publicly Available Reconstructed Image through Embedding the Hiding 

Image at HH1 Component. 
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(c) Publicly Available Reconstructed Image through Embedding the Hiding 

Image at HL1 Component. 

 
(d) Publicly Available Reconstructed Image through Embedding the Hiding 

Image at LH1 Component. 

Fig. 9. Hidden Image and Publicly Available Reconstructed Images through 

Embedding the Hiding Image at HH1, HL1 and LH1 Components. 

   

Fig. 10. Scanning Scheme Conversion from the Line-by-line to Random. 

Fig. 11(a), (b), and (c) show the results of improving the 
visibility of the secret image data on the distribution image due 
to the change of the scanning method. Fig. 10(a), (b), and (c) 
show the circulation images when they are inserted into HH1, 
HL1, and LH1 of the original image (Lena). 

 
(a) HH1. 

 
(b) HL1. 

 
(c) LH1. 

Fig. 11. Hidden Image and Publicly Available Reconstructed Images through 

Embedding the Hiding Image at HH1, HL1 and LH1 Components after the 

Scanning Scheme Conversion for Hidden Image from Line-by-line to 
Random. 
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Distribution image and original image in line sequential 
scanning (Normal) and random scanning (rand) using the 
support length (dbn) of the Daubechies basis function used for 
MRA and the initial value of uniform random numbers (rand50 
/ 5000) used for random scanning as parameters Table I shows 
a comparison of the Root Mean Square Difference (RMSD) 
between the original and the publicly available reconstructed 
images and the results show that random scanning is better 
than line-sequential scanning, and that longer support length is 
better than short support length. It can be seen that the initial 
value of the random number is not so affected. 

Since the visibility of the secret image data on the 
distribution image does not depend on the initial value of the 
random number used, if this initial value is hidden by 
steganography between the sending and receiving parties, only 
the party who knows this initial value will have the secret value. 
Image data can then be restored. 

TABLE I. COMPARISONS OF ROOT MEAN SQUARE DIFFERENCE (RMSD) 

BETWEEN THE ORIGINAL AND THE PUBLICLY AVAILABLE RECONSTRUCTED 

IMAGES THROUGH DATA HIDING BASED ON MRA WITH EMBEDDING THE 

HIDING IMAGE TO HL1, HH1 AND LH1 AND WITH SCANNING SCHEME 

CONVERSION FROM LINE-BY-LINE TO RANDOM 

Scanning Method  HL1   HH1   LH1  

Normal(db2)  69.594 69.137 69.183 

Normal(db4)  69.397 69.089 69.058 

Normal(db8)  69.518 69.069 69.056 

rand50(db2)  68.790 68.297 68.340 

rand50(db4)  68.609 68.215 68.247 

rand50(db8)  68.568 68.135 68.123 

rand5000(db2)  68.856 68.357 68.427 

rand5000(db4)  68.665 68.291 68.316 

rand5000(db8)  68.633 68.182 68.202 

V. CONCLUSION 

The author has introduced a method that improves the 
confidentiality by applying principal component transformation 
and oblique coordinate transformation as preprocessing for 
data hiding based on wavelet multiresolution analysis. The 
author investigated the confidentiality when a third party 
attempts to extract secret data from only the data for 
distribution. 

The method introduced in this paper allows only the author 
who knows the characteristics of the original multispectral 
image to recover the secret data, i.e., when the information of 
the original image needs to be protected. The author also 
showed how to convert the scanning method of the secret data 
from line-sequential to random scanning, which leads to the 
improvement of the confidentiality of the secret data and the 
visibility difficulty in the distribution image. By sharing the 
equation parameters only between the sending and receiving 
parties, more confidential data hiding can be realized. 

In this paper, the Daubechies basis function is adopted as 
the wavelet, but the secret data can be restored by using the 
biorthogonal wavelet, and the secret data can be protected by 
hiding what is adopted as the biorthogonal wavelet. 

VI. FUTURE RESEARCH WORKS 

In the future, the author will compare the proposed method 
with conventional data hiding methods such as steganography 
method. 
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Abstract—The major cause of visual impairment in aged 

people is due to age related eye diseases such as cataract, diabetic 

retinopathy, and glaucoma. Early detection of eye diseases is 

necessary for better diagnosis. This paper concentrates on the 

early identification of various eye disorders such as cataract, 

diabetic retinopathy, and glaucoma from retinal fundus images. 

The proposed method focuses on the automated early detection 

of multiple diseases using hybrid adaptive mutation swarm 

optimization and regression neural networks (AED-HSR). In the 

proposed work, the input images are preprocessed and then 

multiple features such as entropy, mean, color, intensity, 

standard deviation, and statistics are extracted from the collected 

data. The extracted features are segmented by using an adaptive 

mutation swarm optimization (AMSO) algorithm to segment the 

disease sector from the fundus image. Finally, the features 

collected are fed to a regression neural network (RNN) classifier 

to classify each fundus image as normal or abnormal. If the 

classifier output is abnormal, then it is classified by the 

corresponding diseases in terms of cataract, glaucoma, and 

diabetic retinopathy, which improves the accuracy of detection 

and classification. Ultimately, the results of the classifiers are 

evaluated by several performance analyses and the viability of 

structural and functional features is considered. The proposed 

system predicts the type of the disease with an accuracy of 

0.9808, specificity of 0.9934, sensitivity of 0.9803 and F1 score of 

0.9861 respectively. 

Keywords—Adaptive mutation swarm optimization; fundus 

image; feature extraction; RNN classifier; standard deviation 

I. INTRODUCTION 

Nowadays, aged people are mostly affected by chronic 
diseases such as cataract, glaucoma and diabetic retinopathy, 
which lead to visual impairment. The optic nerve is damaged 
due to glaucoma, which results in loss of vision. Glaucoma 
occurs due to a slow rise in the normal fluid pressure inside the 
eyes. Cataract occurs due to the clouding of the eye's lens. The 
progressive damage in the retina’s blood vessels, which are 
essential for good vision of the eye, leads to Diabetic 
Retinopathy [1]. Based on the supervised learning method, 
blood vessels are segmented from the fundus image that can be 
done using Zernike moment-based Shape descriptors and 
training can be performed using an ANN-based binary 
classifier to predict cardio vascular diseases [2]. Multiple 
instances A learning technique is used to classify the diseased 
image and healthy image, in which the classification can be 
done by binary classification [3]. Microaneurysms can be 
recognized using principal component analysis, morphological 

processing, averaging filter, and support vector machine 
classifier. Diabetic Retinopathy disease can also be identified 
[4]. The early signs of diabetic retinopathy can be identified by 
applying nineteen features extracted from the fundus image to 
an artificial neural network, which is trained by Levenberg-
Marquardt, and the disease is classified by using Bayesian 
Regularization [5]. Red lesions can be detected in the blood 
vessels by using a Gaussian filter and the disease can be 
predicted using an SVM classifier [6]. Based on the singular 
value decomposition algorithm, dictionary learning methods 
can be used to classify healthy people from diabetic patients 
based on singular Value Decomposition Algorithm [7]. The 
fundus image is segmented by using a Deep Convolution 
Neural Network and it increases the accuracy and efficiency in 
predicting non-proliferated diabetic retinopathy [8]. The blood 
vessels can be segmented by using dilated convolution, which 
leads to more accurate detection of ophthalmologic diseases 
[9]. The two filtering methods, namely median filtering and 
Gaussian derivative filtering, are used to define the bifurcation 
point of a blood vessel image segment [10]. DR (Diabetic 
Retinopathy) can be recognized using the ANN classifier and 
region growing segmentation to extract exudates, optic plate 
and veins from the fundus images [11]. DR can be detected by 
using a reformed capsule network, which attains an accuracy of 
97.98% [12]. A hierarchical severe grading system model was 
developed to detect and classify the different grades of DR. 
The classifier accuracy is 94% [13]. The optic disc and optic 
cup boundary of the fundus images are segmented and by using 
Weighted Least Square fit, holistic features and disc ratio are 
extracted, and then they are fed to a Convolutional Multi-Layer 
Neural Network Classifier to classify the glaucoma [14]. A 
classification method of multi feature analysis along with a 
Discrete Wavelet transform is used to detect glaucoma. This 
model classifies glaucoma with an accuracy of 95% [15]. The 
input fundus image is validated using Le-Net architecture and 
the optic disc and optic cup are segmented using U-Net 
Architecture. Glaucoma can be detected with the use of SVM 
Classifier, Neural Network Classifier, and Adaboost Classifiers 
[16]. The eyeball area is extracted from the fundus image using 
an object detection network and multi task learning is applied 
to detect the cataract [17]. A Deep Convolution Neural 
Network with Resnet for classification can be used to identify 
cataract. The systems show an accuracy of 95.77% [18]. Gray 
Level Co-occurrence Matrix is utilized for feature extraction, 
and the classification of different levels of cataract can be done 
by Back Propagation Neural Network Classifier. This system 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

402 | P a g e  

www.ijacsa.thesai.org 

provides an accuracy of 82.4% [19]. The above-mentioned 
techniques are utilized to anticipate a single disease from the 
fundus image of the retina. The proposed paper uses hybrid 
adaptive mutation swarm optimization and regression neural 
network (AED-HSR) to provide automated early detection of 
multiple diseases. 

The contributions of the proposed work are: 

 Multiple features are extracted from the collected data 
and standard deviation, smoothness, entropy, shape, 
color, intensity and statistics are included for feature 
extraction. 

 An adaptive mutation swarm optimization (AMSO) 
algorithm is used to segment the disease sector from 
fundus image. 

 The collected features are fed to the regression neural 
network-based classifier to classify each fundus image 
as normal or abnormal. 

The rest of this paper provides the recent related works 
under Section II, Problem methodology and System model in 
Section III, the proposed AED-HSR technique using AMSO 
algorithm and RNN algorithm experimental setup and results 
are explained in Section IV, and Section V describes the 
conclusion of AED-HSR. 

II. RELATED WORKS 

Kangrok et al., proposed a strategy to detect DR by 
utilizing automatic segmentation of the ETDRS 7SF in order to 
expel the undesirable components in the fundus image, and 
then it was fed to a ResNet – 34 model for the classification of 
the disease, which provided an accuracy of 83.38% [20]. Saeid 
et al., proposed a combinational approach of fuzzy C-means 
and genetic algorithms for the prediction of DR from the 
angiographic images of diabetic patients, which provided a 
sensitivity of 78% [21]. Zhuang et al., introduced a weighted 
voting algorithm to categorize the DR disease and the trained 
network model was applied to the hospital data, which 
provided 92% accuracy [22]. Rego et al., worked on a 
Convolutional Neural Network (CNN) model with Inception-
V3 for DR screening of fundus images. In this approach, the 
model analyzed 295 images and the results were compared 
with a team of ophthalmologists. This model predicted DR 
with an accuracy of 95% [23]. Mohammed Hasan et al., 
suggested a combined method of Convolution Neural Network 
and Principal Component Analysis for the diagnosis of DR 
with an accuracy of 98.44% [24]. Hemelings et al., suggested a 
method based on a deep learning approach to identify 
glaucoma in which the fundus image was cropped with radius 
as image size percentage, optic nerve head (ONH) centered 
with spacing of 10–60%. This model resulted in an AUC of 
0.94 [25]. Salam et al., developed an algorithm for glaucoma 
diagnosis based on combined structural and non-structural 
features. This method was evaluated with 100 patients' fundus 
images, which provided a 100% sensitivity and an 87% 
specificity [26]. Nataraj et al., suggested a machine learning 
based classification technique to identify glaucoma from 
fundus images. This method used a unique template approach 
for segmentation, the Gray Level Coherence Matrix approach 

for feature extraction, and wavelet transform for texture and 
structure-based features to improve the efficiency of the system 
[27]. Latif et al., proposed a model for detecting glaucoma that 
had two parts: one to find the optic discs and the other to use 
transfer learning to find glaucoma. This method provided 
95.75% accuracy, 94.75% sensitivity, and 94.90% specificity 
[28]. Xu et al., proposed a method based on the transfer 
induced attention network for glaucoma diagnosis that 
extracted the deep patterns related to disease with limited 
supervision. The model was evaluated on clinical datasets, 
which provided an accuracy of 85.7% [29]. A novel method 
was developed by Raja et al., to identify glaucoma at an earlier 
stage by using a deep learning approach for segmenting the 
optic cup and optic disc and an SVM classifier to predict the 
disease with 92% accuracy [30]. Hasan et al., suggested a 
convolution neural network to diagnose the cataract disease 
from the fundus image. This model predicted the cataract 
disease with an accuracy of 98.17% [31]. Azhar et al., 
employed CNN for extracting the features and Support Vector 
Machine (SVM) for the prediction of cataracts. The system 
model provided an accuracy of 95.65% [32]. Pratap et al., 
suggested a technique for automatic cataract detection by 
utilizing singular value decomposition as a feature extractor 
and SVM as a classifier. The accuracy of the method was 
97.78% [33]. Imran et al., developed a strategy for the 
identification of cataracts. The fundus images were 
preprocessed and then, by using the combination of Self 
Organizing Maps and Radial Basis Function (RBF) Neural 
Network, the model predicted the cataract with an accuracy of 
95.3% [34]. Behera et al., [35] used an RBF-based SVM 
Classifier to predict cataract diseases from fundus images. 

III. METHODOLOGY 

The proposed automated early detection of multiple eye 
diseases by means of hybrid adaptive mutation swarm 
optimization and regression neural network (AED-HSR) 
techniques has been used to improve the accuracy of eye 
disease diagnosis. The proposed system consists of two phases. 
In the first phase, AMSO is used to segment the blood vessels, 
optic distance, exudates, and hemorrhage from the extracted 
features of the preprocessed fundus image. In the second phase, 
an RNN classifier is utilized to identify multiple eye diseases, 
namely cataract, diabetic retinopathy, and glaucoma. The flow 
diagram for the proposed system model for multiple disease 
detection is shown in Fig. 1. 

 

Fig. 1. System Model of Proposed AED-HSR Technique. 
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A. Preprocessing 

The creation of a binary mask is the initial step in image 
preprocessing, which is used to recognize that the pixels 
belong to the Region of Interest. Creating a binary mask avoids 
unwanted processing of pixels outside the ROI, which will 
reduce the processing time of an image. Masking can be done 
by convoluting the red color channel with a Gaussian low pass 
filter. Then the image undergoes thresholding by using Otsu’s 
global thresholding [36]. The image is then converted to a 
grayscale image, which has better contrast than the other color 
channels, such as the red color channel and blue color channel. 
Since various eye diseases can be identified in the blood 
vessels of the fundus image, and the contrast between the blood 
vessels can be easily identified in the green channel of the 
color image. After the conversion of the grayscale image, the 
image is resized to standard form because of the wider size of 
the input image. The resized image is then denoised using a 
gray level morphological operation to remove the brightness 
strip located at the center of the blood vessels. 

B. Feature Extraction 

Feature extraction is a method of mapping the primary 
feature into a low dimensional feature space for better 
classification. Each feature should have a larger variance to 
distinguish the features from the image. To detect the diseased 
image, the features such as blood vessels, optic disc, 
hemorrhage, and retinal exudates should be extracted from the 
fundus image of the retina. Glaucoma can be identified by the 
variation in the optic cup, which is a portion of the optic disc. 
In order to accomplish the automatic diagnosis of glaucoma, 
the location of the optic disc, which contains more information 
for glaucoma detection, must be extracted from the fundus 
image [37]. Optic disc feature extraction can be done by the 
entropy method. Blood vessels are extracted by using Gabor 
filters [38]. 

1) Entropy: The average quantity of information owing to 

the variance of pixel values in an image is defined as entropy 

in image processing. The image entropy of a distinct 

brightness values can be calculated by “1” 

H(I)= ∑ P(Ik)log
2
(

1

P(Ik)

Bg

k=1
)              (1) 

where P(Ik) denotes the k brightness value distribution of 
image I and Bg represents the number of brightness levels in an 
image. 

Based on the values of entropy, texture analysis of an 
image can be done. Lower values of entropy result in the 
smoothening of texture, whereas higher values of entropy give 
texture with more details. In the proposed model, higher values 
of entropy in the fundus image are taken as the optic disc 
location as it has more details such as nerves and blood vessels. 

2) Gabor filters: Gabor filters are mostly used to enhance 

the blood vessels from the fundus image. The product of 

Gaussian envelope function and complex trigonometric 

function results in complex Gabor function. To enhance the 

blood vessels in the fundus image, real portion of the complex 

Gabor function is utilized and is given by “2” 

S(u,v,λ,φ,σ,τ)=exp((-u’2-u’2 τ2)/2σ2).cos(2𝞹u’/λ+φ)          (2) 

where s represents the two-dimensional Gabor kernel 
function with variables u and v and u’=ucosφ+vsinφ and v’ = -
usinφ+vcosφ. Scale (σ), Wavelength(λ), orientation(φ) and 
aspect ratio(τ) are the four parameters to control the shape. The 
Gabor kernel is rotated at an angle of 15 degree so that 12 
different kernels are obtained; it is convolved with the 
preprocessed image and it selects the utmost response for each 
pixel. Subsequently, the pixels having blood vessels are more 
prevailing than the other pixels. 

The statistical features, namely mean and standard 
deviation can be calculated using the following equations “3” 
and “4” 

μ= ∑ k p(k)
L-1

k=0                (3) 

σ2 = ∑ (k-μ)
2
 p(k)

L_1

k=0              (4) 

C. Proposed AED-HSR Technique using AMSO and RNN 

Algorithm 

In this section, AMSO is described in Section.4.1 and 
Regression neural network classifier to identify the diseased 
image is explained briefly in Section.4.2. 

1) Segmentation using AMSO algorithm: The features 

retrieved from the fundus image are segmented using the 

Adaptive Mutation Swarm Optimization (AMSO) technique. 

Basically, Swarm will be initiated by the Particle Swarm 

Optimization. The solution of each search space is determined 

based on the position and the velocity of the particle in the 

swarm. The position and the velocity of the particle are 

changed for each iteration and the global best position pg and 

personal best position pi are found out. To reach the ideal PSO 

state, a larger interference amplitude is needed in the early 

iteration phase to ensure better global search capabilities and a 

smaller interference amplitude is required in the late iteration 

phase to ensure convergence. 

a) Chase-Swarming Behavior: where 𝑥𝑖  represents the 

position of cockroach, step denotes a fixed value, ‘rand’ 

represents a random number lying between 0 and 1, 𝑝𝑖  is the 

personal best position, and 𝑝𝑔is the global best position. The 

personal best position of cockroach of size N is given by “5” 

and “6” 

Xi=xi + step.rand.(pi – xi), xi  pi            (5) 

Xi=xi + step.rand.(pg – xi), xi = pi            (6) 

where visual is a constant, 𝑗 = 1, 2, . . ., 𝑁, 𝑖 = 1, 2, . . ., 𝑁. 
The global best position of the cockroach is given by “7” and 
“8” 

pi = optj {xj xi – xj   Visual}            (7) 

pg =opt {xi}              (8) 

The inertial weight to chase swarming component of 
original AMSO is given by “9” and “10” 

Xi=.xi + step.rand.(pi – xi), xi  pi            (9) 
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Xi=.xi + step.rand.(pg – xi), xi = pi           (10) 

where 𝜔 is an inertial weight of the particle. 

b) Hunger Behavior: In this paper, an enhanced 

cockroach swarm optimization is prolonged with an extra 

feature called hunger behavior. For a particular period of time, 

when the cockroach is hungry, it migrates from its original 

position and searches for food source xfood with in the search 

space. Partial differential equation (PDE) migration technique 

is used for hunger behaviour modelling. Hunger behaviour 

impedes local optimization and increases population diversity. 

Kerckhove defines the PDE migration equation as 

p/t = -sp/x             (11) 

with initial population distribution 𝑝(0, 𝑥) = 𝑝0(𝑥). 

where the parameter s controls the migration speed. p 
represents population size, 𝑡 denotes the time, and 𝑥 represents 
the location or position. (𝑡, 𝑥) is the population size at time 𝑡 in 
location 𝑥 

Equation (9) can be expressed as 

p/t +sp/x = 0            (12) 

By integration, we have 

x-st=σ,  p= p(β),p= p(x-st) 

p[t,x]=po[x-st] 

Since displacement is the product of speed and time, in 
 𝑝0 (𝑥 − s𝑡), 𝑝0 (𝑥) is replaced by s𝑡. 

𝑝0  (𝑥 − s𝑡), satisfies PDE at any initial population 
distribution 𝑝0  (𝑥). Hunger behavior is defined as follows: If 
hunger is equal to threshold hunger t hunger, then the new 
position of cockroach is 

Xi = xi + (xi – st) + x food                (13) 

where 𝑥𝑖 denotes the position of the cockroach, (𝑥𝑖  − s𝑡) 
represents the migrated position of the cockroach from its 
current position, and hunger is a random number which lies in 
the range of 0 to 1. 

D. Classifying Feature Models using RNN 

The segmented portions of the fundus images are fed into 
the Regression Neural Network Classifier for the prediction of 
diseases in the form of a regression task. The architecture of 
the RNN is shown in Fig. 2. The segmented features are given 
as input to the RNN, which contains a fully connected layer 
and batch normalization with a Leaky Rectified Linear Unit 
(FC-BN-LReLU), pursued by a dropout layer with a dropping 
probability of 0.2 to avoid the overfitting problems, and two 
layers of FC-BN-LReLU, followed by a drop out layer. The 
following layer is a fully connected layer with LReLU, which 
does not contain batch normalization. The last layer is a fully 
connected layer without any activation function that will 
classify the type of disease. 

 

Fig. 2. Test Image Samples. 

IV. EXPERIMENTAL SET-UP AND RESULTS 

In the proposed AED-HSR, Cataract, glaucoma, DR and 
normal images are classified from the fundus images and the 
performance analysis is calculated based on distinct 
algorithms. The proposed method was implemented in the 
online datasets using MatlabR2022a. 

A. Dataset 

The proposed AED-HSR method was implemented on the 
dataset that comprised of 800 normal images, 800 cataract 
images, 800 diabetic retinopathy images, and 800 glaucoma 
images, taken from the Ocular Disease Intelligent Recognition 
(ODIR) database, which contains the ophthalmic database of 
5000 patients, including their ages, right and left eye fundus 
images, and the doctor’s diagnostic keywords. The images are 
collected by the Shanggong Medical Technology Co., Ltd. 
from numerous hospitals in China. 

B. Results 

In the experimental set-up, 30% of images are utilized for 
testing and 70% of images are utilized for training. The test 
image samples are shown in Fig. 2. A learning rate of 0.01 with 
a maximum of 39 epochs was used in the training phase of the 
proposed system. The proposed method utilizes 5 distinct 
features such as smoothness, statistics, color, intensity, and 
standard deviation to train the RNN. The training performance 
of the AED-HSR in terms of training, validation and test data 
is shown in Fig. 3. From the training progress of AED-HSR, 
the mean square error (MSE) drops rapidly in the first 10 
epochs and the best validation performance is 0.074662 at 
epoch 33. The training MSE gradually drops a bit and the 
stability is more in the final epochs. In the training model, 
more attributes are used to aid in prediction which may be 
useful to prevent overfitting. 
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The training state of the proposed AED-HSR shown in 
Fig. 4 will provide the gradient of 0.16819 at epoch 39 and the 
maximum mu value of 0.001 is reached at epoch 39 which 
controls the neurons weight updating process during training. 
By applying the test images as an input to the model, AED-
HSR classifies the image as a diseased image or normal image. 

A regression analysis was performed in order to determine 
the relationship between the network output and the 
corresponding targets. The Regression plot of the AED -HSR 
model is shown in Fig. 5 which shows a correlation between 
the two sets of data. It demonstrates that there is a good fit 
between the values that were predicted by AED-HSR and the 
actual measured data with higher values of R. The regression 
plot indicates that the outputs closely match the targets with an 
R-Value. The Confusion matrix for the four different models is 
shown in Fig. 6. From the values of Confusion Matrix (VCM), 
True Positive (TP), True Negative, False Positive and False 
Negative values are calculated in order to analyze the 
performance of the system model. Table I shows the prototype 
of VCM. Table II shows the characteristics of VCM. 

 

Fig. 3. Training Progress of the AED-HSR Model. 

 

Fig. 4. Training State of the Proposed AED-HSR Model. 

 

Fig. 5. Regression Plot of the Proposed AMSO-RNN Model. 

 

Fig. 6. Confusion Matrix of Four Different Methods. 

TABLE I. VCM PROTOTYPE 

PREDICTED 

A
C

T
U

A
L

 

 X Y Z R 

X LXX LXY LXZ LXR 

Y LYX LYY LYZ LYR 

Z LZX LZY LZZ LZR 

R LRX LRY LRZ LRR 
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TABLE II. CHARACTERISTICS OF VCM 

TRUE 

POSITIVE 

TPX= LXX 

TPY= LYY 

TPZ= LZZ 

TPR= LRR 

FALSE 

POSITIVE 

FPX=LYX+LZX+LRX 

FPY=LXY+LZY+LRY 

FPZ=LXZ+LYZ+LRZ 

FPR=LXR+LYR+LZR 

TRUE 

NEGATIVE 

TNX=LYZ+LYY+LZY+LYR+LZZ+LRY+LRZ+LYR+LRR 

TNY=LXX+LZZ+LXZ+LXR+LZX+LRR+LRX+LRZ+LZR 

TNZ=LRY+LRR+LXX+LXY+LXR+LYx+LYY+LYR+LRX 

TNR=LZY+LZZ+LXX+LXY+LXR+LYX+LYYY+LYZ+LZX 

FALSE 

NEGATIVE 

FNX = LXY+LXZ+LXR 

FNY = LYX+LYZ+LYR 

FNZ = LZX+LXY+LZR 

FNR = LRX+LRY+LRZ 

The proposed AED- HSR model detects the eye disease 
with an accuracy of 98.08%. DR detection from the proposed 
model is shown in Fig. 7. The classification of glaucoma using 
the proposed system model is shown in Fig. 8. Cataract image 
detection by utilizing the proposed AED-HSR model is shown 
in Fig. 9. 

 

Fig. 7. Detection of DR. 

 

Fig. 8. Detection of Glaucoma. 

 

Fig. 9. Detection of Cataract. 

C. Performance Analysis 

The proposed model performance can be analyzed in terms 
of accuracy, sensitivity, specificity, negative predictive value 
(NPV), positive predictive value (PPV), false negative rate 
(FNR), false positive rate (FPR), and false discovery rate 
(FDR) from VCM. Table III shows the parameters of the 
performance metrics. Sensitivity alludes to a test’s capacity to 
assign a diseased image as positive. Specificity characterizes 
the capacity of the test to assign the non-diseased image as 
negative. 

Accuracy is defined as the ratio of correctly predicted 
images to the total images. PPV refers to the probability that 
the individual has the disease when confined to those 
individuals who test positive. NPV measures the proportion of 
genuine negative expectations considering all negative 
forecasts. FNR is calculated by the ratio of false negative to 
total positive. The FDR measures the extent of the alerts that 
are irrelevant. Fig. 10 shows the performance metrics for each 
class of eye diseases based on RNN. 

Fig. 10 shows that RNN has 94.1% accuracy rate for 
identifying the normal eyes. The maximum specificity for 
glaucoma affected eye is 98.5%. F1 score for DR is 95.41%. 

TABLE III. PERFORMANCE METRICS PARAMETERS 

Parameters Formula 

Sensitivity Sen =TP / (TP +FN) 

Specificity Spec =TN / (TN +FP); 

Accuracy Acc = (TP+TN) / (TP+TN+FP+FN) 

False positive rate FPR = 1 – Spec 

False negative rate FNR =FN / (TP +FN) 

Positive predictive value PPV =TP / (TP +FP) 

Negative predictive value 
NPV = TN / (TN +FN) 

NPV = TN / (TN +FN) 

False discovery rate FDR = 1 - PPV 

F1_Score F1_Score = (2*TP) / ((2*TP) +FP+FN) 
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Fig. 10. Performance Metrics of each Class using RNN. 

Fig. 11 indicates the performance metrics for each class of 
eye diseases based on GA-RNN. Fig.11 shows that GA-RNN 
has 97.4% accuracy rate for identifying the normal eyes. The 
maximum specificity for cataract affected eye is 99.04%. F1 
score for Normal eye is 97.99%. 

Fig. 12 indicates the performance metrics for each class of 
eye diseases based on PSO-RNN. Fig.13 shows that PSO-RNN 
has 97.7% accuracy rate for identifying the normal eyes. The 
maximum specificity for Normal eye is 98.87%. F1 score for 
Normal eye is 98.30%. 

 

Fig. 11. Performance Metrics of each Class using GA- RNN. 

 

Fig. 12. Performance Metrics of each Class using PSO-RNN. 

Fig. 13 indicates the performance metrics for each class of 
eye diseases based on the proposed AMSO-RNN. Fig. 13 
shows that AMSO-RNN has 98.5 % accuracy rate for 
identifying the normal eyes. The maximum specificity of 
Glaucoma diseased eye is 99.5% F1 score for Normal eye is 
98.83%. 

Overall, the system automatically detects the eye disease 
with 98.08 % accuracy, 99.34% specificity, 98.03% sensitivity, 
98.03% PPV, 99.34% NPV, 0.62% FPR, 1.93% FNR, 98.67% 
F1 Score and 1.96% FDR. 

 

Fig. 13. Performance Metrics of each Class using AMSO-RNN. 
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The performance Matrix of AMSO-RNN is compared with 
that of the other strategies, namely RNN-PSO, RNN-GA, and 
RNN, as shown in the Fig. 14. From the comparison measures 
of four different methods, the proposed method has an 
improvement of 2.23% in accuracy, 2.18% in sensitivity, 
0.71% in specificity, 2.19% increase in PPV, 1.45% increase in 
F1 Score, 53.38% decrease in FPR, 51.99% decrease in FNR, 
0.72% increase in NPV and 54.2% decrease in FDR when 
compared with RNN-PSO. Also, the proposed AMSO-RNN 
provides an improvement of 3.16 % in accuracy, 3.14% in 
sensitivity, 1.01% in specificity, 3.08 % increase in PPV, 
2.09% increase in F1 Score, 61.73% decrease in FPR, 60.61% 
decrease in FNR,1.01% increase in NPV and 58.69% decrease 
in FDR when compared with  RNN-GA and an improvement 
of 5.75% in accuracy, 5.72% in sensitivity, 1.88% in 
specificity, 5.68% increase in PPV, 3.79% increase in F1 
Score, 74.05% decrease in FPR, 73.27% decrease in FNR, 
1.83% increase in NPV and 70.61% decrease in FDR when 
compared with RNN. 

D. Comparison of Proposed Method with Previous Studies 

This subsection details the performance analysis 
comparison of the proposed method with other state of art 
methods. Table IV shows the performance comparison of the 
proposed method with previous strategies. 

 

Fig. 14. Overall Performance Metrics. 

TABLE IV. COMPARISON OF PROPOSED METHOD WITH PREVIOUS STUDIES 

Autho

r 
Task Method 

Accura

cy (%) 

Sensitivi

ty (%) 

Specifici

ty (%) 

F-1 

Scor

e 

(%) 

Oh et 

al. [20] 
DR 

ETDRS&

SF 
83.38 80.6 83.41 - 

Latif et 

al. [28] 

Glauco

ma 

ODG-

NET 
95.75 94.90 94.75 - 

AZhar 

et al. 
[32] 

Cataract 
CNN -

SVM 
95.6 - - - 

Tayal 
et al 

[39] 

DME, 

Drusen, 
Choroid

al, 

Normal 

DL-CNN 96.5 - 98.6 - 

Propos

ed 

method 

Glauco
ma DR, 

Cataract

,  
Normal 

AMSO-
RNN 

98.08 98.03 99.34 
98.6
7 

V. CONCLUSION 

From retinal fundus images, the proposed AED-HSR 
technique automatically detects the types of different eye 
diseases such as DR, glaucoma, and cataract from the retinal 
fundus images. In this approach, the input images are 
preprocessed by masking, thresholding, and resizing. The 
resized image is denoised by using gray level morphological 
transformation. The preprocessed image is then subjected to 
feature extraction in order to retrieve the image's statistical 
features. The collected features are then segmented using 
AMSO and given to the RNN Classifier. The proposed 
algorithm has been tested on an ODIR database from the 
Kaggle datasets. The proposed system predicts the type of the 
disease with 98.08% accuracy, 99.34% specificity, 98.03% 
sensitivity, 98.03% PPV, 99.34% NPV, 0.62% FPR, 1.93% 
FNR, 98.67% F1 Score and 1.96% FDR. The proposed 
methods provide better results in contrast with the other 
techniques such as RNN-PSO, RNN-GA, and RNN. The 
model that has been proposed provides better performance 
metrics when compared with the other networks in terms of 
accuracy, specificity, sensitivity, PPV, NPV, FPR, FNR, FNR, 
F1Score and FDR. The outcome of this study points to the 
enhancement of the suggested network architecture as work 
that should be done in order to achieve future improvements in 
terms of performance. 
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Abstract—Farmers' primary concern is to reduce crop loss 

because of pests and diseases, which occur irrespective of the 

cultivation process used. Worldwide more than 40% of the 

agricultural output is lost due to plant pathogens, insects, and 

weed pests. Earlier farmers relied on agricultural experts to 

detect pests. Recently Deep learning methods have been utilized 

for insect pest detection to increase agricultural productivity. 

This paper presents two deep learning models based on Faster R-

CNN Efficient Net B4 and Faster R-CNN Efficient Net B7 for 

accurate insect pest detection and classification. We validated 

our approach for 5, 10, and 15 class insect pests of the IP102 

dataset. The findings illustrate that our proposed Faster R-CNN 

Efficient Net B7 model achieved an average classification 

accuracy of 99.00 %, 96.00 %, and 93.00 % for 5, 10, and 15 class 

insect pests outperforming other existing models. To detect insect 

pests less computation time is required for our proposed Faster-

R-CNN method. The investigation reveals that our proposed 

Faster R-CNN model can be used to identify crop pests resulting 

in higher agricultural yield and crop protection. 

Keywords—Deep learning; faster RCNN; insect pest detection; 

IP102 dataset; efficient net 

I. INTRODUCTION 

Agricultural production from field crops has advanced 
quickly in both quantity and quality, but the prevalence of 
pests and diseases on crops has limited the quality of agrarian 
output. If pests on crops are not thoroughly inspected and a 
sufficient, long-lasting treatment is not offered, the quality and 
amount of food production will be lowered, causing an 
increase in poverty and food shortages. Any country's 
economy might be negatively impacted by this, but it would 
be most harmful in places where 60-70% of the populace 
relies completely on income from the agricultural sector to 
support itself. Getting rid of pests that are growing and 
reducing crop production is a significant issue for agricultural 
producers. According to our research, a pest is any species that 
disperses disease and induces damage to the plants. Aphids, 
flax budworm, flea beetle, cabbage butterfly, peachtree borer, 
prodenia litura, thrips and mole cricket are the most frequent 
pests that attack plants. In order to prevent a large amount of 
loss and boost crop yields, it is necessary to identify these 
pests at all phases of their life cycles, whether they are nascent 
or advanced. Understanding and classifying insects is the 
initial step in preventing crop damage caused by insect pests. 
This will allow us to distinguish between harmless insects and 
dangerous ones. In recent times, there has been a rise in 

awareness of automated pests’ classification because this 
activity necessitates ongoing, intensive monitoring [1]. It is 
commonly known that distinct insect species may have 
phenotypes that are similar to one another and that due to 
various habitats and growth cycles, insects can have  intricate 
morphologies [2] [3]. An outstanding method for 
recognizing insect images has been made possible by the 
development of machine learning techniques. Vehicle 
recognition and motion detection have seen considerable 
success utilizing computer vision as well as machine learning 
techniques [4] [5]. A sizable pest dataset of 40 high-grade pest 
categories was labeled using a multi-level classification 
framework of alignment-pooling method [6]. A dataset with 
563 pest images partitioned into 10 categories was used. To 
classify the dataset, training was done on a Support Vector 
Machine for custom features [7]. Various image processing 
techniques to detect and retrieve insect pests by developing a 
machine-driven detection and removal system for evaluating 
pest concentration in paddy crops [8]. To identify the pest 
from a dataset of pest images K mean segmentation technique 
was implemented. In order to classify the pests, the discrete 
cosine transform method was implemented and the pest 
images were classified using an artificial neural 
network. Images were validated for five pests and obtained an 
accuracy of 94.00 % [9]. Deep learning techniques like 
convolutional neural networks have lately been used in 
agricultural production as a viable approach for fully 
automated pest classification [10]. The convolutional neural 
networks exert a significant influence on image elements and 
has their own feature extractor, which makes them superior to 
conventional image processing techniques and machine 
learning. Additionally, in several applications of medical 
image analysis, convolutional neural networks demonstrated 
their ability to manage picture noise and illumination change 
[11]. In this study, a Faster R-CNN framework to detect and   
classify insect pests is investigated. 

The main contributions of this work are as follows: 

1) To detect and classify crop pests, a Faster R-CNN 

framework with Efficient Net is used. In order to improve the 

performance of the model the network drop connects is used 

to prevent over fitting and to increase regularization effect a 

swish function is utilized for Efficient Net. 

2) The Region Proposal Network module and the 

bounding box regression can accurately predict the classes and 
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locations of various crop pests. The computational time 

required for detecting the insect pests is less. 

3) Compared to other methods, the evaluation results of 

insect pest classification using the proposed Faster R-CNN 

framework demonstrated superior performance. 

II. RELATED WORK 

Several deep learning techniques have been used recently 
to categorize pests and develop cutting-edge outcomes in 
several applications for pest identification. Convolutional 
neural network and saliency techniques were used 
for classifying insect pests. Image processing algorithms 
known as saliency approaches emphasize the most important 
areas of an image.  These techniques are based on the 
realization that the observer accurately distinguishes between 
the portions of its field of vision that are important and those 
that are not useful, rather than focusing on the entire range of 
vision. They obtained an accuracy of 92.43 % for the smaller 
dataset [12]. To classify the defected wheat granules for a 
dataset of 300 images, an artificial bee colony, performance 
tuning artificial neural network, and extreme learning machine 
techniques are used [40]. A deep learning framework for 
multi-class fruit detection which includes fruits images along 
with data augmentation based on Faster RCNN was proposed 
and the performance was evaluated [41]. For identifying pests 
and plant diseases in video content, a deep learning-based 
Faster RCNN was investigated along with video based 
performance metrics [42]. A survey paper of current 
innovations in image processing methods for automated leaf 
pest and disease recognition [43]. Adao et al. collected a 
dataset of cotton field images and implemented a deep 
residual design and classified the pests. F1-score of 0.98 was 
achieved by using Resnet 34 model [44]. A metric for 
accuracy degradation was utilized to analyze machine learning 
algorithms by enhancing benign samples [24]. The natural 
statistics model was applied to create saliency maps and 
identify regions of interest in an insect pest image. Further 
work was done on the bio-inspired Hierarchical model and X 
(HMAX) method in the accompanying areas to retrieve 
invariant features for representing pest appearance [13]. 
Convolutional neural network-based frameworks, such as 
attention, feature pyramid, and fine-grained modeling 
techniques for the IP102 dataset were implemented and 
obtained an accuracy of 74.00 % [14]. Chen. H. C et al. 
implemented the AlexNet-modified architecture-based 
convolutional neural network model on the mobile application 
in order to identify tomato diseases utilizing leaf images. For a 
9-class disease, the Alexnet model had a precision of 80.3% 
[15]. Pest detection for 10 pest classes using an efficient 
system for deep learning achieved an average accuracy of 70.5 
%. Yolov5-S model was used for the detection of pests and the 
dataset used was IP102 [16]. A comparison of KNN, SVM, 
Multilayer Perceptron, Faster R-CNN, and Single Shot 
Detector classifiers in distinguishing Bemisia Tabacii embryo 
and Trialeurodes Vaporariorum embryo tomato pest classes 
was implemented [17]. K. Thenmozhi used three types of the 
dataset which include NBAIR, Xie1, and Xie2 for insect 
classification for 40 classes and 24 classes. Pre-trained deep 
learning techniques like AlexNet, ResNet, and VGGNet were 
used for insect classification and fine-tuned with pre-trained 

models by utilizing transfer learning and obtained an accuracy 
of 96.75, 97.47, and 95.97% [18]. 

Wang et al. implemented a Multi-scale convolution 
capsule network for crop insect pest detection. The advantages 
of MSCCN are that it is able to extract the multi-scale 
discriminative features, encode the hierarchical structure of 
size-variant pests and for pest identification, softmax function 
was used to determine the probability. They obtained an 
accuracy of 89.6% for 9 classes of insect species [19]. Nour et 
al. worked on the AlexNet model to recognize the pests for an 
IP102 dataset. The model accuracy was fine-tuned by data 
augmentation to obtain an accuracy of 89.6 % for an eight-
class insect pest [20]. Balakrishnan et al. implemented a real-
time IOT-based environment to detect pests using a faster 
RCNN ResNet50 model for object detection framework. The 
model used 150 test images for each class of insects, 8 classes 
of the IP102 dataset. The model average accuracy achieved for 
eight-class insects is around 94.00 % [21]. Kasinathan et al. 
implemented machine learning techniques such as ANN, 
SVM, KNN, Naïve Bayes, and the CNN model for pest 
detection and classification. The model achieved an accuracy 
of 91.5 % and 93.9 % for nine class and five class pests. The 
drawback of this model they have used 50 images for each 
class even though more images of the pests were available in 
the dataset of  IP102 [22]. 

Mohamed et al. developed a mobile application that uses 
deep learning to automatically classify pests and for the 
identification of insect pests, they used a Faster R-CNN 
model. The model achieved an average accuracy of 98 % for 
five pests. The drawback of this work, in training the image 
pests they have used a total of 500 image pests which results 
in poor approximation, and few test data will result in an 
optimistic and high variance estimation of prediction accuracy 
[23]. In order to overcome the above approach, the proposed 
work was implemented by using a Faster R-CNN for detection 
and classification of pests for around 1449 pest images for 
testing of five pest classes, similarly for 10 classes is 2921 
images and 15 classes are 4321 pest images of IP102 dataset. 

A. Insect Pests 

The proposed work,  includes 15 classes of crop insect 
pests namely aphids, cicadellidae, flax budworm, flea beetle, 
cabbage butterfly, peachtree borer, prodenia litura, thrips, bird 
cherry-oat aphid, mole cricket, grub, wireworm, ampelophaga, 
lycoma delicatula and xylotrechus. Each class in the IP102 
dataset is highly unbalanced, each class pest that contains 
more images in the dataset is taken into consideration for the 
study. The following insect pests framework cause 
considerable damage to the crops leading to a loss in crop 
productivity. 

B. Faster R-CNN 

Faster R-CNN requires an image to be scaled to a certain 
length and width so that noise can be avoided and with the 
introduction of a region proposal network the detection speed 
of insect pests is vastly improved [37]. The feature map is 
generated by the convolution neural network layers for 
processing the images and the identified object undergoes 
location regression and classification. We evaluate the three 
important steps which are involved in Faster R-CNN. Feature 
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maps were obtained from a pre-trained convolutional neural 
networks framework in particular Efficient Net [25], Resnet 
50 [21], and Dense convolutional neural networks [38]. Next, 
the Region Proposal network generates the region proposals to 
detect the pest's locations in the image. The regression box 
provides the exact location of the insect pests. The insect pest 
image processed by the region generative proposal is sent to 
the region of interest pooling to identify and predict the 
accurate location of the insect pest image. Fig. 3 depicts the 
proposed Faster R-CNN framework for detection and 
classification. 

III. MATERIALS AND METHODS 

Efficient Net is a unique scaling method that uniformly 
scales all depth/width/resolution dimensions using a 
compound coefficient. Neural architecture search is used to 
generate a brand-new baseline network and scale it up to 
create the Efficient Nets family of modeling techniques, which 
outperform prior convolutional networks in both efficiency 
and accuracy, reducing parameter size and FLOPS [39]. Width 
scaling is the process of changing the width of an input image. 
The larger the image, the more feature maps/channels are 
possible, and thus the more information is available to process 
[36]. Resolution scaling is the process of changing the 
resolution of an image. The higher an image's Dots per inch, 
the higher its resolution. Better resolution is simply an 
augmentation in the number of pixels in an image. To scale 
the three dimensions, a baseline model called Efficient Net B0 
was introduced. There are seven Efficient Net models ranging 
from B0-B7, where B0 is the baseline model. The size of the 
incoming image varies between models. As the model level 
increases, so does the image's input size. This flexible scaling 
strategy can be utilized to effectively scale Convolutional 
Neural Networks and enhance the accuracy with a variety of 
frameworks. 

The input image is processed by MBConv bottlenecks in 
which direct connections are used because between 
bottlenecks with significantly fewer channels than expansion 
layers in inverted residual blocks as shown in Fig. 1. MB 
Conv has an attention blocks and are made up of a layer that 
expands and then compresses the channels, mechanism that 
allows it to optimize channel features that contain the 
highest information while restricting less significant channel 
features. The gradient of MBConv does not quickly vanish 
when the network depth is more thereby improving the model 
performance. The regularization effect can be increased by 
using a swish function with no upper limit wherein gradient 
saturation will not occur [25]. In order to improve the 
performance, the network drop connect is used to prevent 
over-fitting. The Efficient Net B4 and Efficient Net B7 model 
consists of nine phases with respect to Blocks. Blocks provide 
effective layers and their feature map is connected to the 
Region Proposal network and Region of Interest pooling as 
shown in Fig. 3. 

 

Fig. 1. Efficient B7 Architecture. 

A. Dataset 

Capturing pest images is a difficult task although all insect 
pests go through several phases during their entire life, based 
on the species and category of pest. IP102 dataset is 
commonly used to test the insect pest for classification and 
detection based on deep learning methods [22]. As a result, we 
utilized pest images from the public IP102 dataset. The dataset 
has around 75000 images pertaining to 102 insect pest species. 
For detection and classification, we have chosen 5, 10, and 15 
classes of insect pests. Dataset of 14490 pest images for the 
training of five pest classes, 29210 images for 10 pest classes, 
and 43210 images for 15 pest classes. The pest images were 
split in the ratio of 80 % training, 10 % validation, and 10 % 
for testing. Sample images of insect pests are shown in Fig. 2. 

B. Proposed Framework  for Detection and Classification 

The pest images of the IP102 dataset are passed to 
Efficient Net network and are pre-trained on ImageNet to 
generate feature map. In order to improve the performance, 
network Drop connect and Swish function is utilised in 
Efficient Net. The feature map is passed to the RPN network 
to generate the bounding box and proposal score for the pest 
images. The output of RPN network and feature map obtained 
from the Efficient Net algorithm is passed to ROI pooling for 
detection and classification of pest images. Further the flow of 
the Proposed Faster R-CNN framework for Pest detection and 
Classification is explained in detail in the below following 
Section 3C and 3D. 

 

Fig. 2. Samples of Pests Images from the IP102 Dataset. 
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Fig. 3. Proposed Faster R-CNN Framework for Pest Detection and Classification. 

C. Image Preprocessing and Augmentation 

Images are transformed to (600,600) in the pre-processing 
stage phase to retain the same aspect ratio, and images are 
normalized to maintain the standardized data distribution [25]. 
The importance of data augmentation for image classification 
analysis has previously been proven due to insufficient 
datasets. The categories of each insect pest in the IP102 
dataset are highly unbalanced. To increase the data while 
avoiding the over-fitting problem, various data augmentation 
techniques such as rescaling, zooming, and horizontal flipping 
have been used. Gaussian filter is first used to smooth the 
image. The images were rescaled, created a mask for every 
image, and then applied segmentation to each sample. Each 
image in the dataset is subjected to the processing pipelining 
by a function. 

D. Insect Pest Detection & Classification 

The above-proposed learning architecture is used for 
image processing and to detect and classify pests using the 
Efficient Net and Faster R-CNN approach as shown in Fig. 3. 
The convolutional neural network layers of Efficient Net B4 
and Efficient Net B7 has been used as feature extractor in this 
research and for Faster R-CNN because of their added 
advantage of lightweight and its processing speed which is 
critical for our end application. The pre-trained weights of 
Efficient Net were trained on the Image Net dataset. The size 
of the input image for this methodology is fixed at 224 x 
224. Hence using the EfficientNet model we generate feature 
maps for an input image and pass it to the RPN. 

The RPN takes these feature maps as an input to it and 
provides a set of rectangular proposals (bounding box) 
identifying the object i.e, a pest in the convolutional neural 
network feature map as an output along with the objectness 
score. Grid-anchor having aspect ratio [0.25, 0.5, 1.0, 2.0] is 
started with a 16x16 pixel size during this stage. These 
anchors point to available objects of different sizes and aspect 
ratios at the corresponding location. Intersection over Union 
determines how well the bounding box matches with the 
ground truth of the insect pest image, where A and B are two 

sections of region proposals as given in (1). To improve the 
performance of the model and to reduce the noise, non-
maximum suppression is utilized for identifying the bounding 
boxes with the highest confidence so that the small overlaps 
are ignored. The thresholds were kept at 0.7. 

𝐼𝑜𝑈 =  
𝐴∩𝐵

𝐴∪𝐵
               (1) 

To create the proposals for the object, the Faster R-CNN 
architecture is utilized. It has a specialized and unique 
architecture that has got classifier and regressor. The Faster R-
CNN is robust against translations, it’s one of the important 
properties that it is translational invariant. 

When multi-scale anchors are present, Faster R-CNN 
creates a "Pyramid of Anchors" rather than a "Pyramid of 
Filters," which consumes less time and is more cost efficient 
compared to various other architecture. The next step is to 
pass the proposals to Region of Interest pooling layers. To 
create a single feature map for each of the proposals provided 
by RPN in a single pass, Region of Interest pooling is utilized. 
It is implemented to address the issue of fixed image size 
difficulties with object detection. ROI pooling is utilized to 
create fixed-size feature maps against non-uniform inputs by 
applying max-pooling across the inputs. This layer needs two 
inputs: (i) A feature map obtained from a backbone of 
EfficientNet B4 or EfficientNet B7 used in our research 
methodology after multiple convolutions and pooling layers. 
(ii) ‘N’ proposals or Region of Interests from region proposal 
network (RPN). 

The benefit of Region of Interest pooling is that we can 
utilize the corresponding feature map across all proposals, 
allowing us to pass the whole image to the convolutional 
neural networks rather than passing each proposal 
separately. The sub-windows have a size of (N, 7, 7, 512) 
which has been created by the Region of Interest pooling layer 
by applying max pooling over the next stage, where N 
represents the number of region proposals obtained by the 
RPN network. The features are moved into the classifier and 
regression sections after moving via two fully connected 
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layers. Using the softmax function, the classification division 
evaluates the probability of a region proposal comprising an 
insect pest. Additionally, Intersection over Union values are 
used to evaluate the accuracy of the bounding box generated 
surrounding the insect pest. The anchor box coordinates are 
provided by the bounding box regression. 

E. Classification Performance Metrics 

The performance for identifying the insects is measured by 
using rotation estimation for validating the insect pests of 
tested images with predicted classification results of the Faster 
R-CNN technique [26]. The Confusion Metrics are evaluated 
by True Positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN). The TP indicates the current 
predicted insect pest class category that is correctly classified. 
The TN pertains to other groups that do not belong to the 
existing insect pest class category. The FP pertains to other 
insect pest class category incorrectly classified as the current 
insect pest class type. The FN relates to the current insect pest 
class category that was incorrectly classified and did not 
belong to the existing class. Precision metric indicates out of 
all points that are predicted to be positive, how many are 
actually Positive. The recall metric indicates out of all positive 
points, how many are actually positive. The classification 
metrics is given below. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
                       (2) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝+𝑓𝑝
                       (3) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝+𝑓𝑛
              (4) 

𝑓1𝑠𝑐𝑜𝑟𝑒 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
            (5) 

IV. RESULTS AND DICUSSIONS 

For this experiment, we have used an i7 processor with 
GPU (Nvidia RTX 3080 Ti) along with other supporting tools 
such as Keras and Tensor flow for the detection and 
classification analysis of insect pest images of the IP102 
dataset. The performance of the insect detection and 
classification method was implemented on 5, 10 and 15 
classes of insects. The insect pest images were split into the 
ratio of 80% training, 10% validation, and 10 % for testing. 
The proposed Faster R-CNN model is trained using Stochastic 
Gradient Descent as an optimizer with 0.9 momentum value, 
region proposal network weights, and the last fully connected 
layer weights. The learning rate tells about the learning 
progress and updates with weight parameters to reduce the 
loss. The learning rate is varied from 0.0005, 0.0001, 
0.001.The maximum no of epochs trained to 40 steps. The 
detection and classification results are shown in Fig. 4 based 
on Faster RCNN. The proposed Faster R-CNN technique can 
correctly detect insect pests in the image and identify the 
categories. For all test datasets of pest species, classification 
accuracy ranged from 97.0 to 100.00%. 

 

Fig. 4. Sample of Pest Detection Results for the IP102 Dataset. 

The performance indicator for Pest detection is shown in 
Fig. 5, such as the two methods' average inferential speed. As 
shown in Fig. 5, Faster R-CNN Efficient Net B7 speed along 
with accuracy takes around 19.5 frames per second compared 
to the other model which takes 20.7 frames per second. 

 

Fig. 5. Speed for Insect Pest Detection based on Faster-RCNN. 
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The model performance for five pest classes based on 
Faster R-CNN Efficient Net B7 and Faster R-CNN Efficient 
Net B4 model is shown in Fig. 6 and Fig. 7. The learning rate 
was reduced by a factor of 0.5 when the improvement during 
training went negative. The model continued to be trained 
with a stop patience of seven, i.e, if for seven continuous 
epochs there was a negative improvement, the training was 
halted automatically. The Validation accuracy of around 99.00 
% was achieved during training, and the validation loss 
decreased progressively up to 0.4 % for the Faster R-CNN 
Efficient Net B7 model. Similarly, the Validation accuracy of 
98.00 % and loss of 0.6 % are obtained for the Faster R-CNN 
Efficient Net B4 model. 

 

Fig. 6. Model Performance for 5 Pest Classes based on Faster R-CNN 

Efficient Net B7. 

 

Fig. 7. Model Performance for 5 Pest Classes based on Faster R-CNN 

Efficient Net B4. 

The model performance for 10 pest classes based on Faster 
R-CNN Efficient Net B7 and Faster R-CNN Efficient Net B4 
model is shown in Fig. 8 and Fig. 9. The Validation accuracy 
of around 96.00 % was achieved during training and the 
validation loss decreased progressively up to 0.6 % for the 
Faster R-CNN Efficient Net B7 model. Similarly, the 
validation accuracy of 95.00 % and loss of 0.7 % are obtained 
for the Faster R-CNN Efficient Net B4 model. 

 

Fig. 8. Model Performance for 10 Pest Classes based on Faster R-CNN 

Efficient Net B7. 

 

Fig. 9. Model Performance for 10 Pest Classes based on Faster R-CNN 

Efficient Net B4. 

Similarly, we investigated the model performance for 15 
pest classes based on Faster R-CNN Efficient Net B7 and the 
Faster R-CNN Efficient Net B4 models as shown in Fig. 10 
and Fig. 11. The Validation accuracy of around 93.00 % was 
achieved during training and the validation loss decreased 
progressively up to 0.67 % for the Faster R-CNN Efficient Net 
B7 model. The validation accuracy of 86.00 % and loss of 
0.72 % are obtained for the Faster RCNN Efficient Net B4 
model. 

Fig. 12, Fig. 13, and Fig. 14 shows the confusion matrix 
for 5, 10, and 15 Pest classes of the IP102 dataset during 
testing for the Faster R-CNN Efficient Net B7 model. For 
insect pests, aphids 0.006 %, cabbage butterfly 0.019 %, 
cicadelliade 0.006 % and flea beetle 0.042 % of images is 
incorrectly classified for five pest class. Flax budworm is 
correctly classified with a ratio of one for a five pest insect 
classification. 

 

Fig. 10. Model Performance for 15 Pest Classes based on Faster R-CNN 

Efficient Net B7. 

 

Fig. 11. Model Performance for 15 Pest Classes based on Faster R-CNN 

Efficient Net B4. 
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Fig. 12. Confusion Matrix for 5 Pest Classes for Faster R-CNN Efficient Net 

B7 Model. 

 

Fig. 13. Confusion Matrix for 10 Pest Classes for Faster R-CNN Efficient Net 

B7 Model. 

 

Fig. 14. Confusion Matrix for 15 Pest Classes for Faster R-CNN Efficient Net 

B7 Model. 

Fig. 15 to 17, show the confusion matrix for 5, 10, and 15 
Pest classes during testing for the Faster R-CNN Efficient Net 
B4 model. For insect pest aphids 0.016 %, cabbage butterfly 
0.027 %, cicadellidae 0.006 % and flea beetle 0.084 % of 
images is incorrectly classified for a five pest class. Flax 
budworm is correctly classified with a ratio of 1 for a 5 pest 
insect classification. 

Fig. 18, illustrates the classification report for the test 
dataset for 5, 10 and 15 pest classes using Faster R-CNN 
Efficient Net B7 for IP102 dataset. Classification Accuracy of 
99.00 %, 96.00 %, and 93.00 % is achieved for 5, 10, and 15 

pest classes based on Faster R-CNN Efficient Net B7. For the 
five pest classes, the accuracy ranges from 98 % to 100 %. 
The Precision, recall, the F1 score is 99.00 % for 5 classes and 
of 10 class pests test data it is around 96.00 % and for 15 class 
pests test data is 93.00 %. 

 

Fig. 15. Confusion Matrix for 5 Pest Classes for Faster R-CNN Efficient Net 

B4 Model. 

 

Fig. 16. Confusion Matrix for 10 Pest Classes for Faster R-CNN Efficient Net 

B4 Model. 

 

Fig. 17. Confusion Matrix for 5 Pest Classes for Faster R-CNN Efficient Net 

B4 Model. 
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Fig. 18. Classification Report for 5, 10 and 15 Pest Classes for Faster R-CNN Efficient Net B7. 

Fig. 19, illustrates the classification report for the test 
dataset for 5, 10 and 15 pest classes using Faster R-CNN 
Efficient Net B4. Classification Accuracy of 98.00 %, 95.00 
%, and 90.00 % is achieved for 5, 10, and 15 pest classes 
based on Faster R-CNN Efficient Net B4. The Precision, 
recall, and F1 score is 98.00 % for 5 classes, 10 class pest is 
around 95.00 % and 15 class pests is 90 %. 

F. Comparative Analysis 

Y. Liu et al. investigated using Back-propagation Neural 
Network for five pest class dataset of IP102 dataset and 
achieved an accuracy of 63 %, 50 %, and 43.5 % of 
classification accuracy for 10 %, 20 %, and 30 % test data set 
[34]. When compared to BP Neural Network, the Single shot 
Multi-box detector performed better for identifying the crop 
pests and achieved an accuracy of 90.6 % for a five pest class 
[35]. Kasinathan et al. proposed a CNN model for five pest 
classes and obtained an accuracy of 93.9 % [22]. Our Faster-
CNN model outperformed when compared with the other two 
models for recognizing the pests and obtained a classification 
accuracy of 99.00 % for 10 % of test data, 98.4 % for 20 % of 
test data, and 95.5 % for test data. When the training of the 

pest images is increased by 70 % to 90 %, the classification 
accuracy improves. When compared to 30 % of test data our 
Faster R-CNN model has an accuracy of 95.5.%, whereas for 
BP Neural Network and SSD Mobile Net is around 43.5 % 
and 85.70 % as shown in Fig. 20. 

Comparison was done for the other existing methods for 9 
and 10-class crop pests as shown in Fig. 21. Among all these 
models, bio-inspired methods achieved an accuracy score of 
92.50 % [12], with inference we can say that these models 
used deep learning methodology to detect crop pests. Our 
proposed Faster R-CNN model outperforms other existing 
methods and achieved an average accuracy score of 96.00 % 
for a 10-class crop pest test dataset. 

The performance of the proposed method Faster R-CNN 
Efficient Net B7 and Faster R-CNN Efficient Net B4 is 
compared with existing methods for the IP102 dataset as 
shown in Table I. From Table I we can infer that the proposed 
Faster R-CNN Efficient Net B7 method outperforms the latest 
competitive approaches in terms of Accuracy for 5 and 10 
class crop pests. 

 

Fig. 19. Classification Report for 5, 10 and 15 Pest Classes for Faster R-CNN Efficient Net B4. 
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Fig. 20. Comparison of 5 Pest Classes with Existing Methods. 

 

Fig. 21. Comparison of 10 Pest Classes with Existing Methods. 

TABLE I. MODEL COMPARISON ON IP102 DATASET FOR CROP PESTS 

Research Technique Accuracy  Classes 

Y. Liu et.al (2016) [34] BP Neural Network 63.00% 5 

W. Liu et.al (2016) [35] SSD Mobile Net 90.60% 5 

Iandola et al. (2016) [27] SqueezeNet 67.51% 8 

Ning et al. (2017) [28] 
SSD MobileNet 

SSD Inception 

92.12% 

93.47% 

8 

8 

Li et al. (2018) [29] CapsNet 82.4% 9 

Thenmozhi and Reddy (2019) [18] DCNNT 84.7% 9 

Cui et al. (2019) [30] Yolov2 87.66% 8 

Wang et al. (2019) [19] MS-CapsNet 89.6% 9 

Yan et al. (2020) [31] ResNet50 85.5% 9 

Noor et al. (2020) [20] GoogleNet 88.80% 8 

Nanni et al. (2020) [12] Bio-inspired Model 92.4% 10 

Balakrishnan et al. (2020) [21] Faster-RCNN ResNet50 96.06% 8 

Kasinathan et al. (2021) [22] CNN 
91.5% 

93.9% 

9 

5 

Chen et al. (2022) [32] AlexNet 80.3% 9 

Xu et al. (2022) [33] MSCC 92.4% 9 

Proposed 

Faster RCNN Efficient Net B4 

 
Faster RCNN Efficient Net B7 
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V. CONCLUSION 

In this study, the investigation was done on the Faster R-
CNN method to detect and classify different insect pests for 5, 
10, and 15 classes, and the results were compared. To improve 
the performance and accuracy, each one of the pest images has 
been resized, pre-processed, and augmented to increase the 
dataset. When the image background is more challenging and 
the insect classes are more numerous, as in the IP102 dataset, 
our proposed Faster R-CNN Efficient B7 model achieved an 
average classification accuracy of 99.00 %, 96.00 %, and 
93.00 % for 5, 10, and 15 class insect pests outperforming 
other existing models such as SSD Mobile Net, Bio-inspired 
method and Faster R-CNN ResNet 50. In future work, the 
proposed Faster R-CNN model will be used for higher number 
of insect classes and subclasses of insect pests that will be 
useful for farmers to detect insect pests for detection and 
classification. 
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Abstract—In the biomedical field, automatic disease 

detection by image processing has become the norm in the 

current days. For early illness detection, ophthalmologists 

have explored a variety of invasive and noninvasive 

procedures. Optical Coherence Tomography (OCT) is a 

noninvasive imaging technique for obtaining high 

resolution tomographic images of biological systems.  The 

image quality is degraded by noise, which degrades the 

performance of noisy image processing algorithms.  The 

OCT images captured with speckle noise and prior to 

further processing, it is critical to use an effective 

approach for denoising the image.  In this paper, we used 

Median filter, Average filter or Mean filter, Wiener filter, 

Gaussian filter and Bilateral filter on OCT images in this 

paper, and discussed the advantages and drawbacks of 

each approach. The effectiveness of these filters are 

compared using the Peak Signal to Noise Ratio (PSNR), 

Mean Square Error (MSE) and Contrast to Noise Ratio 

(CNR). 

Keywords—Average or Mean filter; Bilateral filter; 

denoising image; Gaussian Filter; Median filter; optical 

coherence tomography; Wiener filter 

I. INTRODUCTION 

Many practitioners have recently embraced Optical 
Coherence Tomography (OCT) as a means of gathering data 
from the human eye in order to diagnose problems.  In today's 
world, OCT is a well-known imaging technology that is used to 
monitor retinal illnesses in the medical industry. Although, 
during the data acquisition phase of OCT, a grainy prototype 
known as speckle noise is always present. The attendance of 
speckle noise in OCT images limits image processing, making 
patient diagnosis harder for a practitioner. Due to the 
attendance of speckle noise in OCT images, blood vessels and 
layer bounds appear to be disconnected. The working approach 
to obtain OCT images is nearly identical to that for collecting 
ultrasound images, with the exception of the medium utilised 
to obtain it.  Fig. 1 shows the OCT images of human eye. In the 
OCT image acquisition technique, light beams are employed as 
an alternative of the sound beams used in ultrasound imaging 
[1]. OCT imaging has been shown to play a key responsibility 
in the diagnosis of disorders associated to the retina and 

glaucoma in the medical realm [2-4]. OCT is one of the 
greatest techniques in the medical sector for finding the inside 
structure of the retina and high- intention images of the retina 
[5-8]. It has been discovered via the observations of several 
specialists that retinal layer width improves experimental 
results in the field of optometrist. In the case of glaucoma 
development and macular degeneration, retinal layer 
segmentation also improves clinical findings. The speckle 
noise in OCT images degrades picture quality and reduces the 
image's contrast to noise ratio. A despeckle method is 
necessary as a pretreatment step in the denoising operation of 
OCT images to defeat the effect of speckle noise and to 
maintain the excellent details of the OCT images. 
Preprocessing OCT images is therefore a crucial step in 
ophthalmology to improve clinical findings. The motivation of 
this research work is to choose the best denoising method to 
reduce speckle noise in the retinal OCT images without 
removing the details in the image. We analysed the Median 
Filter, Gaussian Filter, Bilateral Filter, Wiener Filter, and 
Average or Mean Filter denoising methods on OCT images 
and proved the Wiener filter is the best denoising method to 
reduce speckle noise in retinal OCT images. 

There are six sections in this paper. Introduction given in 
Section I, the brief description about the different types of 
noise is given in Section II, Section III contains denoising 
methods such as the Median Filter, Gaussian Filter, Bilateral 
Filter, Wiener Filter, and Average or Mean Filter, the 
implementation is given in Section IV and Section V discusses 
the performance measuring methods such as PSNR, CNR, and 
MSE, as well as how these measurements are used to evaluate 
results. Section VI concludes with a conclusion. 

 

Fig. 1. OCT Images of Human Eye. 
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II. LITERATURE REVIEW 

OCT is a technique that is frequently used to detect and 
track retinal conditions. However, despite technology 
advancements, speckle noise continues to significantly impair 
its scans. Speckle noise lowers the accuracy of measurements 
and the dependability of subsequent equipment. Mahnoosh 
Tajmirriahi et al. used a lightweight convolutional AE (Auto 
Encoders) used to simulate a recently developed state-of-the-
art OCT picture denoising technique [9]. 

Xiaojun Yu et al. developed a two-step filtering method to 
reduce speckle noise, which consisting of Augmented 
Lagrange function minimization and Rayleigh alpha-trimmed 
filtering (AR) scheme. This mechanism examines the effects of 
speckle noise distributions on the OCT despeckling process 
[10]. 

Nahida Akter et al. proposed deep learning based method to 
remove noise from OCT images.  The authors created and 
trained a U-Net model using OCT artifact-filled and artifact-
free B-scans for investigation and shown that the U-Net 
performed better in terms of SSIM and PSNR values in 
removing the artefacts [11]. 

Bin Qiu et al. developed a deep network architecture.  In 
the study, the authors used a most well-known frequently used 
modified DnCNN was used to denoise the OCT images [12]. 

Lirong Zeng et al. suggested progressive feature fusion 
attention dense network (PFFADN) for removing speckle noise 
from OCT images. In order to create a residual block, the 
authors sequentially connected the shallow and deep 
convolution feature maps that were retrieved from each dense 
block. This is done by arranging densely connected dense 
blocks in the deep convolution network [13]. 

Ling Chen et al., used the SC-based denoising database 
creation is the central component of the described approach, 
SC-DnCNN. Since FF-OCT images don't require registration 
before SC due to their unique image characteristics, they 
outperform point scanning OCT in terms of producing clear 
images. This method allows for the inclusion of both noisy and 
relatively clear images as training data, the embedding of a 
spatial adaptive mapping based on the compounding database, 
and the reduction of the effect of the speckle [14]. 

Yan Hu et al. provided an adaptive-SIN filtering technique 
to address the problem of minimising the noise in OCT images 
of various types. The suggested square-root transform converts 
the Poisson noise in the OCT pictures to the Gaussian noise in 
order to enable the best noise removal by the subsequent 
shearlet transform. The edge information in the photos as well 
as other image fine features may be preserved by the 3D 
shearlet transform [15]. 

III. TYPES OF NOISE 

Unwanted information causes image quality to deteriorate. 
The type of noise there in the original image plays a crucial 
impact in the image noise removal procedure. Noise having a 
Gaussian, salt and pepper sharing corrupts typical images. 
Speckle noise, which is multiplicative in nature, is another 
example of a typical noise. The following sections detail the 
behaviour of each of these noises. 

A. Gaussian Noise 

Gaussian noise is geometric noise with a normal 
distribution probability density function, commonly known as 
Gaussian noise. That is, the noise's possible values are 
Gaussian-distributed. The noise with a Gaussian amplitude 
sharing is correctly defined as Gaussian noise [16]. 

B. Salt and Pepper Noise 

Quick, unexpected perturbations in the image signal 
generate salt and pepper noise, which appears as at random 
dotted white or black pixels over the image. In salt and pepper 
noise, the black pixels appear in bright areas and brightly 
pixels appear in dark areas.  Dead pixels, analogue to digital 
converter problems, and transmission bit mistakes can all 
contribute to this form of noise [16]. 

C. Speckle Noise 

All fundamental aspects of logical imaging, particularly 
clinical ultra sound imaging, are affected by speckle noise. 
Sound processing of backscatter signals from several spread 
targets is the cause. Signals from basic scatters generate 
speckle noise. Speckle noise is referred to as texture in 
pharmaceutical literature, and it may include diagnostic 
information Smoothing the texture may be less desirable for 
visual interpretation. Physicians prefer the original noisy 
photos to the smoothed versions more willingly because the 
filter, even if it is more sophisticated, can eliminate some 
important image information. As a result, it's critical to create 
noise filters that maintain the traits that matter to doctors. To 
reduce speckle noise, several methods are utilised, each based 
on a distinct mathematical description of the phenomenon. For 
eliminate speckle noise in ultrasound pictures, we recommend 
hybrid filtering techniques [16]. 

IV. FILTERING TECHNIQUES 

A variety of filtering techniques are obtainable in the 
literature for the elimination of noise.  Linear filtering 
techniques and non-linear filtering techniques are the two main 
categories.  A linear-output filter's is the same as the input, 
whereas a non-linear-output filter's is different. 

A. Mean Filter or Average Filter 

The mean filter counts each pixel in a picture by replacing 
it with the mean or average value of its neighbours.  So in the 
output image the pixel values that are out of character with 
their surroundings are deleted. It's built on a kernel, which, like 
other convolutions, represents the structure and width of the 
sampled neighbourhood when computing the mean. As shown 
in Fig. 2, a 3 × 3 kernel is commonly employed, but greater 
kernels, such as 5 × 5, may be utilised for more severe 
smoothing. 

B. Median Filter 

Median filtering is a nonlinear smoothing technique. 
Restore the value of each pixel with the median value of 
neighborhood element, which is better ordered for decreasing 
salt and pepper noise. That is, we choose a kernel and sort all 
elements in the neighbourhood by grey value, with the group's 
median acting as the output element for the neighbourhood 
centre. When an element in the proximity of other elements is 
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unusual, use the grey value of the elements in the field. That is 
the value that is halfway between the two extremes [17]. Take 
the field's element grey value when a element neighbourhood 
of element number is even. In the middle of two scales, it is the 
sort value. The median filter reduces noise while maintaining 
image edge clarity. When the window size is increased in 
median filtering, noise is successfully reduced [18]. 

 

Fig. 2. 3×3 Average Kernel Often used in Mean Filter. 

C. Max and Min Filter 

In max and min filter, it assigns a new value to each pixel 
in an image based on the greatest or smallest amount of value 
in the neighbourhood around that pixel. The filter's shape is 
represented by the neighbourhood. Contrast enhancement and 
normalization [19], texture description [20], edge detection 
[21-22], and thresholding [26] have all employed maximum 
and minimum filters.  The filters are dilation and erosion 
counterparts with a grey value. 

D. Gaussian Filter 

Gaussian filters are thought to be the best time domain 
filters. It's a type of lowpass filter that isn't uniform. Such 
filters have a Gaussian impulse response, and Gaussian filters 
are those that have a Gaussian function.  It has the shortest 
feasible grouping delay. The fundamental purpose of a 
Gaussian filter is to reduce distortion in lowest and highest 
signals [23]. A Gaussian obscure, also known as Gaussian 
smoothing is an after-effect of concealing a picture with a 
Gaussian capability in image processing. This Gaussian 
smoothing superintendent is usually a 2-D convolutional 
superintendent that is used to obfuscate images and remove 
subtle element and clamours. Gaussian filter is frequently more 
difficult with salt and pepper. When compared to other filters, 
one of the key disadvantages of the Gaussian filter is that it 
takes a long time. As a rule, Gaussian filters do not overshoot a 
stage work input while restricting the climb and fall times [24]. 

E. Bilateral Filter 

The bilateral filter is defined as a loaded average of pixels, 
similar to the Gaussian convolution. The bilateral-filter, on the 
other hand, maintains edges by taking intensity variations into 
account. Bilateral filtering is based on the concept that two 
pixels are adjacent not only if they engage adjacent spatial 
regions, but also if their photometric ranges are comparable 
[25]. 

F. Wiener Filter 

Inverse filtering, sometimes known as generalised inverse-
filtering, is a technique for restoring deconvolution. Inverse-
filtering or generalised inverse-filtering can be used to improve 
an image that is dim using a known lowpass filter. Conversely, 
inverse filtering is extremely intuitive to additive-noise. We 

can create a restoration method for each type of deterioration 
and then join them using the "one degradation at a time" 
technique. Inverse filtering and noise smoothing are most 
stable when Wiener filtering is used. It reduces additive noise 
while also inverting blurring. In terms of MSE, Wiener 
filtering is the best option. It minimizes the overall mean 
square error. A linear-estimation of the unique image is used in 
Wiener filtering. A probabilistic foundation underpins the 
procedure. The Wiener-filter in the Fourier-domain can be 
written as follows because of the orthogonal principle: 

𝑊(𝑓1, 𝑓2) =  
𝐻∗(𝑓1,𝑓2)𝑆𝑥𝑥(𝑓1,𝑓2)

|ℎ(𝑓1,𝑓2)|2𝑆𝑥𝑥(𝑓1,𝑓2)+𝑆𝜂𝜂(𝑓1,𝑓2)
            (1) 

where Sxx (f1,f2 )+Sηη (f1,f2)  are correspondingly value 
spectra of the initial image and the additive- noise, and H(f1,f2) 
is the blurring- filter. As can be seen, the Wiener filter has two 
separate parts: a noise smoothing part and inverse-filtering 
part. It not only uses inverse filtering (highpass filtering) to 
deconvolve the data, but it also uses compression to reduce the 
noise (lowpass filtering). 

V. IMPLEMENTATION 

The implementation process of comparison is depicted in 
the block diagram, Fig. 3. On six separate OCT images of an 
eye, we employ five noise removal techniques: Mean or 
Average, Median, Bilateral, Gaussian, and Wiener filters, and 
the efficiency of each filter is evaluated using PSNR, CNR, 
and MSE values. 

The filtering techniques are implemented using Python. 
The original images are converted into grayscale images and 
then the filtering techniques are applied on those grayscale 
images. The sample resultant filtered images are given in 
Fig. 4. 

VI. EVALUATION AND RESULTS 

A. Mean-Squared-Error (MSE) 

The MSE value is the Mean-squared-error between the 
enhanced image Y(I, j) and the actual image I(i, j), which for a 
high-quality image is negligible. The MSE of a given image of 
range M N is calculated as follows: 

𝑀𝑆𝐸 =
1

𝑀𝑁
∑ ∑ [𝐼(𝑖, 𝑗) − 𝑌(𝑖, 𝑗)]2𝑁−1

𝑗=0
𝑀−1
𝑖=0              (2) 

 

Fig. 3. Block Diagram of Implementation Process of Comparison. 
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Fig. 4. Four Images are Passing through All Five Filtering Technique before 

and after, (a) OCT Image 1, (b) OCT Image 2, (c) OCT Image 3, (d) OCT 
Image 4. 

It is determine by squaring the difference between the 
denoised (images after filtering) and noisy images and then 
taking the average of the difference [17]. Table I shows the 
MSE values of various filtered images. Fig. 5 shows the MSE 
graph after applying the median, wiener, bilateral, Gaussian, 
and average filters on all six images. Lower values of MSE 
specify improved image quality. When compared to the other 
four filters, Weiner has the lowest MSE value. 

TABLE I. MSE VALUE OF FILTERED IMAGES 

MSE Comparison 

Filters 

OCT 

Image 

1  

OCT 

Image 

2 

OCT 

Image 

3 

OCT 

Image 

4 

OCT 

Image 

5 

OCT 

Image 

6 

Median 
20.2975

3 

21.8668

3 

30.0248

4 

20.5461

9 

21.8579

2 

27.4317

6 

Weiner 
17.5117

1 

19.1076

0 

29.2977

7 

17.5783

6 

18.4742

7 

26.8241

6 

Bilatera
l 

26.0607
0 

21.6137
3 

39.3896
1 

23.8372
0 

19.6781
4 

35.1803
1 

Gaussia

n 

27.9989

2 

30.6731

0 

45.2084

8 

29.5153

0 

29.2216

0 

40.6334

5 

Averag

e 

28.2925

5 

31.1287

8 

46.0353

3 

29.9616

5 

29.3958

3 

41.3365

4 

 

Fig. 5. Comparison of MSE Values of the Filtered Images. 

B. Peak Signal-To-Noise Ratio (PSNR) 

PSNR is defined as the relational of a signal's greatest value 
to the noise value that affects the signal's quality. PSNR is an 
image quality metric that provides a metric of noise that affects 
image quality. It determines the quantity of noise that has an 
impact on image quality. The image quality improves as the 
PSNR score rises. The PSNR value is calculated using the root- 
to- mean-square-error (RMSE), which is the square- root of the 
error between the input-image and the enhanced- image. For 
the largest possible pixel values, if RMSE will decrease, the 
PSNR will increase. As a result, greater PSNR values suggest 
better image improvement. PSNR has the advantage of being 
computationally and logically straightforward to optimise. One 
downside of root-mean-squared error is that it changes in 
lockstep with image intensity. PSNR's mathematical 
formulation is as follows: 

PSNR = 10log (S2/MSE)             (3) 

The greatest pixel value that can be assign in an image is S. 
For an 8-bit image, S=255.  It can alternatively be defined as 
the ratio of greatest signal power to maximum noise power. 
This rate is expressed in decibels (dB). Table II shows the 
PSNR rate of all six images after going through various filters 
and Fig. 6 shows the comparison of PSNR values after 
applying the median, wiener, bilateral, Gaussian, and average 
filters on all six images. When compared to the other four 
filters, Weiner has the highest PSNR score. 

TABLE II. PSNR VALUE OF FILTERED IMAGES 

PSNR Comparison 

Filters 

OCT 

Image 

1  

OCT 

Image 

2 

OCT 

Image 

3 

OCT 

Image 

4 

OCT 

Image 

5 

OCT 

Image 

6 

Median 
35.0563 

dB 

34.7329 

dB 

33.3559 

dB 

35.0034 

dB 

34.7347 

dB 

33.7482 

dB 

Weiner 
35.6975 

dB 

35.3187  

dB 

33.3666  

dB 

35.6810 

dB 

35.4651 

dB 

33.8455 

dB 

Bilateral 
33.9709 

dB 

34.7835 

dB 

32.1769 

dB 

34.3582 

dB 

35.1909 

dB 

32.6678 

dB 

Gaussian 
33.6593 

dB 

33.2632 

dB 

31.5786 

dB 

33.4303 

dB 

33.4737 

dB 

32.0419 

dB 

Average 
33.6140 

dB 

33.1991 

dB 

31.4998 

dB 

33.3651 

dB 

33.4479 

dB 

31.9674 

dB 
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C. Contrast to Noise Ratio (CNR) 

CNR is a metric for determining the quality of an image. 
The measure SNR is a like to the CNR, with the exception that 
it subtracts a term before calculating the ratio [27]. When there 
is a considerable bias in an image, such as from haze [28], this 
is critical. The intensity is quite strong, as can be seen in the 
image to the right, even though the image's features are washed 
out by the haze. As a result, while this image has a higher SNR 
measure, it has a lower CNR measure.  One method to define 
difference to noise rate is [29, 30]: 

C =  |SA-SB |/σo              (4) 

SA and SB are signal strengths for signal produce structures 
A and B in the region of interest, while σo is the SD of the 
clean image noise. Table III shows the contrast to noise ratio of 
the six images after processing through various filters and 
Fig. 7 shows the CNR graph after applying the median, wiener, 
bilateral, Gaussian, and average filters on all six images. Lower 
values of CNR specify improved image quality. CNR value for 
Weiner is least as compare to other four filters. 

 

Fig. 6. Comparison of PSNR Values of the Filtered Images. 

TABLE III. CNR VALUE OF FILTERED IMAGES 

CNR Comparison 

Filters 

OCT 

Image 

1  

OCT 

Image 

2 

OCT 

Image 

3 

OCT 

Image 

4 

OCT 

Image 

5 

OCT 

Image 

6 

Median 0.01458 0.02405 0.01017 0.01696 0.01680 0.01045 

Weiner 
-

0.00081 

-

0.00166 

-

0.00052 

-

0.00103 

-

0.00029 

-

0.00095 

Bilateral 0.01779 0.00892 0.00303 0.00484 0.00475 0.00244 

Gaussian 0.00334 0.00436 0.00198 0.00359 0.00323 0.00217 

Average 0.00345 0.00441 0.00203 0.00365 0.00332 0.00221 

 

Fig. 7. Comparison of CNR Values of the Filtered Images. 

VII. CONCLUSION 

Due to the chaos in OCT images, ophthalmologists have 
difficulty in correctly detecting disease. It is also a barrier to 
the automatic segmentation of biomedical images for illness 
diagnosis. The Wiener filter functioned well on all six OCT 
images, according to the results in Section V. The Wiener 
filtering algorithm significantly decreases speckle noise, while 
also preserving retinal formation and reducing the stairway 
effect. Tables I, II, and III show that among the several 
despeckling filters evaluated here, the Wiener filtering 
algorithm is the most excellent way for reducing the produce of 
speckle noise while keeping the edges. Further, this work can 
be extended by analysing other denoising methods and quality 
matrices such as SSIM, SNR, ENL and MAE on retinal OCT 
images. 
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Abstract—COVID-19 (Corona) virus has spread across the 

world threatening lives of millions of people. In India first 

COVID-19 case was detected on 30th January 2020 in Kerala. To 

minimize the spread of Corona Virus, countries all over the 

world implemented complete lockdown. Due to complete 

lockdown even people who are not exposed to corona virus, have 

to self-quarantine to keep themselves safe from getting infected 

by the disease. People (especially Indians) have never 

experienced such complete lockdown and quarantining situations 

before. Thus, this creates a space for curiosity that how people 

are going to react to this situation. The present study aims to 

analyse how self-quarantined people during COVID-19 lockdown 

period are reacting to quarantining, what measures they are 

taking to deal with this situation, and what are their sentiments 

towards quarantining. The study also aims to measure their 

Happiness and to identify the factors that are statistically 

significant to Happiness. For this study, the data is collected 

through a survey method. Multiple correspondence analysis are 

performed to analyse the survey data. The happiness score is 

evaluated by using the GNH (Gross National Happiness) 

methodology. Proportional Odd Logistics Regression is used to 

identify factors that are statistically significant in predicting 

happiness. The study suggests that family factor is related to the 

happiness of the self-quarantined people during such lockdown 

situations. 

Keywords—Correspondence analysis; happiness index; 

sentiment analysis; proportional odds logistic regression; self-

quarantining 

I. INTRODUCTION 

‘Quarantine’ is a practice in which restrictions are imposed 
on the movement of people. Sometimes people may have been 
exposed to disease but do not show any symptoms of being 
infected by the disease. In such cases, people are not allowed 
to go to public places for some period. This period is called as 
quarantine period. Quarantine period identifies whether 
someone is being infected by the disease or not. In case of 
COVID-19, the Corona Virus has spread so rapidly making 
the situation worse. To deal with this dangerous situation and 
to minimize the further spread of this deadly virus, many 
countries were locked down and thus even people who are not 
infected by this virus or not been exposed to this disease have 
to Self-quarantine to keep themselves safe from getting 
infected by Corona Virus. The intensity of a lockdown 

depends on the situation in which it is declared. In case of 
COVID-19 pandemic situation, many countries including 
India declared a complete lockdown. During a complete 
lockdown period, people are informed to stay where they are 
and are not allowed to leave their premises. Many 
organizations started practising Work From Home. People 
who are dependent on daily wages are deeply affected due to 
the COVID-19 lockdown situation. Lockdown has adverse 
effects on the economy, human life, environment and transport 
sector of the country that in turn leads to unemployment, 
inflation and recession [1]-[3]. Thus, lockdown disturbs 
normal life of people. This adversely affects the psychological 
well-being of people. There are various researchers who have 
studied the impact of lockdown on the psychological 
wellbeing of the human being. The researcher discusses the 
impact of large-scale quarantine during the early 2003 
outbreak of severe acute respiratory syndrome (SARS). The 
research focuses on the factors that influenced people's 
willingness to follow quarantine orders [4]. Reynolds and 
Melanie studied the problems, compliance, and psychological 
impact of the quarantine experience during the SARS 
pandemic, and the findings imply that quarantine 
implementation should be evaluated [5],[6]. Researchers have 
also studied the psychological impacts of quarantining a city 
in a review study [7], [8]-[13]. Residents in afflicted areas are 
socially shunned, face workplace discrimination, and have 
their property vandalized, according to the article. The author 
of this research studies "coping with the psychological impact 
of quarantine".The researcher has also explained how 
quarantine affects mental health, what are the factors that 
influence coping, and various ways of dealing with the effects 
of quarantine. [14]. The author developed a Happiness Index 
survey tool to measure happiness, wellbeing, as well as 
features of sustainability and resilience. It can also be used to 
assess happiness with one's life and living circumstances. 
Survey Development, Domain and Question Reduction, 
Survey Standardization, and Survey Honing were the four 
stages of development for the survey instrument [15]. The 
research on a mental health survey of the UK population 
before and during the COVID-19 pandemic. The authors find 
that being young, a woman, and living with children, 
particularly preschool-aged children, had a significant impact 
on the extent to which mental anguish rose during the 
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pandemic[16]. The impact of assessing the prevalence of 
depression, anxiety, and mental well-being before and during 
the COVID-19 pandemic is explored in this work by the 
author [17]-[19]. A review study on “The psychological 
impact of quarantine”. The authors of this review find that 
quarantine has a wide-ranging, significant, and long-lasting 
psychological impact [20]. The author of this research 
investigated whether or not being quarantined to stop the 
spread of H1N1 virus had negative psychological impacts 
[21]. 

Thus, the present study is about analysing the state of mind 
of self-quarantined people by measuring their Happiness, 
identifying the factors that are statistically significant to 
happiness and to evaluate their sentiments towards 
quarantining. This study may help policy makers to decide on 
measures to cut down the psychological consequences of 
quarantine and to provide guidelines on what things are to be 
done to take care of the mental health of those who are 
undergoing quarantining. 

II. METHOD 

The current study has followed the methodology as 
displayed in Fig. 1 

A. Data Collection and Preparation 

The data for this study was collected through a survey 
method. A structured questionnaire designed and shared with 
people through online mode during second phase (15th April 
2020 – 3rd May 2020) and third phase (4th May 2020 – 17th 
May 2020) of COVID-19 lockdown period in India. For this 
analysis, samples are collected using Stratified Sampling 
Method. Stratified Sampling is a type of Probability Sampling. 
In Stratified Sampling method, the population is divided into 
strata or subgroups and a random sample is taken from each 
strata [22]. The structured questionnaire designed for this 
analysis is shared with people who belong to age group 22 and 
above. Three age groups are created as 22-40, 41-55, 56 & 
above. A total of 473 responses to the questionnaire are 
received. After data collection, the data preparation was done. 
Data preparation includes the data selection and data cleaning. 
The happiness score will be calculated separately for 
respondents staying with family and respondents staying away 
from their family during lockdown period as some parameters 
that will be used for calculating the happiness score will be 
different for these two groups of respondents. Thus the data is 
divided into two datasets. The variables containing text data 
are used for Sentiment Analysis. The collected data consisted 
variables such as ‘timestamp’, ‘name’ that were not required 
for the analysis. Thus, these variables were dropped from the 
dataset. The null values were not present in the dataset as all 
the questions were marked as mandatory. 

B. Exploratory Data Analysis (EDA) 

The dataset consists of categorical data. To understand 
how frequently categories of each variable are occurring, 
frequency distribution technique is used. ‘countplot()’ 
function of seaborn library is used for plotting the graphs for 
better understanding of the distribution of categories. From 
these plots, the categories with very low frequencies will be 

identified. The variable with very low frequency categories 
will be dropped from the further analysis. 

C. Multiple Correspondence Analysis (MCA) 

MCA is a method which is usually used to analyse data 
acquired through a survey questionnaire [23]. The dataset 
under study consists of many categorical variables. In this 
study, instead of using correspondence analysis (CA) that is 
suitable when there are only two categorical variables, MCA 
is used to understand the relationships between more than two 
categorical variables. By performing MCA, the similarities 
between respondents will be identified based on their category 
selection pattern. From MCA results, the variables that are 
contributing the most to define dimensions are identified. 

D. Happiness Score Evaluation 

To evaluate the happiness score the dataset was divided 
into two parts as , People who are staying with family (with 
family dataset) and People who are staying away from their 
family (without family dataset) . To measure the happiness, 
the 5-point Likert Scale along with the score 1-5 was used. 
Table I shows the responses for indicators and their respective 
score which were used for the analysis. Table II shows the 
responses for indicators for Yes/No indicators and their score. 
For measuring happiness of the people who are staying with 
family and people who are staying away from family, 11 
indicators are used. Thus, the maximum score is 55 (11*5). 
The happiness score for each respondent is calculated by 
taking the sum of the score of each indicator. 

 

Fig. 1. Research Methodology. 

TABLE I. RESPONSE CONVERSION TO SCORE FOR 5 POINT SCALE 

INDICATORS 

Response 
Score for ‘sleep’,’Governance’ 
and ‘creativity’ 

Score for ‘boredom’, 

discomfort 

0-1 1 5 

2-3 2 4 

4-6 3 3 

7-8 4 2 

9-10 5 1 
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TABLE II. RESPONSE CONVERSION TO SCORE FOR 2 POINT SCALE 

INDICATORS 

Response 

Score for break needed’, 

‘new skill’, ‘new routine’, 

‘home exercise’, 

Score for ‘recession’, 

‘feeling lonely’,’fear’, 

‘anxiety’, ‘stress’ 

Yes 5 1 

No 1 5 

GNHI (Gross National Happiness Index) methodology, 
respondents are classified into one of the four categories as 
follows (Table III) [24]. 

TABLE III. HAPPINESS CATEGORIES 

Happiness Category Score Range 

Deeply Happy 77% - 100% of the maximum score 

Extensively Happy 66% - 76% of the maximum score 

Narrowly Happy 50% - 65% of the maximum score 

Unhappy 0% - 49% of the maximum score 

Thus, for example, if the happiness score of the respondent 
is 42 out of 55 (77%-100% range) then the respondent is 
classified as Deeply Happy. 

E. Proportional Odds Logistic Regression 

 The objective for using proportional odds logistic 
regression model is to identify the factors that are statistically 
significant to predict happiness category (unhappy/narrowly 
happy/extensively happy/deeply happy). Based on these 
factors the happiness category (unhappy/narrowly 
happy/extensively happy/deeply happy) to which the 
individual respondent belongs will be predicted. This 
prediction is done based on the factors that are used to 
evaluate the happiness score. Here, the happiness categories 
are ordered and thus proportional odds logistics regression 
method is used. The proportional odds model can be 
mathematically represented as: 

logit [P (Y <= j)] = αj – ΣβiXi                   (1) 

Where, j ranges from 1 to J-1 

 Here, J refers to the number of categories of the target 
variable, in this case the happiness category. Since 
there are four categories, J = 4. 

 The happiness categories are coded as unhappy = 1, 
narrowly happy = 2, extensively happy = 3 and deeply 
happy = 4. The category ‘deeply happy’ is the highest 
category and ‘unhappy’ is the lowest category. 

 P(Y<=2) refers to the probability of being unhappy or 
narrowly happy versus being extensively happy and 
above category (in this case, deeply happy). 

 Logit refers to ‘log odds’. Odds can be defined as the 
ratio of the probabilities of success of an event and 
failure of an event. Logit [P (Y <=1)] refers to log odds 
of the probability [25]. 

 For better understanding, log odds are converted to 
probability as follows: 

P (Y <= j) = exp (αj - ΣβiXi) / (1 + exp (αj - ΣβiXi))            (2) 

 Model fitting is done using ‘polr()’ function from 
‘MASS’ package. The summary result of the model 
provides intercepts, coefficients of regression with 
values (slopes), and p-values is calculated from this 
result [25]. 

 The coefficients (Variables used in the model) with p-
value less than or equal to 0.05 are kept in the model. 

 Once the model is finalised, prediction is done on the 
new values. The ‘predict()’ function returns estimated 
probability values for all four categories. The category 
with highest probability is the category predicted for a 
respondent [25]. 

III. RESULTS AND DISCUSSION 

A. EDA Results 

The total number of respondents staying with their family 
is 422. The total number of respondents staying away from 
their family is 51. The frequency distribution of different 
variables is as follows. 

The Fig. 2 and Fig. 3 shows that more than 50% of the 
respondents of both ‘with family’ and ‘without family’ dataset 
wanted such break from their regular routine that they got due 
to COVID-19 lockdown. More than 50% of the respondents of 
both ‘with family’ and ‘without family’ dataset planned a new 
routine for the self-quarantined period (Figure 1 & 2). This 
shows that instead of being worried, people are trying to 
adjust with the quarantining situation. It is also shows that, for 
‘with family’ dataset, 55% of the respondents are not learning 
any new skills whereas for ‘without family’ dataset, more than 
55% of the respondents are learning new skills. This shows 
that, those who are not staying with their families during self-
quarantining period are trying to deal with the loneliness and 
utilizing the free time they got. 

In the questionnaire, respondents were asked to rate the 
quality of sleep they are getting during self-quarantining 
period. It is observed that the maximum respondents selected 
categories for quality of sleep as 7, 8, 9, 10 under both the 
datasets. Categories 7-9 were considered as, having a good 
quality sleep while category 10 is considered as having an 
excellent quality sleep. 

 

Fig. 2. Response of Indicators (Break Needed, New Routine and New Skill) 

with Family. 
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Fig. 3. Response of Indicators (Break Needed, New Routine and New Skill) 

without Family. 

 

Fig. 4. Quality of Sleep with and without Family. 

Around 70% of the total respondents from both the 
datasets are getting good to excellent quality sleep. Having a 
good quality sleep helps in maintaining psychological well-
being (Fig. 4). 

 

Fig. 5. Creativity with and without Family. 

With reference to the creativity attribute, Fig. 5 shows that, 
most selected categories for ‘with family’ dataset are 5-8 and 
for ‘without family’ dataset are 5-8 and 10. This indicates that 
people are trying to be creative to deal with boredom no 
matter whether they are staying with their family or not. 

The Fig. 6 shows the response of boredom from the 
respondents on a scale of 0-10 and 10 being ‘extremely 
bored’. This question received mixed responses for all the 
categories (category ‘5’ being the most selected) from the 
respondents who were staying with their family. Respondents 
who are staying away from their family experienced high level 
of boredom. 

 

Fig. 6. Comparison of Boredom Value Variable with and without Family. 

 

Fig. 7. Comparison Governance with and without Family with Pattern. 

Governance is one of the important factor which affects 
the Happiness of the people. Whether people are satisfied with 
the strategies adapted by government for handling pandemic is 
related to the Happiness of population. Fig. 7 shows, the 
responses of the respondents to the statement ‘The 
Government is taking the right measures to handle the 
COVID-19 pandemic situation’. From the graphs it is 
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observed that from ‘with family’ dataset, 44% of the 
respondents ‘agree’ and 30% of the respondents ‘strongly 
agree’ with the above-mentioned statement. From ‘without 
family’ dataset, 55% of the respondents ‘agree’ and 21% of 
the respondents ‘strongly agree’ with the above-mentioned 
statement. 

Fig. 8 and Fig. 9 show that, 76% of the respondents from 
‘with family’ dataset and 82% of the respondents from the 
‘without family’ dataset are worried about the consequences 
they have to face due to the upcoming recession/inflation. This 
worry- “about the future”, may affect the psychological well-
being of respondents. People may experience anxiety, fear, 
irritability, stress, depression, fatigue, sadness, panic during 
quarantining that can impact mental health. From ‘with 
family’ dataset 62% of the respondents and from ‘without 
family’ dataset 69% of the respondents experience such 
feelings (Fig. 8 and Fig. 9). One of the important measures to 
be taken to stay physically and mentally healthy is to do a 
regular exercise. Due to lockdown people cannot go to parks 
or gym. But they can definitely do exercise at home. They can 
do yoga, meditation, Zumba, home gym etc. Fig. 8 and Fig. 9 
shows that, 67% of the respondents of ‘with family’ dataset 
and 71% of the respondents from ‘without family’ dataset 
follow home exercise routine. 

From ‘with family’ dataset, 95% of the respondents 
selected category ‘Yes’ for answering whether being with 
family is helping them to cope with the quarantining situation 
or not. Also, to answer whether they are satisfied with the 
quality time spent with their family, 95% of the respondents 
selected category ‘Yes’ (Fig. 10). 

Respondents who are staying with their family during 
quarantining period may experience discomfort due to 
extended lockdown (too much togetherness). In response to 
the statement ‘Extended lockdown (too much togetherness) 
may cause discomfort with family’, 32% of the respondents 
selected ‘Disagree’, 29% of the respondents selected 
‘Neutral’, 23% of the respondents selected ‘Strongly 
Disagree’, 13% of the respondents selected ‘Agree’(Fig. 11). 

 

Fig. 8. Response of Indicators (Recession, Feeling, & Exercise) with Family. 

 

Fig. 9. Response of Indicators (Recession, Feeling, & Exercise) without 

Family. 

 

Fig. 10. Response of Indicators (Family_is_Helping_to_Cope, & 

Quality_Time_with_Family) with Family. 

 

Fig. 11. Response Response of Indicator Discomfort with Family. 
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Fig. 12. Response Response of Indicator (Feeling Lonely, & People Around 

are Supportive) without Family. 

Respondents who are not staying with their family during 
quarantining period may experience loneliness. The question 
‘Do you feel lonely as you are away from your family during 
this self-quarantined situation?’ almost equal number of 
responses for categories ‘Yes’ and ‘No’. In such difficult 
situations, getting social support is very important especially 
for those who are staying away from their family. 
Respondents staying away from their family were asked 
whether people around them are supportive or not. In response 
to this question, 92% of the respondents selected category 
‘Yes’. From the above frequency distribution plots, it is found 
that the variables ‘family_is_helping_to_cope’, 
‘quality_time_with_family’ from ‘with family’ dataset contain 
categories having very low frequencies as compared with 
other category of these variables. Thus, these two variables are 
omitted from the analysis. Also, the variable 
‘people_around_are_supportive’ from ‘without family’ dataset 
contain category (‘No’) having very low frequency as 
compared with the other category (‘Yes’) of variable. Thus, 
this variable is omitted from the analysis (Fig. 12). 

B. MCA Results 

In Fig. 13 and Fig. 14, each point on a graph represents the 
contribution of that particular variable in constructing 
dimension one and dimension two. From these graphs we can 
say that for ‘with family’ dataset, creativity contributes the 
most in constructing dimension one and dimension two. 
Whereas for ‘without family’ dataset creativity contributes the 
most in constructing dimension one and dimension two while 
new_skill contributes in constructing dimension one and 
Governance contributes the most in constructing dimension 
two. 

From the Fig. 15 and Fig. 16 the important categories of 
the variables were identified.For ‘with family’ dataset, 
categories sleep_1, sleep_2, Governance_2 contributes the 
most towards 

positive direction of the first dimension whereas categories 
creativity_1, discomfort_with_family_1 contributes the most 
towards positive direction of the second dimension. For 
‘without family’ dataset, categories sleep_1, creativity_2 
contributes the most towards positive direction of the first 
dimension whereas category Governance_2 contributes the 
most towards positive direction of the second dimension. The 
value of cos2 represents the quality of representation of 
variables and variable categories. The Fig. 17 and Fig. 18 
show that for ‘with family’ dataset, feeling_1, feeling_5, 
governance_5, exercise_5, exercise_1, new_routine_1, 
new_routine_5 these categories have higher values of cos2 as 
compared with other categories for dimension one. 

 

Fig. 13. Variable Representation (with Family). 

 

Fig. 14. Variable Representation (without Family). 
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Fig. 15. Variable Categories Plot (with Family). 

 

Fig. 16. Variable Categories Plot (without Family). 

Whereas, for ‘without family’ dataset, categories 
creativity_1, Governance_2, new_skill_5, new_skill_1, 
new_routine_1, new_routine_5 have higher values of cos2 as 
compared with other categories for dimension one. 

In Fig. 19 and Fig. 20 each point on a graph represents an 
individual respondent. Respondents are grouped together 
based on their category selection pattern. From the above 
graphs it is identified that there are similarities among 
respondents in both the datasets. 

C. Happiness Score Evaluation Result 

Happiness Scores of 422 respondents who are staying with 
their family is evaluated. Table IV shows that, 15.88 % of 

respondents are ‘Deeply Happy’, 34.6 % of the respondents 
are ‘Extensively Happy’, about 37 % of the respondents are 
‘Narrowly Happy’ and 12.56 % of respondents are ‘Unhappy’. 
For respondents staying without family , we can say that, 
17.65 % of respondents are ‘Deeply Happy’, 21.57 % of 
respondents are ‘Extensively Happy’, 41.17 % of respondents 
are ‘Narrowly Happy’, 19.6 % of the respondents are 
‘Unhappy’. During quarantining situations, factors such as 
working from home, gender, personality, staying with family 
(or not) may related to happiness. To verify this, statistical 
analysis was performed. 

 

Fig. 17. Cos2 of Variables (with Family). 

 

Fig. 18. Cos2 of Variables (without Family). 
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Fig. 19. Individuals Plot (with Family). 

 

Fig. 20. Individuals Plot (without Family). 

TABLE IV. HAPPINESS SCORE 

Happiness Score 
Count of respondents 

staying with family 

Count of respondents 

staying without family 

Deeply Happy 67 9 

Extensively Happy 146 11 

Narrowly Happy 156 21 

Unhappy 53 10 

Total 422 51 

1) Work from home vs. happiness: From the statistical 

analysis (Fig. 21 and 22) it is found out that respondents who 

are working from home and staying with their family (51%, 

unhappy and narrowly happy) tend to be happier than 

respondents who are working from home and staying away 

from their family (58%, unhappy and narrowly happy). 

 

Fig. 21. Work from Home vs. Happiness (with Family). 

 

Fig. 22. Work from Home vs. Happiness (without Family). 

2) Gender vs. Happiness: From Fig. 23 and Fig. 24, it is 

observed that male respondents staying away from their 

family tend to be unhappier (57%, unhappy and narrowly 

happy) than the male respondents staying with their family 

(47%, unhappy and narrowly happy). 

3) Personality vs. Happiness: Fig. 25 & Fig. 26 shows 

that, there is no relation found between personality 

(Introvert/Extrovert) of the respondent and happiness. But 

both Extroverts and Introverts who are staying with their 

family are happier than those who are staying away from their 

family. 
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Fig. 23. Gender vs. Happiness (with Family). 

 

Fig. 24. Gender vs. Happiness (without Family). 

 

Fig. 25. Personality vs. Happiness (with Family). 

 

Fig. 26. Personality vs. Happiness (without Family). 

D. Proportional Odds Logistic Regression Result 

 Proportional odd logistic regression model is created 
using polr() function. Initially all 11 variables that are used to 
calculate happiness score are included in model creation. In 
each iteration, the variables with p-value greater than 0.05 are 
excluded from the model creation (Table V). Finally, a model 
is created with seven important variables that are break 
needed, new routine, new skill, recession, discomfort, 
exercise, feeling for ‘with family’ dataset and with five 
important variables that are break needed, new routine, new 
skill, recession, feeling for ‘without family’ dataset (Table 
VI). 

The summary result of the model created for with-family 
dataset is as follows: 

TABLE V. PROPORTIONAL ODD LOGISTIC REGRESSION SUMMARY 

RESULT (WITH FAMILY) 

Coefficients Value Std. Error t-value p-value 

break_needed5 4.563 0.4799 9.507 0.000 

new_routine5 4.311 0.4611 9.350 0.000 

new_skill5 4.563 0.4764 9.577 0.000 

recession5 4.235 0.4812 8.801 0.000 

discomfort2 3.151 0.9342 3.373 0.001 

discomfort3 5.199 0.9549 5.444 0.000 

discomfort4 5.743 0.9567 6.003 0.000 

discomfort5 6.945 1.0082 6.888 0.000 

exercise5 4.972 0.5193 9.573 0.000 

feeling5 5.342 0.5262 10.152 0.000 

TABLE VI. TABLE VI. INTERCEPTS (WITH FAMILY) 

Proportion Value Std. Error t-value p-value 

1|2 11.2652 1.2860 8.7600 0.000 

2|3 19.3984 1.8702 10.3722 0.000 

3|4 25.9091 2.3327 11.1069 0.000 

TABLE VII. TABLE VII. RESIDUAL DEVIANCE AND AIC (WITH FAMILY) 

Residual Deviance 382.3822 

AIC 408.3822 
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Interpretation: 

 The coefficient values correspond to β and intercept 
values correspond to α. 

 Residual Deviance and AIC values are used to compare 
different models. 

 The categorical variables can be interpreted as follows: 

 Variable ‘new_skill’ can be interpreted as the 
respondent who selected category of new_skill variable 
as ‘5’ tends to be happier than the respondent who 
selected category ‘1’. Other variables are interpreted in 
the same manner. 

 Intercept interpretation: 

Table VII shows that the intercept 1|2 (i.e 
Unhappy|Narrowly Happy) corresponds to logit[P(Y≤1)]. It 
can be interpreted as log odds of being ‘Unhappy’ versus 
being ‘Narrowly Happy’, ‘Extensively Happy’ or ‘Deeply 
Happy’. 

The intercept 2|3 (i.e Narrowly Happy|Extensively Happy) 
corresponds to logit[P(Y≤2)]. It can be interpreted as log odds 
of being ‘Unhappy’ or ‘Narrowly Happy’ versus being 
‘Extensively Happy’ or ‘Deeply Happy’. 

The intercept 3|4 (i.e Extensively Happy| Deeply Happy ) 
corresponds to logit[P(Y≤3)]. It can be interpreted as log odds 
of being ‘Unhappy’ or ‘Narrowly Happy’ or‘Extensively 
Happy’ versus being ‘Deeply Happy’. 

The summary result of the model created for without-
family dataset is shown in the Table VIII. 

The interpretation of this result is same as that of with-
family dataset result Table IX and Table X. 

The prediction function returns the estimated probabilities 
for each class (Unhappy/Narrowly Happy/Extensively 
Happy/Deeply Happy) 

For with-family dataset the prediction result is as follows: 

For data values break_needed = 5, new_routine = 1, 
new_skill = 1, recession = 1, discomfort = 2, exercise = 5, 
feeling =5 the total score is 20 out of 35 (57.14 %) the 
prediction output is shown in Table XI. 

The estimated probability for class 2 (Narrowly Happy) is 
highest. Thus, the model correctly predicts the class for given 
data values. 

Similarly, for without-family dataset the prediction result 
is shown in the Table XII. 

For data values break_needed = 5, new_routine =1, 
new_skill =5, recession=1, feeling=1 the total score is 13 out 
of 25 (52 %) the prediction output is: 

Validation: 

 In the questionnaire, the respondents were asked to 
describe self-quarantining in one word. To validate the 
happiness score calculated for each respondent, this 

one word mentioned by the respondent is used to 
compare it with the happiness category. 

 To perform validation, happiness categories ‘Unhappy’ 
and ‘Narrowly Happy’ are coded as 0 and happiness 
categories ‘Extensively Happy’ and ‘Deeply Happy’ 
are coded as 1. The positive words used to describe 
self-quarantining are coded as 1 and negative words 
that are used to describe self-quarantining are coded as 
0. Then the number of 1’s and 0’s for both the 
happiness categories and one word are counted. 

 For with-family dataset, number of 0’s for one word is 
61 and number of 1’s is 131. For happiness categories, 
number of 0’s is 75 and that of 1’s is 117. Thus, 89.31 
% respondents are correctly categorized as ‘Happy’. 
And 81.33 % respondents are correctly categorized as 
‘Unhappy’. 

 For without-family dataset, number of 0’s for one word 
is 8 and number of 1’s is 18. For happiness categories, 
number of 0’s is 13 and that of 1’s is 13. Thus, 72.22 
% respondents are correctly categorized as ‘Happy’. 
And 61.53 % respondents are correctly categorized as 
‘Unhappy’. 

TABLE VIII. PROPORTIONAL ODD LOGISTIC REGRESSION SUMMARY 

RESULT (WITHOUT FAMILY) 

Coefficients Value Std. Error t-value p-value 

break_needed5 2.605 0.7730 3.370 0.001 

new_routine5 2.839 0.9018 3.148 0.002 

new_skill5 2.422 0.8092 2.993 0.003 

recession5 2.178 0.9726 2.239 0.025 

feeling5 2.980 0.8189 3.639 0.000 

TABLE IX. INTERCEPTS (WITHOUT FAMILY) 

Propotion Value Std. Error t-value p-value 

1|2 2.2204 0.7305 3.0396 0.002 

2|3 6.7077 1.3324 5.0343 0.000 

3|4 9.7029 1.7837 5.4397 0.000 

TABLE X. RESIDUAL DEVIANCE AND AIC (WITHOUT FAMILY) 

Residual Deviance 70.69671 

AIC 86.69671 

TABLE XI. PREDICTION OUTPUT (WITH FAMILY) 

1 2 3 4 

0.001 0.796 0.202 0.000 

TABLE XII. PREDICTION OUTPUT (WITHOUT FAMILY) 

1 2 3 4 

0.057 0.786 0.148 0.009 

E. Discussion 

 This study found that respondents who needed break 
from regular routine, who planned a new daily routine 
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to follow during quarantine, who utilized the available 
free time by learning some new skills, who exercise 
regularly during quarantine to be physically fit, tend to 
be happier. 

 Respondents experiencing anxiety, stress, fear, 
irritability, frustration, panic tend to be unhappier. 

 This study suggested that the family factor is related to 
the happiness of the respondents. 

 Respondents who are staying with their family may 
feel discomfort due to extended lockdown and this may 
lead to unhappiness. 

 It is also found that the happiness of the respondents 
who are working from home during the self-
quarantining period is related to whether they are 
staying with their family or not. Also, irrespective of 
the personality of the respondent, those who are 
staying with their family during self-quarantining 
period tend to be happier than those who are staying 
away from their family. 

 Male respondents who are staying away from their 
family tend to be unhappier. 

 The worry about the future consequences such as 
inflation or recession that the respondents may have to 
face post lockdown is related to the happiness. 

 From the sentiment analysis it is found out that most 
respondents have a positive attitude towards self-
quarantining that leads to respondents being 
psychologically healthy. 

F. Limitations 

This study has some limitations. 

 The sample size is small. Thus, the results are not 
generalizable. 

 The samples are taken during second and third phase of 
the COVID-19 lockdown period. If samples were taken 
during fourth phase, then the results might have been 
different. 

IV. CONCLUSION 

The overall happiness of self-quarantined people is 
measured. This study identified the factors affecting happiness 
of those who undergo quarantining. For ‘with family’ dataset, 
these factors include ‘break needed’, ‘new routine’, ‘new 
skill’, ‘recession’, ‘discomfort with family’, ‘exercise’ and 
‘feeling’. For ‘without family’ dataset, these factors include 
‘break needed’, ‘new routine’, ‘new skill’, ‘recession’ and 
‘feeling’. The sentiments of self-quarantined people towards 
quarantining are evaluated. This study may help to identify the 
measures that can be taken to mitigate the consequences of 
Quarantine. According to the results, people who undergo 
quarantining can be advised to plan a routine, utilize the free 
time by learning some new skills, to do regular exercise at 
home. This will keep them happy and mentally healthy which 

eventually will help them to cope with the quarantining 
situation. 
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Abstract—This research proposed a mobile application 

prototype to translate Indonesian text into SIBI (Sign System for 

the Indonesian Language) 3D gestures animation to bridge the 

communication gap between the deaf and the other. To 

communicate in sign language, the signer will use his/her hands 

and fingers to demonstrate the word gesture, and at the same 

time, his/her mouth will pronounce the word being expressed. 

Therefore, the proposed mobile application needs two animation 

generator components: the hand gesture and the lip movement 

generator. Hand gestures are made using a motion capture 

sensor. Mouth movements are created for all syllables available 

in the SIBI dictionary using the Dirichlet Free-Form 

Deformation (DFFD) method. The subsequent challenging work 

is synchronizing these two components and adding transitional 

gestures. A transitional gesture done by the cross-fading method 

is needed to make a word gesture that can smoothly connect with 

the next word gesture. The Mean Opinion Score (MOS) test was 

run to measure the mouth movements in 3D animation. The 

MOS score is 4.422. There are four surveys conducted to 

measure user satisfaction. The surveys showed that the 

animation generated did not significantly differ from the original 

video. The Sistem Usability Score (SUS) is 76.25. The score 

means that prototype is in the GOOD category. The average time 

needed to generate an animation from Indonesian input text is 

less than 100ms. 

Keywords—SIBI sign language; sequence generation; visual 

speech; animation 

I. INTRODUCTION 

Sign language is a non-verbal language used to help 
people with hearing impairment communicate. Sign language 
represents a word with hand gestures and mouth movements. 
Communication with sign language uses a combination of 
hand, finger, and mouth movements representing words [1]. 
Indonesia has two sign languages acknowledged by the 
government: SIBI (Sign System for the Indonesian Language) 
and BISINDO (Indonesian Sign Language). 

SIBI is a sign language that the Ministry of Education and 
Culture officially acknowledged in Indonesia in 1994. SIBI 
follows the Indonesian language grammar and has been used 
formally in the School for special needs students. The 
characteristic of SIBI is that SIBI applies Indonesian grammar 

in organizing word gestures in a sentence [2]. Indonesian 
words are written using the Latin-Roman alphabet and 
categorized into four elements: subject, verb, noun, and 
adverb. Indonesian also has inflectional words that attach 
prefixes, suffixes, and affixes to the root word. With these 
affixes, the root word has additional meaning. 

BISINDO is a sign language that developed naturally 
through the deaf community in Indonesia. BISINDO does not 
follow Indonesian grammar and is commonly used in 
conversation. BISINDO prioritizes the meaning of the 
gestures carried out rather than the language structure of the 
gestures. 

Unfortunately, not many people master sign language to 
communicate with the Deaf. This research proposes to bridge 
the communication gap between the deaf and others by 
building a mobile application to translate Indonesian text to 
3D SIBI gesture animation. 

SIBI differs from other sign languages such as American 
Sign Language (ASL) and British Sign Language (BSL) in 
terms of their gestures and method of arranging gestures in a 
sentence. Gestures in SIBI are arranged according to the rules 
in Indonesian grammar. Another difference lies in how the 
inflectional gesture is formed. Inflectional gestures are formed 
by combining the root word and affixes in the inflectional 
words [3]. 

Constructing a SIBI sentence gesture that differs from 
other sign languages needs different ways to generate 3D 
animation of a SIBI sentence gesture. This research faces 
several challenges. First, the Indonesian input sentence must 
be deconstructed into its components according to the SIBI 
rules to generate animated gestures. Fig. 1 shows an example 
of how an Indonesian sentence is deconstructed into word 
components: An inflectional word will be split into 
components affixes, and the root word ("mengatakan" = claim, 
will be separated into to prefix "me" + root word "kata" + 
suffix "kan"); Name will be changed to its alphabets 
("William" will be split into w+i+l+l+i+a+m); numbers will 
be split into their essential number components ("6023" 
becomes "6"+"thousand"+"20"+3) [4]. 
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Fig. 1. Deconstruction of an Indonesian Input Sentence. 

Second, to communicate in sign language, the signer will 
use his/her hands and fingers to demonstrate the word gesture, 
and at the same time, his/her mouth will pronounce the word 
being expressed. Therefore, building a 3D SIBI gesture 
animation has to be divided into two steps: building hand 
gestures and mouth movements. After the hand and mouth 
movement components are completed, two more challenges 
need to be solved by this research: how to make hand 
movements synchronize with mouth movements and how to 
connect the word components in a sentence into a single, 
smooth movement. 

In conclusion, this paper discusses how to solve the four 
challenges in building an application to translate Indonesian 
input text into a 3D animation of the SIBI gesture. 

The remainder of this paper is organized as follows: 
Section 2 states other research on generating text-to-gesture 
translation systems and mouth movement; Section 3 explains 
the proposed method for Indonesian text-to-3D SIBI gesture 
animation, dataset, and evaluation metric; Section 4 evaluates 
and analyzes the evaluation results; Section 5 closes this paper 
with the conclusion and future works. 

II. RELATED WORKS 

This section discusses other research on generating text-to-
gesture translation systems and mouth movement. Table I 
shows some research on gesture generation, while Table II 
shows the research on mouth movements. 

Table I shows that a common way to generate gestures 
from text is to create a sign language script and then generate 
gestures based on the script. Sign language scripts commonly 
used are Sutton SignWritting and HamNoSys notation. Sutton 
SignWritting notation is sign language that transcribes the 
signed gestures spatially, in two-dimensional canvas, as they 
are visually perceived. Furthermore, HamNoSys notation is an 
alphabetic system that describes a sign, primarily phonetic. 
HamNoSys notation is designed as a markup language 
foundation used to transcribe all sign languages worldwide. It 
does not depend on the conventions of each country, such as 
gestures for spelling the finger alphabet [5][6][7]. The lack of 
documentation of the HamNoSys and Sutton SignWritting 
corpus available for sign language in Indonesia causes the 
HamNoSys, and Sutton SignWritting cannot be implemented 
in SIBI's text-to-gesture translation system. SIBI is a sign 
system that follows Indonesian grammar [8]. The similarity 
between the SIBI structure and the Indonesian language 
structure is an advantage that can be used in SIBI's text-to-
gesture translation system [4]. This research proposed an 
Indonesian Language stemming method to find word 
components in SIBI sentences. Table I also shows that other 
research focuses on building web-based text-to-gesture 
translation systems. Meanwhile, this research focuses on 
developing a text-to-gesture translation system as an Android 
Mobile Application. 
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TABLE I. RESEARCH ON GENERATING GESTURES IN SEVERAL 

COUNTRIES 

Author 
Sign 

Language 
Platform Method 

(Karpouzis 
et al., 2007) 

[5] 

Greek Sign 

language  
Web-Based 

1. Scripting 

Technology for 

Embodied 
Personalanguage 

(STEP) 

2. HamNoSys 
3. 3D Animation 

(Bouzid & 

Jemni, 
2014) [28] 

Tunisian Sign 

Language 
Web-Based 

1. SWML 

(SignWriting 
Markup Language) 

2. Sutton SignWriting 

notation 
3. 3D Animation 

(Boulares & 

Jemni, 

2012) [6] 

American 

Sign 

Language 

Web-Based 

and Android 

1. XML based 

2. HamNoSys 

3. Video Animation 

(Efthimiou 

et al., 

2009)[7] 

Dicta-Sign: 
Greek, British, 

German, and 

French Sign 
Language 

Web-Based 

1. Signing Gesture 
Markup Language 

(SiGML) 

2. HamNoSys 
3. 3D Animation 

Table II shows the research on mouth movements. Mouth 
movement research usually uses the form of viseme, which is 
a visual form of pronunciation. Three approaches to 
generating Viseme derived automatically from pronunciation 
are key-frame interpolation, model-based, and concatenative 
[9]. The Key-frame interpolation connects through 
interpolation the pre-define lip shape of all viseme that appear 
in a word or sentence [10], [11]. The model-based approach 
creates viseme from each pronunciation done by the human 
model [12]. The concatenative approach is a combination of 
key-frame and model-based approaches. Research by [13] and 
[14] tracks viseme on the human face to create a database of 
viseme animations. To generate mouth movement animation, 
all the viseme that appear in a word or sentence will be taken 
from the database and then connected through interpolation. 
The concatenative approach creates a realistic speech 
animation because it uses actual human face data as a model. 
Therefore, this research uses the concatenative approach for 
SIBI mouth movement animation. 

Research related to text-to-gesture translation systems 
generally focuses on generating hand movements only. So far, 
no system has been found to generate hand movements and 
mouth movements from text input. This research proposes a 
combined SIBI hand and mouth movements from Indonesian 
text. 

TABLE II. THE GENERATION OF MOUTH MOVEMENTS RESEARCH 

Author Language Input Method 

(Setyati et al., 

2017) [10] 
Indonesian Text 

Hidden Markov Model, 

2D Animation, 
key-frame interpolation 

(Haryanto & 

Sumpeno, 2018) 

[11] 

Indonesian Text 

Morphing Viseme, 

Syllable Concatenation, 
FACS, 

Key-frame Interpolation 

(Yu & Wang, 

2015) [12] 

Mandarin 

Chinese 

Video, 

Voice, 

dan 
Text 

AAM, RBF 

Interpolation,Model-Based 

(Ni & Liu, 
2019) [13] 

Chinese Voice 
DFFD, 
Concatenative 

(Taylor et al., 

2017) [14] 
English Voice 

AAM, 

Concatenative 

Note: FACS = Facial Action Coding System, AAM = Active Appearance Model, RBF = Radial Basis 
Function, DFFD = Dirichlet Free-Form Deformation 

III. PROPOSED METHOD 

This section discusses the proposed method to generate 3D 
animation from Indonesian sentence text. The discussion is 
divided into six sub-sections: overall system design, how to do 
SIBI sentence deconstruction, how to make 3D animation for 
hand and mouth movements, how to synchronize hand and 
mouth movements, and how to connect each word component 
in sentences by inserting transitional movements, and 
evaluations carried out to measure system performance. 

A. Application Overview 

Fig. 2 is the architecture used to build the Indonesian text 
to SIBI's 3D animation. The application consists of two main 
modules: text parser and animation engine. Text parser 
consists of two types: deconstructing Indonesian sentences 
into word components using hand gesture text parser and 
deconstructing Indonesian sentences into syllables using 
mouth movement text parser. 

The other process is to generate movement based on the 
text parser. This process occurs in the animation engine 
module, resulting a 3D animation. This module is divided into 
two, namely, hand gestures and mouth movement animation 
engines. The hand gesture animation engine develops 3D 
animation of hand and finger movements based on data 
obtained from sensors placed on the body of the SIBI expert. 
Meanwhile, the mouth movement animation engine develops 
mouth movements using the facial data of the SIBI expert 
model. The two-generation processes will run in parallel. The 
synchronization process equalizes the speed between the hand 
gesture and mouth animation movements. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

443 | P a g e  

www.ijacsa.thesai.org 

Sentence

Hand Gesture 
Text Parser

Look-up table

Mobile Aplication

Synchronize hand 
gesture and mouth 

movement 

Mouth Movement
Text Parser 

Look-up table

Sentence 
deconstructed 
components

Sentence 
deconstructed 

syllable

Animation Engine

Hand Gesture
Animation Engine 

Mouth Movement
Animation Engine 

Hand Gesture
Database 

Mouth Movement
Database 

E. Rakun and 
I. S. A. Darmana (2020)

 

Fig. 2. SIBI 3D Animation Application Architecture. 

The previous study (Rakun & Darmana 2020) [15] 
discusses deconstructing Indonesian sentences into word 
components and the hand gesture animation engine, so these 
two topics are discussed briefly here. This paper will discuss 
the mouth movement text parser, the mouth movement 
animation engine, and how to synchronize hand and mouth 
animations. 

B. SIBI Sentence Deconstruction 

This section discusses breaking down Indonesian 
sentences into the components needed to generate 3D 
animation for hand movements (1) and mouth movements (2). 
The text parsing result of both hand and mouth in (3). 

1) Hand gesture text parser: SIBI uses the standard 

Indonesian grammar and has two types of gestures: word and 

finger gestures (Fig. 3). The word components are obtained 

with the help of a look-up table consisting of all inflectional 

words available in the SIBI dictionary. The look-up table 

contains each inflectional word's affix and root word 

components [4]. In addition to the look-up table consisting of 

inflectional words, there is also a look-up table consisting of 

slang words, which will later be used to correct the input 

word. 

Fig. 4 shows the implementation of the hand gesture text 
parser [15]. In-text parsing splits sentences into word 
components. This process starts with the text tokenizer, 
splitting sentences based on spaces between words. Next is 
miss-spelling correction using slang word table look-up. This 
process corrects the slang words into root words. Furthermore, 
after the sentence is split into word components and corrected, 
the Word Mapper process will use the look-up table created 
previously based on the SIBI dictionary to split any 
inflectional word into its affix and root word. 

SIBI
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Derived Word 
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Fig. 3. Gestures in SIBI. 
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Fig. 4. Hand Gesture Text Parser Module. 

The output of the hand gesture text parser, for example, is 
the splitting of the inflectional word "mengatakan" (= to say/ 
to tell) into prefix "me" + root word "kata" + suffix "kan." 
Meanwhile, the names and numbers in the sentence will be 
split into finger gestures. Names will be split according to the 
alphabet in the name; for example, William will be split into 
"w," "i," "l," "l," "i," "a," and "m." At the same time, the 
numbers will be split into the essential components of 
numbers, such as ten, hundred, thousand, and million: for 
example number "6203" will be split into "6" + "ribu" (= 
thousand) + "2" + "ratus" (= hundred) + "3" as seen in Fig. 4 
[15]. 

2) Mouth text parser: The mouth text parser is a module 

used to break a sentence input into syllables. There are four 

steps to breaking the input sentence into syllables: 

 Removing symbols and punctuation marks from the 
input sentence. 

 Identifying the words and numbers in the sentence. 

 Changing them to lowercase. 

 Breaking the word into syllables according to the 
syllable look-up table (Table III below shows part of 
the syllable look-up table). 

TABLE III. LIST OF INDONESIAN SYLLABLES AND THEIR EXAMPLES 

Syllable Example 

V a-tau, i-kan, u-ang, e-lang 

CV ba-ca, du-ka, ko-ta 

VC an-da, il-mu, ku-il, in-dah 

CVC tam-bah, sam-bal, tum-pah 

CCV pri-a, pu-tra pu-tri, tri-o 

VCC eks-tra, bu-ang 

CVCC teks,  

CCVC Stig-ma 

CCCV In-stru-men 

CCCVC Struk-tur 

CCVCC Kom-pleks, ke-nyang, me-nyang-kut 

Note: C = consonant, V = vowel 

Forming the mouth movements will use as many syllables 
as the syllables in the input sentence. 

A syllable is a part of a word articulated in one breath. A 
syllable consists of one or more phonemes combined. Each 
syllable always contains a vowel phoneme [16][17]. Table III 
shows some examples of syllables. The actual syllable look-up 
table consists of all syllables in the SIBI dictionary. 

In the previous study (Muzahidin and Rakun, 2020) [18], 
the respondents gave suggestions and criticisms of the lack of 
tongue movement. The tongue is essential in pronouncing a 
word [19]. Therefore, this study improves the mouth 
movement animation by adding tongue movement. With the 
addition of tongue movements, respondents can better 
distinguish words with similar lip movements. Tongue 
movements are formed separately from the formation of lip 
movements. The lip movement is formed based on videos of 
SIBI experts pronouncing words. On the other hand, the 
tongue movement data was formed according to the rules in 
the Bina Talk book, as shown in Table IV [20]. 

TABLE IV. TONGUE MOVEMENT 

No Name Description Example 

1 
Apiko 
dental 

The tip of the tongue at the base 

of the upper teeth touches the 

front alveolar (upper gum). 

/t/, /d/, /n/ 

2 
Apiko 
alveolar 

The tip of the tongue meets the 
arch of the tooth (alveolar) 

/s/ and /z/ 

3 Dorso velar 
Attach the back of the tongue to 

the area (soft palate) 

/ng/, /g/, /k/, 

and /x/ 

4 
Fronto 

platal 

The center of the tongue is the 
articulator, and the palate is the 

articulation 

/j/, /c/, and /y/ 

5 Lateral Lifting the tongue to the palate /l/ 

6 Vibration 

Attaching the tongue to the 

alveolar (gums) and so on 

repeatedly 

/r/ 

3) Module text parser results: The hand gesture and 

mouth movement text parser will produce different sentence 

fragments. Table V shows examples of output from hand 

gestures and mouth movement text parsers. Next, the output of 

each text parser will be used to generate hand gesture and 

mouth movement animations. 

TABLE V. TEXT PARSER RESULT 

Word 
Hand  

Gesture 

Mouth  

Movement 
Represent 

Saya Saya Sa, ya Root Word 

Surya S, u, r, y, a S, u, r, y, a Fingerspelling (name) 

45 
Empat, puluh, 

lima 

Em, pat, pu, 

luh, li, ma 

Fingerspelling 

(number) 

Abu-abu Abu-abu A, bu, a, bu Repeated Word 

Memakai Me-, pakai Me, pa, kai Prefix + root word 

Pakaian Pakai, -an Pa, kai, an Root word + suffix 

Memakaikan Me-, pakai, -kan 
Me, pa, kai, 

an 

Prefix + root word + 

suffix 

C. 3D Animation Generation 

This section discusses how to generate hand gesture 
animation based on a hand gesture text parser (1) and how to 
generate mouth movement animation based on a mouth 
movement text parser (2). 

1) Hand gesture animation engine: Hand gesture data 

creation begins with hand movement data collection using 
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sensors from Perception Neuron v2. This study used 25 

sensors: 3 upper-body,  1 left-shoulder, 3 left-hand, 7 right-

fingers, 1 right-shoulder, 3 right-hand, 7 right-fingers. These 

sensors attached to a SIBI expert model will record data in 

coordinates of the position and rotation of the human body 

joints. All 3,100 words available in the SIBI dictionary were 

recorded. The recorded sensor data are then stored as skeletal 

animation. The data generated by the sensor is not perfect. 

Fig. 5 shows the difference between the hand movements 

made by the SIBI expert (right image) and the hand gestures 

generated by the sensor (left image). The AxisNeuron 

application is used to check and correct every skeletal data 

generated. In this process, the skeletal animation clip needs to 

be readjusted with references to the SIBI dictionary. The 

corrected skeletal animation clips were exported in fbx format 

and are used by Unity3D to generate hand gesture animation. 

  

Fig. 5. Data Sensor Recording Result. 

2) Mouth animation engine: The mouth animation 

movement was created based on SIBI expert facial data 

detected using the OpenPose 1 2  library. Then, the Dirichlet 

Free-Form Deformation (DFFD) uses the coordinate data from 

the face detection to build mouth movements. The data used in 

this process is data for mouth movements generation only. In 

addition, it is also necessary to develop tongue movements 

based on the Bina Bicara book. 

a) Mouth Movement: The process of generating mouth 

movements starts by recording the SIBI expert pronouncing 

every word from the SIBI dictionary. Using actual video data 

can produce more realistic lip movements [21]. The steps to 

obtain the face coordinates to drive the three-dimensional 

mouth movement animation are as follows (as shown in Fig. 6 

and Fig. 7): 

 

  

(a) Data Video (b) Face Detection 
(c) Coordinate 

Detection 

Fig. 6. Obtaining Face Coordinate Steps. 

                                                           
1https://github.com/CMU-Perceptual-Computing-Lab/openpose 
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Fig. 7. Simplification Lip Point. 

 Take sign language gesture with its pronunciation 
video performed by a SIBI expert [Fig. 6(a)]. 

 Crop the video to focus on the face only [Fig. 6(b)].   

 Implement the coordinate detection process on the face 
using OpenPose [Fig. 6(c)]. 

 Get coordinates lip point [Fig. 7(a)]. 

 Cut the lips in half, and take a left part [Fig. 7(b)]. 

 Discard the right half of the lip and replace it with the 
mirror of the left lip to form symmetrical lips 
[Fig. 7(c)]. 

 Do the lips simplification process by averaging the 
outer and inner lips [Fig. 7(d)]. 

 The result of the lips simplification will be used for 
mouth movement animation [Fig. 7(e)]. 

The mirroring process is implemented because the shape 
of the human lips is not symmetrical between the left and right 
parts, caused by various factors such as teeth, cheeks, and face 
shape. The lip coordinates are then identified as the outer 
coordinates(𝑝𝑜) and the inner coordinates (𝑝𝑖). Then, find the 
middle coordinates ( 𝑝𝑚 ) using equation 1 [22]. Fig. 7(c) 
shows the results of the lip point simplification. These lip 
simplification coordinates will generate lip movement 
animation [18]. 

𝑝𝑚𝑥 =  
(𝑝𝑜𝑥+𝑝𝑖𝑥)

2
              (1) 

b) Dirichlet Free-Form Deformation (DFFD): In this 

study, the Dirichlet Free-Form Deformation (DFFD) method 

is used to deform the 3D model. The application of DFFD in 

this research is by the following process: 

 Apply the point of mouth movement form [Fig. 7(e)] 
into the 3D animation. 

 Using the DFFD method to make mouth movements. 

 Do this process for all the syllables in the SIBI 
dictionary 

 Save this mouth movement into the database 
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The DFFD process changes the coordinates of a control 
point in an area that affects changes around another control 
point. Fig. 8 is the result of the deformation of the DFFD 
where the change in coordinates at one point has a local 
deformation area that reaches its surrounding points. All 
coordinate points move each other towards the specified 
coordinates. The results of these coordinates create changes in 
the shape of the lips according to the input data. 

  
Frame 0 Frame 9 

  
Frame 12 Frame 16 

Fig. 8. 3D Animation Mouth Movement Syllable “Bu”. 

Next is transferring the lip movement data into a 3D 
animation. Each lip part that will be moved has to be defined 
and coded for each syllable. All animation clips of Indonesian 
viseme syllables will be available after doing this process for 
all syllables. These visemes syllables animation will be stored 
as a database that the SIBI application can use. 

The determining factor in understanding the word 
pronounced depends not only on the movement of the lips but 
also on teeth, tongue, and expression. Until now, no research 
has proven that people can catch a syllable or a word by 
looking at lip movements alone. Providing the 3D models with 
teeth and the tongue movement corresponding to each syllable 
will make it easier for the deaf to catch each syllable spoken. 

D. Synchronizing Hand Gestures and Mouth Movement 

Hand gestures and mouth movements are called based on 
the input sentence. The input sentence is deconstructed into 
words and syllables to generate hand gestures and mouth 
movements. The hand gestures and mouth movements will be 
generated simultaneously, but they do not take the same 
amount of time. So to synchronize hand gestures and mouth 
movements, it is necessary to accelerate or decelerate the 
movement of hand gestures. The speed of hand movement will 
follow the speed of the mouth movements. Generally, humans 
need 1 to 3 seconds to pronounce a word (depending on the 
length of the spoken word). Usually, words with only two 
syllables will be pronounced in one second. The gestures in 
the hands will follow the speed of the word's pronunciation. A 
one-second (two syllables) video is converted into frames, 

which is 30 frames per second or equal to 15 frames per 
syllable. So the length of the hand gesture is 15 frames 
multiplied by the number of syllables of the word input. The 
algorithm for synchronizing hand gestures and mouth 
movements can be seen in Algorithm 1 below. The 3D 
animation will be displayed in a full model with synchronized 
pronunciation and hand gestures. 

Algorithm 1 Synchronizing Hand and Mouth Movement 

program start 

initialize variable word_input 

initialize variable mouth 

initialize variable handsign 

initialize variable frame = 15 

start    

    call function splittosyllable with word_input 

    splittosyllable return value mouth 

    output  mouth 

 

    handsign = mouth*frame 

    output handsign 

 

    call function runanimationmouth withinput mouth 

    call function runanimationhandsign withinput 

handsign 

end 

E. Insertion of Transition Movement using Cross Fade 

This section explains how to create animated hand 
gestures. Hand gesture data creation begins with collecting 
hand and fingers movement coordinates for each word in the 
SIBI dictionary using a sensor, Perception Neuron v2. The 
coordinates of the hand and fingers are stored in a database. 
Creating hand gestures from an input sentence is done by 
retrieving the hand and fingers coordinates of each word in the 
sentence from the gesture database. Next is to insert transition 
gestures between words to create smooth, unified 3D 
animation sentence gestures. Fig. 9 shows the position of 
transition gestures in a sentence. This research uses the cross-
fade method implemented using the Animancer API [15][18] 
to create transition gestures. 

This research uses interpolation to generate a smoother 
transition movement between word gestures. Linear 
interpolation, also known as LERP, is the method to 
interpolate the positions and rotation values from the last 
frame of a word animation to the first frame of the following 
word animation linearly. It has the advantages of easy 
implementation and short execution time as the animation 
method traditionally used in animation [23]. Linear 
interpolation is a parametric curve defined as a straight line 
function can be seen in the following equation 2: 

𝑄(𝑢) = 𝑃0 + 𝑢(𝑃1 − 𝑃0)             (2) 

Idle Gesture Gesture 1 Gesture 2 Gesture n Idle Gesture

Transition
Idle - Gesture 1

Transition
Gesture 1- Gesture 2

Transition
Gesture 2 – Gesture (2+1)

Transition
Gesture (n-1) – Gesture n

Transition
Gesture n - idle

 

Fig. 9. Transition Motion between Word Gestures. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

447 | P a g e  

www.ijacsa.thesai.org 

Equation (2) can also be written as: 

𝑄(𝑢) = (1 − 𝑢)𝑃0 + 𝑢𝑃1             (3) 

The value of u is used to set the interpolation to be built. If 
the value of u is 0, then Q(u) will be equal to the starting point 
of P0, whereas if the value of u is 1, then Q(u) will be equal to 
the endpoint of P1. If the value of u is between 0 and 1, then it 
will produce a point on the line 𝑃0𝑃1

̅̅ ̅̅ ̅̅ . Interpolation occurs if 
the value of u is in the interval [0,1]. If the value of u is 
outside the interval, it will not be interpolated. 

Cross-fading is used to combine two LERP-based 
animated clips [24]. This technique can generate a smooth 
transition between animation clips. Cross-fade works by 
stacking the timeline of two animated clips, as seen in Fig. 10. 
The merging process requires a blend percentage 𝛽  of the 
clips to be merged. 𝛽 starts at 0 at time 𝑡𝑠𝑡𝑎𝑟𝑡 . The meeting 
time between clip A and clip B is when a cross-fade process 
occurs. The value of 𝛽 is then slowly incremented to 1 until 
time 𝑡𝑒𝑛𝑑 . At that time, only the animation of clip B will 
appear. The time interval when the cross-fade is in progress is 
called the blend time (∆𝑡𝑏𝑙𝑒𝑛𝑑 = 𝑡𝑒𝑛𝑑 −  𝑡𝑠𝑡𝑎𝑟𝑡). 

F. Evaluation Metric 

There are three tests carried out to measure the 
performance of the system being built. The first test is 
intended to measure the mouth movement animation when 
using syllables. The second test is carried out to measure the 
usability of this system. The third test is to measure the 
execution time. 

1) Evaluation of mouth movement: Evaluation of mouth 

movement is done by calculating the Mean Opinion Score 

(MOS). Four online questionnaires (done during the Covid-19 

pandemic locked down) need to be filled in by the respondents 

to check how well the 3D animation works:  In Questionnaire 

1,  the animation pronounces 40 Indonesian words available in 

the SIBI dictionary; In Questionnaire 2, the animation 

pronounces 25 sentences long sentences; Questionnaire 3 

compares the 3D animation with the original videos;  In 

questionnaire 4, combine the mouth movement with hand 

gestures simultaneously. MOS respondents consisted of three 

deaf students and three SIBI teachers from the School for 

special needs SLB Santi Rama. 

The evaluation uses subjective values from the teachers 
and deaf students because there is still no ground truth to test 
the correctness of lip movements. This application is intended 
for the Deaf, so it requires a direct assessment of the intended 
target. The MOS assessment uses a scale from 1 to 5 [2]. 

Calculations using MOS can be seen in the following 
equation 4: 

𝑀𝑂𝑆 =  ∑
𝑥(𝑖).𝑘

𝑁𝑖=1              (4) 

Where: 

x(i) = sample number i 

k = weight value 

N = Number of Respondents 

Clip A

Clip B

β

1

0
t

 

Fig. 10. Smooth Transition on Cross-Fading. 

2) Application survey measurement: The System Usability 

Scale (SUS) test, a qualitative research tool, is used to assess 

and improve the usability of this system. Usability testing is 

carried out using a usability testing sheet containing tasks and 

scenarios the respondent must do during the test. In each task 

and scenario, the respondent will be assessed on whether 

he/she has succeeded in carrying out the task, the ease and 

difficulty the respondent faced, things the respondent likes and 

dislikes, and any suggestions from the respondent [25]. In 

each question, respondents will be asked to determine their 

rating on a scale of 1-5 based on their experience after using 

an interactive system design. A low score indicates 

disagreement from the respondent, while a high score 

indicates the respondent's agreement with the questions. SUS 

Score Assessment using the scoring formula [26]. Table VI is 

a list of questions of SUS taken from statements from [26] that 

have been translated into Indonesian [27]. The SUS itself 

consists of 10 items, the odd numbers are for positive items 

and the even numbers for negative. For positive items, the 

score contribution is the scale position minus 1 and for the 

negative items, the score contribution is 5 minus the scale 

position. The overall SUS score is the result of the sum of 

item score contributions multiply by 2.5, range from 0 to 100. 
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TABLE VI. TEXT PARSER RESULT 

No Question (Indonesian) Question (English) 

1. Saya berfikir akan menggunakan sistem ini lagi I think that I will use this system again 

2. Saya merasa sistem ini rumit untuk digunakan I found the system to be unnecessarily complex 

3. Saya merasa sistem ini mudah untuk digunakan I found the system easy to use 

4. 
Saya membutuhkan bantuan dari orang lain atau teknisi dalam 

menggunakan sistem ini 

I think that I would need the support of a technical person to be 

able to use this system 

5. Saya merasa fitur-fitur sistem ini berjalan dengan semestinya I found the various features in this system were well integrated 

6. 
Saya merasa ada banyak hal yang tidak konsisten(tidak serasi) 

pada sistem ini 
I thought there was too much inconsistency in this system 

7. 
Saya merasa orang lain akan memahami cara menggunakan 
sistem ini dengan cepat 

I feel that most people would learn to use this system very 
quickly 

8. Saya merasa sistem ini membingungkan I found the system very cumbersome to use 

9. Saya merasa tidak ada hambatan dalam menggunakan sistem ini I found no obstacles in the usage of this system 

10. 
Saya perlu membiasakan diri terlebih dahulu sebelum 

menggunakan sistem ini 

I needed to learn a lot of things before I could get going with this 

system 

IV. EXPERIMENT RESULTS 

A. Mouth Movement Development 

This research used deconstruction of words into syllables 
to generate mouth movements. Each syllable is developed 
based on lip movements and stored in a database. The lip 
movement of 3D animation starts from a silent mouth position 
labeled "idle." Then the lip movements are generated 
sequentially according to the word's syllables. At the end of 
the movement of the syllable, the mouth returns to the "idle" 
position. Fig. 11 shows an example of mouth movement 
generation. Furthermore, a transition motion that connects one 
syllable to the next using the cross-fading technique was 
added. This cross-fading technique is the same technique 
when generating transitions in hand movements. 

Idle IdleMouth Movement Mouth Movement

 

Fig. 11. Mouth Movement Generation. 

B. Text-to-Gesture Application System Analysis 

The text-to-gesture application system analysis measures 
the mean opinion score (MOS) on four questionnaires, System 
Usability Scale (SUS), and execution time. The MOS testing 
is used to test how well the mouth movement is in 
pronouncing words. Usability testing is a test to assess the 
user interface of the text-to-gesture application. Furthermore, 
execution time tests the time it takes to run the text-to-gesture 
application. 

1) Mean opinion score result: The qualitative testing to 

measure the performance of the mouth movements generation 

on syllables was done by distributing four questionnaires to 

three SIBI teachers and three students from the School for 

special needs students, SLB Santi Rama. Questionnaire 1, that 

test the mouth movements animation in word pronunciation, 

yields a score of 4.025. Questionnaire 2, which tests the mouth 

movements animation to pronounce a sentence, got a score of 

4.025. Then, questionnaire 3, to test user understanding of the 

animation when hand gestures and mouth movements were 

combined, got a score of 4.422. Finally, questionnaire 4 tested 

the similarity between the animation and the original video 

and got a score of 4.282. 

From the MOS results, respondents found it easier to catch 
words spoken solely (4.025) than in sentences (3.96). The 
combination of hand gesture and mouth movement animation 
can improve animation realism and understanding of the 
gestures demonstrated in 3D animation (3.96 vs. 4.422). 

2) System usability scale (SUS): Google Form application 

is used to help design the questionnaire for SUS. The 

respondents will answer ten questions by choosing a scale 

from 1 – 5 for each item. This questionnaire was distributed 

for seven days and obtained 72 respondents. These 

respondents consisted of various backgrounds (sign language 

teachers, deaf people, and ordinary people), ranging from 19 

to 61 years, and comprised 28 women and 44 men. The results 

of the SUS test obtained a score of 76.25 which means that it 

is categorized as GOOD and considered an application that 

users generally can accept [26]. 

3) Execution time: In building the Text-to-3D animation 

application, three processes involve the use of data, namely 

(1) sentence translation, (2) storage of application settings, and 

(3) dictionary search. In each of these processes, the execution 

time was tested 100 times. Furthermore, from the 100 results, 

a 95% confidence interval was calculated to find the actual 

execution time value interval. The 95% confidence interval 

results for each process successfully met the requirements to 

react instantaneously based on [23], which has an execution 

time of under 100 ms. The results of the execution time test 

can be seen in Table VII. 
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TABLE VII. EXECUTION TIME 

Process 

Confidence      

interval 95% 

execution time 

Qualified react 

instantaneously (< 100 ms) 

based on research by 

Nielsen (1993) 

Sentence translation 36.5 ± 2.65 ms Yes 

Storage of 

application  

settings 

0.23 ± 0.039 ms Yes 

Dictionary search 2.21 ± 0.196 ms Yes 

V. CONCLUSION 

This study aims to build a SIBI Text-to-3D animation 
translator application system. The output of this application is 
SIBI 3D gesture animation of every input word in an 
Indonesian sentence. The 3D animation consists of hand 
gestures and mouth movements’ animation. Hand gesture data 
creation begins with hand movement data collection using 
sensors from Perception Neuron v2. The recorded sensor data 
are then stored as skeletal animation. The mouth animation 
movement was created based on SIBI expert facial data 
detected using the OpenPose library. Then, the Dirichlet Free-
Form Deformation (DFFD) uses the coordinate data from face 
detection to build mouth movements. Hand gestures and 
mouth movements are called based on the input sentence. The 
input sentence is deconstructed into words to generate hand 
gestures and syllables to generate mouth movements. 

It is necessary to accelerate or decelerate the movement of 
hand gestures to synchronize hand gestures and mouth 
movements. This research uses Cross-Fade interpolation to 
generate a smoother transition movement between word 
gestures. There are three tests carried out to measure the 
performance of the system being built. The first test is 
intended to measure the mouth movement animation when 
using syllables by calculating MOS. The second test is carried 
out to measure system's usability by using the SUS test. The 
third test measures the execution time by calculating the time 
needed by processes involving data. From the MOS results, 
respondents found it easier to catch words spoken solely 
(4.025) than in sentences (3.96). The combination of hand 
gestures and mouth movement animation can improve 
animation realism and understanding of the gestures 
demonstrated in 3D animation (3.96 vs. 4.422). The resulting 
animation is quite similar to the original video (4.282). SUS 
score is 76.25, which means this application is in the GOOD 
category. The execution time of all processes that involved 
data (sentence translation, storage of application settings, and 
dictionary search) are less than 100ms, which means it met the 
application requirements to react instantaneously. Hopefully, 
this application can be used to solve the communication 
problems between the deaf and the people around them. 
Because the number of words available in the SIBI dictionary 
(around 3100 words) is far less than the Indonesian words, 
some words need to be fingerspelled or replaced by similar 
words available in the SIBI dictionary. In the future, a 
synonym table can be added to this application. The synonym 
table will speed up the process of replacing a word with its 
synonym from the SIBI dictionary. This synonym table must 
be updated regularly to cover as many Indonesian words as 

possible. Another thing that can be done to improve this 
application is to add facial expressions to the 3D model. In 
sign language, facial expressions are used to strengthen the 
meaning of a sentence, just like intonation in spoken language. 
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Abstract—Foreground segmentation in dynamic videos is a 

challenging task for many researchers. Many researchers worked 

on various methods that were traditionally developed; however, 

the performance of those state-of-art procedures has not yielded 

encouraging results. Hence, to obtain efficient results, a deep 

learning-based neural network model is proposed in this paper. 

The proposed methodology is based on Convolutional Neural 

Network (CNN) model incorporated with Visual Geometry 

Group (VGG) 16 architecture, which is further divided into two 

sections, namely, Convolutional Neural Network section for 

feature extraction and Transposed Convolutional Neural 

Network (TCNN) section for un-sampling feature maps. Then the 

thresholding technique is employed for effective segmentation of 

foreground from background in images. The Change Detection 

(CDNET) 2014 benchmark dataset is used for the 

experimentation. It consists of 11 categories, and each category 

contains four to six videos. The baseline, camera jitter, dynamic 

background, and bad weather are the categories considered for 

the experimentation. The performance of the proposed model is 

compared with the state-of-the-art techniques, such as Gaussian 

Mixture Model (GMM) and Visual Background Extractor 

(VIBE) for its efficiency in segmenting foreground images. 

Keywords—Foreground segmentation; deep learning; 

Convolutional Neural Network (CNN); Visual Geometry Group 

(VGG) 16 architecture; Transposed Convolutional Neural Network 

(TCNN); Gaussian Mixture Model (GMM); Visual Background 

Extractor (VIBE) 

I. INTRODUCTION 

Foreground segmentation [1] is a major part of various 
applications of computer vision. Foreground segmentation 
means that segmenting moving information from static 
information (background). Foreground segmentation is also 
called as Background Subtraction or Change Detection. 
Foreground segmentation is widely used in several applications 
like video surveillance [2], traffic monitoring, shopping malls, 
airports, etc. It analyzes a video sequence by using a set of 
techniques and those video sequences are recorded by a 
stationary camera. 

Gaussian Mixture Model introduced by Chris Stauffer et 
al., [3] works on pixel-based classification. GMM models each 
pixel with K-Gaussians. It easily copes up with illumination 
changes. Even though a single Gaussian function is not able to 
deal with a dynamic background by providing a low updating 
rate of the background model. It is failed by the camouflage 
effect. The number of Gaussians here is predetermined as 
either 3, 4 or 5. 

Visual Background Extractor introduced by O. Barnich et 
al., [4] is a non-parametric method and it works on pixels. This 
method utilizes the spatial information around the pixel for the 
background model. First of all, a set of values should be taken 
for each pixel at the same location in the neighborhood. Later, 
it compares this set to the current pixel value to determine 
whether it is background or foreground and adapts the model 
by choosing randomly among values to substitute from the 
background model. This approach differs from classical 
approach and belief that the oldest values should be replaced 
first. Finally, when the pixel is found to be part of the 
background, its value is generated into the background model 
of a neighboring pixel. Visual Background Extractor (VIBE) 
applied to color values of pixels of background training 
sequences as samples of observed backgrounds. Visual 
Background Extractor (VIBE) shows the best performance 
because it using samples as background models to represent the 
background changes. However, Visual Background Extractor 
(VIBE) has a major disadvantage that it uses color values of 
pixels to build the background model but color values are 
found to be sensitive to noise and illumination changes. 

This article concentrated on developing a foreground 
segmentation model based on Deep Learning technique called 
Convolutional Neural Networks. The Convolutional Neural 
Network (CNN) is associated with Transposed Convolutional 
Neural Network (TCNN) for extracting the feature maps to 
identify foreground image. A thresholding technique is utilized 
to filter out the feature maps which distinguishes foreground 
object from a background object in an image. The main 
contributions of this article are: 

 Detecting foreground objects in an image with 
improved accuracy. 

 Design and implementation of a model using Deep 
Learning technique for effective segmentation of 
foreground objects. 

 Evaluation of the proposed model using Gaussian 
Mixture Model (GMM) & Visual Background Extractor 
(VIBE) techniques. 

The reminder of the paper is further organized as follows: 
Section II discusses related work, Section III presents the 
proposed methodology, Section IV of the article illustrated the 
experimental setup, and Section V illustrates the performance 
evaluation and experimentation results. Section VI gives out 
the conclusion and future work. 
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II. RELATED WORK 

In the past few years, eminent researchers experimented on 
foreground object segmentation techniques such as, Midhula 
Vijayan et al., [5] proposed a deep-neural network architecture 
using temporal and spatial information from background 
images and current processing images. Their experimentation 
obtained a better performance model when compared with 
existing background subtraction methods both qualitatively and 
quantitatively. Tsung-Han Tsai et al., [6] elucidated an 
unsupervised segmentation technique using distinct 
thresholding techniques by sorting of changed pixels ratio for 
precise decision. They obtained satisfactory results in generic 
images. Patrick Dickinson et al., [7] addressed the problem of 
foreground segmentation, when there is a varying background 
over time using Adaptive Gaussian Mixtures model (AGMM). 
Their experimentation resulted in better performance than the 
per-pixel and Markov Random Field-based Models and 
achieved a Jaccard coefficient of 0.59. 

Jaime Gallego et al., [8] experimented by combining pixel-
wise and region-based model for foreground segmentation 
using one Gaussian per pixel. This improved the performance 
of the system having similar colors to those of the background. 
Jaime Gallego et al., [9] proposed a method for monocular 
static camera sequences and indoor scenarios using Gaussian 
pixel color, Modified Mean Shift algorithm, and by Bayesian 
framework. Their methodology yielded robust segmentation 
and tracking of objects than the state-of-art methodologies. 
Jaime Gallego et al., [10] illustrated the reduction of false 
positive and false negative by using region-based models for 
modeling foreground and background region. Their model 
surrounds the foreground by Maximum A Posteriori and 
Markov Random Field model which uses pixel-wise color 
GMM for background sequence classification. 

Jiayu Liang et al., [11] constructed a new method using 
Genetic Programming for feature construction by incorporating 
subtree technique. The simultaneous construction of multiple 
features and parsimony pressure techniques are introduced to 
improve the proposed techniques bloat control. Xuchao Gong 
et al., [12] developed a method using the GMM for modeling 
static background regions and inter-frame change detection and 
Scale-Invariant Feature Transform (SIFT) feature analysis is 
used for boundary identification of foreground regions. The 
Grab cut methods are used for segmentation of foreground 
moving objects. Yizheng Guo et al., [13] illustrated the 
segmentation of pigs in group-housed environments by 
combining a mixture of Gaussians using prediction mechanism 
and threshold segmentation algorithm. 

Nikolaos Katsarakis et al., [14] considered Stauffer and 
Grimson’s algorithm as a baseline algorithm and enhanced 
their algorithm by changing the learning rate and combining 
the Gaussian mixture if they are similar. They yielded good 
results than the baseline algorithm. 

As per the literature review, many models proposed by 
eminent researchers have failed to obtain efficient results for 
foreground segmentation. This paper focuses on the 
implementation of foreground segmentation methodology 
using deep learning techniques for enhanced segmentation 
results. 

III. PROPOSED METHODOLOGY 

The proposed methodology uses the VGG-16 model for 
foreground segmentation. It comprises two sections namely 
Convolutional Neural Network (CNN) and a Transposed 
Convolutional Neural Network (TCNN). 

Each frame is extracted from video data and moved onto 
the following Convolutional Neural Network (CNN) and 
Transposed Convolutional Neural Network (TCNN).TCNN 
networks, where, the Convolutional Neural Network (CNN) 
network extracts the features from the input frame which are 
related to the foreground object by moving the frame onto 
different layers which are described in section A. The extracted 
features from the Convolutional Neural Network (CNN) 
network are fed into Transposed Convolutional Neural 
Network (TCNN), where the feature maps are unsampled to 
obtain original input size. By applying the thresholding 
technique based on probability to the unsampled features, the 
foreground objects are segmented from the background objects 
in a frame and hence for all the frames. 

The proposed model is highlighted in Fig. 1. The 
Convolutional Neural Network and Transposed Convolutional 
Neural Network are described as follows: 

A. Convolutional Neural Network (CNN) 

The actual VGG-16 model contains 5 blocks with 16 
layers. The feature extractor section uses 5 blocks and each 
block contains a set of 3×3 kernels like a stack with a max-
pooling layer. The filters used in each convolutional layer are 
64, 128, 256, 512, and 1024. 

Our proposed model contains only 4 blocks as a feature 
extractor section and each block having 3×3 kernels as a 
smaller kernel size. Two receptive fields of 3×3 kernels are 
equal to a 5×5 receptive field. The three 3×3 kernels are equal 
to the 7×7 receptive field. Due to this, the parameters are 
reduced to 30%. The input is a W×H RGB image. The four 
convolutional layers of 3×3 kernels are followed by a max-
pooling layer with stride 2. This first section produces the 
feature maps of size W/8×H/8 with 512. Doing this input by 
half, we get fine features from each frame, so it will have 
minute information from frame. The feature extraction section 
is done well because the Visual Geometry Group (VGG) 16 
architecture, network is pre-trained. It is already trained on 
millions of images. It uses the CDNET-2014 dataset as input. 
The obtained feature maps are fed as input for the Transposed 
Convolution Neural Network (TCNN) part. 

 

Fig. 1. Architecture of the Experimented CNN. 
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B. Transposed Convolutional Neural Network (TCNN) 

The feature maps in the CNN section will be unsampled by 
Transposed Convolution Neural network (TCNN). It un-
samples the features into original input by performing the 
multiplication of output by transposing the kernel or padding 
output to reconstruct the input. It down samples the feature 
maps by decreasing them from 512 to 64. 

In this TCNN section, we have four blocks each block 
contains two 1×1 convolutions followed by 5×5 transposed 
convolutions with stride 2. These 1×1 convolutions are used to 
shrink the feature maps to get the original input size. After that 
thresholding technique is applied for the segment the 
foreground object. 

IV. EXPERIMENTAL SETUP 

The overall experimentation was carried out on a 64-bit 
Windows 10 operating system having Inter® core™ i5 
processor clocked at 2.24 GHz, 8 GB RAM, and 1 TB hard 
drive installed with Anaconda, Python platform with Tensor 
flow as backend and supporting image processing packages. 

The CDNET-2014 benchmark dataset is used for 
experimentation. The dataset comprises of 11 categories and 
each category has 4 or 5 videos. For the experimentation, only 
four categories are namely: baseline, camera jitter, bad 
weather, and dynamic background to validate the performance 
of the model. 

V. PERFORMANCE EVALUATION AND EXPERIMENTATION 

RESULTS 

To evaluate the performance of the proposed model 
different quality metrics are considered such as: Precision, 
Recall, Accuracy, F-Score, mean Squared Error (MSE), Root 
Mean Squared Error (RMSE), False Negative Rate (FNR), 
False Positive Rate (FPR), Peak Signal to Noise Ratio (PSNR), 
and Pair Wise Correlation (PWC) coefficient which are defined 
as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑝𝑜𝑠

𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠
 + 𝑇𝑟𝑢𝑒𝑝𝑜𝑠

            (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑝𝑜𝑠

𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔
 + 𝑇𝑟𝑢𝑒𝑝𝑜𝑠

             (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑝𝑜𝑠 + 𝑇𝑟𝑢𝑒𝑛𝑒𝑔

 𝑇𝑟𝑢𝑒𝑝𝑜𝑠+ 𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠+ 𝑇𝑟𝑢𝑒𝑛𝑒𝑔
 + 𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔

          (3) 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
            (4) 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒𝑠 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑠)2𝑛

𝑖=1
    (5) 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒𝑠 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑠)2𝑛

𝑖=1      (6) 

𝐹𝑁𝑅 =
𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔

𝑇𝑟𝑢𝑒𝑝𝑜𝑠
 + 𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔

             (7) 

𝐹𝑃𝑅 =
𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠

𝑇𝑟𝑢𝑒𝑛𝑒𝑔
 + 𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠

             (8) 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10
𝑅2

𝑀𝑆𝐸
             (9) 

𝑃𝑊𝐶 = 100 ∗
𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔+𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠

𝑇𝑟𝑢𝑒𝑝𝑜𝑠
 + 𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔+𝑇𝑟𝑢𝑒𝑛𝑒𝑔

 + 𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠
        (10) 

To validate the performance of the proposed model, GMM 
and VIBE are considered as reference model. The graphical 
illustration of experimental results is shown in Fig. 2 and their 
corresponding results are given in Tables I to IV. 

 

Fig. 2. Foreground Detection of Baseline, Camera Jitter, Dynamic 

Background and Bad Weather from CDNET-2014. 
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TABLE I. EVALUATION METRICS OF DIFFERENT METHODS ON CAMERA 

JITTER FROM CDNET DATASET 

Metrics/Methods GMM VIBE CNN 

Precision 0.0127 0.0168 0.0197 

Recall 0.124 0.0427 0.0314 

Accuracy 0.9155 0.9853 0.9998 

F-Score 0.0152 0.0372 0.0584 

MSE 0.029 0.025 0.021 

RMSE 0.0541 0.0502 0.0122 

FPR 0.0845 0.046 0.025 

FNR 0.743 0.852 0.975 

PSNR 73.5035 74.1422 86.4039 

PWC 6.4477 4.4724 2.0219 

TABLE II. EVALUATION METRICS OF DIFFERENT METHODS ON DYNAMIC 

BACKGROUND FROM CDNET DATASET 

Metrics/Methods GMM VIBE CNN  

Precision 0.0138 0.0154 0.0185 

Recall 0.132 0.0316 0.0213 

Accuracy 0.9725 0.9836 0.9999 

F-Score 0.0131 0.0281 0.0673 

MSE 0.039 0.036 0.034 

RMSE 0.0430 0.0325 0.0132 

FPR 0.0032 0.023 0.045 

FNR 0.621 0.743 0.864 

PSNR 71.824 72.9144 91.1751 

PWC 5.3367 4.6399 3.0136 

TABLE III. EVALUATION METRICS OF DIFFERENT METHODS ON BASELINE 

FROM CDNET DATASET 

Metrics/Methods GMM VIBE CNN  

Precision 0.0154 0.0162 0.0174 

Recall 0.135 0.0538 0.0125 

Accuracy 0.9412 0.9861 0.9998 

F-Score 0.0125 0.0473 0.0762 

MSE 0.0204 0.047 0.053 

RMSE 0.0571 0.0492 0.0100 

FPR 0.0588 0.0137 0.077 

FNR 0.632 0.835 0.952 

PSNR 65.0579 74.3177 88.1648 

PWC 5.8794 0.3922 0.0154 

TABLE IV. EVALUATION METRICS OF DIFFERENT METHODS ON BAD 

WEATHER FROM CDNET DATASET 

Metrics/Methods GMM VIBE CNN  

Precision 0.0134 0.0184 0.0195 

Recall 0.128 0.0724 0.0512 

Accuracy 0.9202 0.9674 0.9999 

F-Score 0.0236 0.0584 0.0873 

MSE 0.0408 0.0219 0.0132 

RMSE 0.1442 0.0439 0.0133 

FPR 0.0798 0.0526 0.0266 

FNR 0.543 0.721 0.843 

PSNR 64.9842 75.3205 93.4217 

PWC 7.9846 4.2576 0.0143 

VI. CONCLUSION AND FUTURE WORK 

This paper focused on the enhancement of foreground 
object segmentation using deep neural network model viz., 
VGG-16 which comprises of CNN and TCNN. To evaluate the 
performance of the proposed model, comparison with the 
traditional methods such as GMM and VIBE is done. The 
results showcased that the proposed VGG-16 model has proven 
its supremacy in obtaining the highest accuracy of 99.99% in -
comparison to the state-of-the-art techniques such as GMM 
and VIBE. Hence, the proposed model performed better in 
segmenting the foreground image with improved accuracy. 
Exploring other advanced deep learning techniques for 
improved segmentation of foreground objects in images is 
considered as the future work. 
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Abstract—Personal identity has become an important asset in 

today's digital world for any individual in society. Biometrics 

offers itself as a reliable and secure guarantor of our identities, so 

it has become essential to build efficient and robust recognition 

systems. In this orientation, we propose a fusion approach, which 

aims to optimally exploit the dividing block dimensions in the 

case of local methods to reduce similarities. We will use the 

compound local binary model (CLBP) for local features 

extraction, a robust operator descriptor that exploits both the 

sign and the inclination information of the differences between 

the center and the neighbor gray values. The reliability of the 

proposed approach was evaluated on the PolyU Finger Knuckle 

Print (FKP) database. We presented several experimental results 

that show the detailed path of our approach, explain the choices 

made for each step and illustrate the significant improvements 

compared to other existing recognition systems in the literature. 

The recognition rate of the proposed global approach is one of 

the highest among the other methods. Optimal final approach 

recognition rates vary between 99.70% and 100%. 

Keywords—Biometrics; Finger Knuckle Print; local features; 

fusion; compound local binary pattern 

I. INTRODUCTION 

 The security of personal identity has become a major asset 
in the development of the world we live in. This era has a 
wide spectrum of daily transactions that are in the billions, 
given the number of the world's population involved in the 
digital world and its applications. This digital world is 
committed to the development of many services, the main 
purpose of which is to facilitate this mass of interaction 
between the population and the services, and to ensure the 
efficiency of all the transactions that can be judging sensitive; 
such as finance and communication. These needs are generally 
linked to many risks, particularly security. The 
implementation of mechanisms and efficient applications to 
ensure personal identity has become important and urgent 
given the daily risks. To overcome these risks, the use of 
biometrics is an effective way to solve security difficulties in 
various fields and services [1]. 

During the last decades, several research works have been 
conducted to build reliable recognition systems. Researchers 
have exploited and experimented with various biometric 
modalities including face, voice, fingerprint, palm print, iris, 
[2-6], etc. Some types of these biometric descriptors show an 
intrusive nature [7]. It should be noted that the acceptance and 
ease of use of biometric identifiers play a key role in the 
success of recognition systems. To ensure these two points, 
the thinking of the researchers was drawn to the hand-based 

descriptors. There is a lot of research and promising results in 
the literature on hand-based biometric modalities, e.g. hand 
[8], [9], palm print [10], [11], fingerprint [12], [13], and hand 
geometry [14], [15], which have been widely studied. These 
studies have allowed the construction of a large set of 
recognition systems to ensure the identity authentication 
function and which operate successfully in several areas. 

The most common identification systems in the real world 
are based on the use of fingerprint recognition, moreover it is 
the most used system in the field of access control, the police 
etc. Moreover, the most reliable systems are based on the use 
of the iris as an identification modality. Except that, these two 
descriptors represent drawbacks, which can hinder their 
success, iris sensors represent high intrusiveness, which makes 
them not very acceptable by users and extraction of small 
unique features called minutiae from damaged fingerprints is 
difficult [16]. It is added to the two drawbacks cited, the fact 
that fingerprints are vulnerable to spoofing attacks which 
consist in the creation of biometric artefacts. Matsumoto et al. 
[17] found that gummy fingers were accepted with high 
recognition rates by the 11 different fingerprint systems they 
used. These forged fingerprints are easily achievable with 
readily available devices and materials. This vulnerability is 
due to the anatomical structure of the hand and the 
mechanisms of its movements; in fact, the use requires a 
contact surface between the hand bottom and the object used, 
this interaction will keep traces of fingerprints and palm prints 
on this object. To overcome this problem, one of the proposed 
solutions is to employ the back side of the hand. In recent 
years, researchers have observed that the skin pattern of the 
outer surface of the fingers, especially in the area around the 
phalangeal joint, has a rich texture due to the lines and folds of 
the skin. This texture shows a distinctive character given the 
uniqueness it represents; therefore the finger knuckle print can 
be used as a biometric descriptor [18], [19]. 

In the literature, researchers have begun their work to 
create recognition systems based on finger knuckle print FKP, 
with approaches based on the use of global characteristics 
such as: principal component analysis (PCA), independent 
component analysis (ICA) and linear discriminant analysis 
(LDA) [20]. Subspace analysis approaches are methods whose 
concept is suitable for large devices; they are rather effective 
for large areas such as facial recognition, which reduces their 
performance for systems that use descriptors with smaller 
surfaces such as FKP images [21]. Subsequently, researchers 
turned to multi-algorithm or multimodal approaches [22-24]. 
The mechanisms based on these approaches have shown 
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satisfactory results in the majority of cases. Based on this 
observation, we directed our work towards FKP recognition 
systems using local and not global characteristics, given the 
nature of the descriptor. Also, our orientation to ensure 
maximum reliability was to continue work towards the 
construction of a multi-instance biometric system, based on a 
reliable and robust extraction algorithm. 

The response to these established expectations was the 
motivation we set ourselves to propose an efficient approach, 
which relies on the use of local characteristics to build a 
reliable multi-instance recognition system and which allows 
reducing the complexity of the calculations, as well as the 
implementation cost will be optimized. The proposed 
approach is based on the use of the compound local binary 
model (CLBP) [25] for the assurance of the local feature 
extraction phase. In this phase, we experimented and 
evaluated this method on several block sizes and also the 
nature of the block (square or rectangular), which is often 
neglected in other works, to produce optimal histograms and 
achieve the best possible results. The classification phase will 
be oriented towards classifiers based on the use of distances, 
this kind of classifiers can produce good results in the case of 
low resolution images, which we will use. We have opted for 
three variants of measurements: Euclidean distance, Jeffrey 
divergence and city block, which we will study their 
performance with our extracted characteristics and choose the 
most suitable to work in a real-time environment and produce 
effective results. 

This paper is organized as follows: in Section 2, we will 
describe the proposed approach and the methods used. In 
Section 3, we will report and discuss the experimental results 
conducted on the PolyU FKP database [26] and finally, in 
Section 4, we will draw our conclusions. 

II. PROPOSED APPROACH 

The construction of recognition systems in the real world 

is based on several factors. The reliable recognition rates, the 
reduction of the calculation time and the robustness are 
decisive assets. In the approach we propose, we aim to satisfy 
these factors. This work is divided into three phases: 

In the first phase, we will address two major points that 
will later be used to build our final system. The first point 
during this phase is to show that the recognition system based 
on local feature extraction with a compound local binary 
pattern (CLBP) can provide reliable results. 

The second point concerns the matching phase, which is a 
very important step and can be costly in computation time. To 
satisfy this constraint, we will proceed with distance-based 
classifiers to reduce the computation time. We are going to 
test three classifiers during the first phase and take the most 
appropriate one in relation to the local extraction method used 
(recognition rate and computation time). The system used for 
this evaluation is shown in Fig. 1. 

 

Fig. 1. FKP Recognition System Adopted for Evaluation. 

During the second phase, we will proceed to an analysis 
and a comparison of the results obtained with other methods, 
in order to demonstrate the efficiency of the method to be used 
in our system. 

In the end, the last phase consists in using the results and 
the conclusions obtained in the two previous phases to test the 
effectiveness of our global system, which is based on the 
concept of fusion at score level. The results obtained in the 
last phase will be analyzed and compared with phase 2. The 
proposed FKP recognition system is shown in Fig. 2. 

A. Local Feature Extraction Process 

Recognition systems generally satisfy two overriding 
conditions: high recognition rates and low computational cost. 
Note that the capture phase may be affected by environmental 
conditions. To overcome this problem, the local feature 
extraction phase will be ensured by a robust variant of Local 
Binary Patterns (LBP), this variant is called Compound Local 
Binary Patterns (CLBP) [25]. Ojala and Al [27] introduced the 
local binary pattern method for the first time as an efficient 
method for feature extraction from images. The features 
extracted by this process have provided an efficient means for 
texture segmentation and classification. 

The local binary pattern is recognized by a gray scale 
texture operator characterizing the local spatial structure of the 
image texture [28]. Given a central pixel in the image, a 
pattern code is calculated by comparing it to its neighbors. 
This procedure is illustrated in Fig. 3. 

The LBP operator takes the form: 

𝐿𝐵𝑃(𝑥c,yc)= ∑ 2n S(in-ic) 
7
𝑛=0             (1) 

 

Fig. 2. The Proposed FKP Recognition System. 
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Fig. 3. Local Binary Pattern Operator. 

where in this case n runs over the eight neighbors of the 
central pixel c, ic and in are the gray-level values at c and n. 
Function S(x) is shown below, 

𝑆(𝑥) =  {
1 𝑖𝑓 𝑥 ≥ 0 
0 𝑖𝑓 𝑥 < 0 

             (2) 

The LBP operator employs a process that relies solely on 
the use of the sign of the difference between two gray values, 
which often leads to a failure to generate binary codes 
consistent with the texture properties for local region. To 
overcome this problem, we will use an extension of this 
operator. This extension assigns a 2P bit code to the central 
pixel based on the gray values of the local neighborhood 
comprising P neighbors; this extension is the Compound Local 
Binary Pattern method (CLBP) [29]. The CLBP operator 
employs two bits for each neighbor in order to encode the sign 
as well as magnitude information of the difference between 
the center and the neighbor gray values, unlike the LBP that 
uses only one bit for each neighbor by representing the sign of 
the difference between the center and the corresponding 
neighbor gray values. In this case, the first bit is representing 
the sign of the difference between the center and the 
corresponding neighbor gray values as the basic LBP 
encoding. The second bit is for encoding the magnitude of the 
difference with respect to a threshold value, which is the 

average magnitude Mavg of the difference between the 

center and the neighbor gray values in the local neighborhood 
of interest. This CLBP operator chooses the value of 1 for the 
second bit if the magnitude of the difference between the 
center and the corresponding neighbor is greater than the 
threshold Mavg. Other way, it takes the value of 0. Thus, the 

indicator s(x) of equation 2 is replaced by the following 

function: 

𝑠(𝑖𝑝, 𝑖𝑐) =  {

00 𝑖𝑝−𝑖𝑐 <0,| 𝑖𝑝−𝑖𝑐|≤𝑀𝑎𝑣𝑔

01 𝑖𝑝−𝑖𝑐 <0 | 𝑖𝑝−𝑖𝑐|>𝑀𝑎𝑣𝑔

10 𝑖𝑝−𝑖𝑐≥0,| 𝑖𝑝−𝑖𝑐|≤𝑀𝑎𝑣𝑔

11   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

             (3) 

where ic and ip are the gray values of the central pixel and 
the neighbors, and the average magnitude of the difference 
between ip and ic in the local neighborhood is Mavg. The 
illustration of the CLBP operator is shown in the Fig. 4. 

 

Fig. 4. Compound Local Binary Pattern Operator. 

In Fig. 4, it can be observed that the CLBP operator 
discriminates the neighbors of the northeast, east and 
southeast directions because they have higher gray values than 
the other neighbors, thus producing a consistent local model. 

B. Matching Process 

Our choice of classifiers that can be used in our system 
was based on two important points. The first concerns the 
computation time, which is an important asset for the success 
of a recognition system, which directs us towards distance-
based classifiers. The second point concerns the resolution of 
our images, which is not high, so we avoid classifiers such as 
SVM, which is rather oriented for high resolutions [30], [31]. 
Taking into account the guidelines already mentioned, we 
opted for a set that includes three distance-based classifiers, 
which we will experiment with the extraction method 
employed and see their performance for recognition rates 
generation. These classifiers are based on the Euclidean 
distance, Jeffrey Divergence and City-block. 

The Euclidean distance is the most common distance 
metric used for low dimensional data sets, examines the root 
of square differences between the coordinates of a pair of 
objects. This is most generally known as the Pythagorean 
Theorem. For testing we used this classifier, for calculating 
the minimum distance between the test image and train image. 
Euclidean distance d is presented as follows: 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1              (4) 

The Jeffrey divergence is a modification of the Kullback-
Leibler (KL) divergence, if P = (p1, . . . pN ) and Q = (q1, . . . 
qN) are two discrete distributions, the Jeffrey divergence 
between P and Q is defined as: 

𝐷(𝑃, 𝑄) = ∑ (𝑝𝑖 𝑙𝑜𝑔
𝑃𝑖

𝑚𝑖
𝑖 + 𝑞𝑖 𝑙𝑜𝑔

𝑞𝑖

𝑚𝑖
            (5) 

Where 𝑚𝑖 =
(𝑝𝑖+𝑞𝑖)

2
 

The city-block distance classifier, Manhattan distance 
classifier, also called, rectilinear distance, L1 distance, L1 
norm, Manhattan length. It represents the distance between 
points in a city road grid. It examines the absolute differences 
between the coordinates of a pair of objects as follows: 

𝑑(𝑥, 𝑦) =  ∑ | 𝑥𝑖 − 𝑦𝑖| 𝑛
𝑖=1              (6) 

III. EXPERIMENTAL RESULT 

In this section, we will proceed with various experiments 
to prove the reliability of the proposed recognition scheme. 
For a comparative evaluation of our recognition system, we 
will conduct experiments on the PolyU database [26]. This 
database is part of the databases, which can be described as 
referential databases in this field. 

A. FKP PolyU Database 

The PolyU FKP database is identified as a reference in 
biometrics research work (Fig. 5). This benchmark is used for 
evaluating the performance of the majority of FKP recognition 
systems that have been studied. The database construction was 
made thanks to the participation of 165 volunteers, including 
40 women and 125 men. Among them, 143 individuals aged 
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between 20 and 30 years old and the rest between 30 and 50 
years old. Two separate sessions have been designed to collect 
FKP images. During these two sessions, the volunteer is asked 
to provide six images for each of the right index finger, left 
index finger, right middle finger and left middle finger. All the 
original FKP images used have a resolution equal to 220x110. 
In the end, each subject is determined by 12*4=48 images, 12 
FKP images of each finger. Thus, the database total is 7920 
images from 660 fingers. 

 

Fig. 5. Finger Knuckle Print PolyU Database. 

B. Evaluation and Analysis of Results 

In order to validate our recognition system, we have 
established an evaluation process divided into three different 
phases. The first step concerns a single finger knuckle print 
evaluation of our scheme, this step aims to determine the 
classifiers able to provide reliable results, and then we choose 
the most efficient ones. During this step, we will perform 
detailed experiments for each finger. The object of these 
experiments will be to determine the most suitable classifiers 
for our case study (recognition rate), the overall time taken by 
the matching phase for all the classes which are of the order of 
165 classes, each class uses 6 test images which will be 
compared to 6x165 images = 990 images, we will call later in 
the experiments this computation time: Matching Process 
Time MPT. We will also introduce the division of the image 
into sub-images according to the type of resolution (square or 
rectangular) and conclude whether it is possible to introduce 
this kind of rectangular division, which is generally absent in 
the literature. In the second step, after having obtained the 
results and their analysis, we will proceed to a comparison 
with the other mechanisms already cited in the literature, 
which have used finger knuckle prints for the creation of 
recognition systems and conclude on the obtained 
performance. Finally, in the last part, we will use the 
directives obtained in our global approach, see its impact on 
performance and demonstrate the reliability of the proposed 
approach. 

Single finger knuckle print evaluation in this first step, we 
will apply the same experimental protocol used by the others 
systems cited in literature. The 6 images captured during the 
first session are used to create the training database and the 6 
images captured in the second session for the testing database. 
Therefore, for each volunteer, there are six training samples 
and six testing samples (Fig. 6). Our approach is based on 
local methods. The performance of scheme is evaluated with 
different sizes of sub images for each FKP image. 

 

Fig. 6. Standard Protocol used for FKP Experiment. 

We have categorized block sizes into three divisions: large 
division, medium division and small division. Large division 
is defined by two type of size block: 110x110 and 64x64, for 
medium size: 48x48 and 32x32 pixels, and for small size: 
24x24 and 16x16. In order to increase Classification Process 
Performance of our approach, we have inspected many 
classifiers based on the squared Euclidean distance, the 
divergence of Jeffrey and City-Block. The recognition rates 
for each finger with the different divisions of sub-images are 
presented in the comparative Tables I, II, III, IV, V, VI, VII 
and VIII. This comparative evaluation is made with the 
intention of showing the most adaptive classifiers in our case. 

1) Result of experiment on left index finger: The Table I 

shows the adequacy of classifiers based on distance city-Block 

and Jeffery divergence compared to the classifier based on 

Euclidean distance. The city-block classifier gives the best 

recognition rate value 98.18% for divisions (sub-images) of 

16x16 pixels. We also notice that the Matching Process Time 

MPT increases proportionally with the decrease of the dividing 

block size. This observation is normal, since the smaller the 

block size, the more the number of sub-images increases (for 

image), and therefore the histogram of the image too. As we 

can also notice that even if the recognition rates can be 

equivalent between city-block and Jeffrey divergence, the MPT 

with the Jeffrey divergence classifier is much higher, we can 

cite the case of the 16x16 pixel block where the MPT for city 

block equal to 21.30s while that obtained with Jeffrey 

divergence equal to 852.96s. 

It should be noted that these divisions (16x16, 24x24, 
32x32, 48x48 and 64x64) are the most used in the literature. 
Nevertheless, we must not limit ourselves to this rule often 
used by researchers; we can extend the division with blocks of 
rectangular sub-images and not only square ones. In our case, 
we have an image whose size is 220x110 pixels; it would be 
wise to choose a division, which participates in an optimal 
construction of the histograms of each sub-image. In this sense 
to verify this proposal and based on the analysis of the optimal 
results obtained with blocks, which vary between 16x16 and 
24x24 pixels and the shapes of the lines in the FKP images, 
we will extend the experiment to the 11x22 pixels blocks. This 
block division has exact multiples for the size of our FKP 
(220x110) images 11x20 = 220 pixels and 22x5 = 110 pixels, 
which gives for the division (220x110) \ (11x22) = 100 sub-
images. 
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TABLE I. RECOGNITION RATE FOR LEFT INDEX WITH TYPICAL BLOCKS 

 Table Recognition rate RR (Left index) 

Block 

size 
RR/MPT 

 Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

110x110 

RR 78,69% 88,79% 87,07% 

MPT 1,383645 s 22,262518 1,678907 s 

64x64 
RR 90,10% 94,75% 93,74% 

MPT 1,525478 s 73,938122 s 2,721189 s 

48x48 
RR 92,12% 95,35% 95,55% 

MPT 1,142311 s 96,140630 s 2,851411 s 

32x32 
RR 94,95% 96,86% 96,67% 

MPT 1,932484 s 273,279155 s 7,005333 s 

24x24 
RR 96,16% 97,37% 98,08% 

MPT 2,615035 s 422,307223 s 10,967445 s 

16x16 
RR 96,26% 97,98% 98,18% 

MPT 3,784349 s 852,959212 s 21,302479 s 

TABLE II. RECOGNITION RATE FOR LEFT INDEX WITH RECTANGULAR 

BLOCK 

 Table Recognition rate RR (Left index) 

Block 

size 
RR/MPT 

 Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

11x22 

RR 96,56% 97,98% 98,48% 

MPT 3,613546 s 877,053453 s 21,665596 s 

In the Table II, we notice that the division of the image 
into sub-images with blocks size 11x22 pixels gives an 
optimal recognition rate with a value of 98.48%, this value 
rivals that obtained by the 16x16 block whose value is 
98,18%. We are going to opt for this additional experience for 
the rest of the fingers (right Index, left middle and right 
middle). 

2) Result of experiment on right index finger: In Table III, 

the obtained results affirm once again the adequacy of the 

resulting recognition rate with the classifiers based on the 

Jeffrey divergence and the City-block. We note that the value 

of the high recognition rate obtained is 98.48% with city block 

for a size block 24x24 pixels. As we mentioned before we are 

going to continue the complement of the experiment with the 

block whose size is 11x22 pixels. For MPT, we observe the 

same remark as before. 

In the Table IV, we still notice the same remark and that 
the division of the image into sub-images with block of size 
11x22 pixels gives optimal recognition rate with a value of 
98.69%, this value remains equivalent or higher than that 
obtained by the 24x24 block whose value is 98.48%. It should 
be noted that even if we have equivalence in terms of 
recognition rates for the 11x22 pixels blocks with Jeffrey 
divergence and City-block, there remains the MPT factor, 
which gives a considerable advantage for City-block. The 
operation with Jeffrey divergence is more cost in computation 
time, MPT equal: 570, 16 s. 

3) Result of experiment on left middle finger: Table V still 

shows the results superiority of the obtained recognition rates 

with the classifiers based on the Jeffrey and City-block 

divergence. We note that the value of the highest recognition 

rate is 99.29% with city-block for size 16x16 pixels. We will 

continue our experiments with the complement concerning the 

11x22 pixels blocks. 

TABLE III. RECOGNITION RATE FOR RIGHT INDEX WITH TYPICAL BLOCKS 

 Table Recognition rate RR (Right index) 

Block 

size 
RR/MPT 

Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

110x110 

RR 79,90% 90,80% 88,89% 

MPT 0,938604 s 14,560413 s 1,169245 s 

64x64 
RR 91,61% 96,57% 95,86% 

MPT 1,049516 s 47,949257 s 1,799466 s 

48x48 
RR 93,94% 97,37% 97,27% 

MPT 1,153916 s 94,779885 s 2,828075 s 

32x32 
RR 96,77% 97,88% 98,28% 

MPT 1,378431 s 175,976525 s 175,976525 s 

24x24 
RR 96,36% 98,18% 98,48% 

MPT 1,841294 s 286,073108 s 7,029212 s 

16x16 
RR 96,36% 97,88% 97,88% 

MPT 2,416625 s 554,749914 s 13,857284 s 

TABLE IV. RECOGNITION RATE FOR RIGHT INDEX WITH RECTANGULAR 

BLOCK 

 Table Recognition rate RR (Right index) 

Block 

size 
RR/MPT 

 Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

11x22 

RR 96,46% 98,69% 98,69% 

MPT 2,451808 s 570,162648 s 14,020781 s 

TABLE V. RECOGNITION RATE FOR LEFT MIDDLE WITH TYPICAL 

BLOCKS 

 Table Recognition rate RR (Left middle) 

Block 

size 
RR/MPT 

Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

110x110 
RR 82,12% 91,41% 90,61% 

MPT 0,942734 s 14,488085 s 1,122162 s 

64x64 
RR 91,81% 95,86% 95,86% 

MPT 1,035171 s 47,818859 s 1,788124 s 

48x48 
RR 94,24% 97,07% 97,07% 

MPT 1,163299 s 95,044139 s 2,828460 s 

32x32 
RR 96,76% 97,68% 98,48% 

MPT 1,359258 s 175,401198 s 4,502957 s 

24x24 
RR 97,58% 98,59% 98,89% 

MPT 1,726323 s 287,939161 s 7,067663 s 

16x16 
RR 97,17% 98,89% 99,29% 

MPT 2.704647 s 550,270049 s 13,806499 s 
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TABLE VI. RECOGNITION RATE FOR LEFT MIDDLE WITH RECTANGULAR 

BLOCK 

 Table Recognition rate RR (Left middle) 

Block 

size 
RR/MPT 

 Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

11x22 
RR 96,87% 98,99% 98,89% 

MPT 2,508779 s 569,049885 s 14,005159 s 

The results obtained in the Table VI show that the division 
of the image into sub-images with 11x22 pixels always gives 
optimal recognition rates with a value of 98.89% in the case of 
city-block. This value still remains near to that obtained by the 
16×16 pixels division, which has a value equal to 99.29% and 
equal to that obtained by the 24×24 pixels division. 

4) Result of experiment on right middle finger: Table VII 

keeps the same conclusion made in the three previous 

experiments, the superiority of the recognition rates obtained 

with the classifiers based on the Jeffrey divergence and City-

block is maintained. We see that the value of the most optimal 

recognition rate is 98.89% with city-block for the size 24x24 

pixels. We are going to finish the experiments of this first part 

with the complement concerning the 11x22 block as before. 

The block sizes of 11x22 pixels still ensure optimal 
recognition rates in Table VIII with a value of 98.89% for the 
11x22 pixel block. This value is equal to the highest obtained 
in Table VII by the 24x24 pixel block with a value of 98.89%. 
In the end, we can conclude that dividing the sub-images into 
rectangular blocks can give results as optimal as square 
blocks. 

TABLE VII. RECOGNITION RATE FOR RIGHT MIDDLE WITH TYPICAL 

BLOCKS 

 Table Recognition rate RR (right middle) 

Block 
size 

RR/MPT 
Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

110x110 
RR 83,23% 92,63% 90,71% 

MPT 0,950980 s 14,532302 s 1,141061 s 

64x64 
RR 93,03% 96,67% 96,67% 

MPT 1,019915 s 47,960191 s 1,817366 s 

48x48 
RR 94,54% 96,77% 97,37% 

MPT 1,665615 s 146,035030 s 4,346636 s 

32x32 
RR 97,27% 97,78% 98,48% 

MPT 1,935565 s 271,733796 s  6,986675 s 

24x24 
RR 97,07% 98,59% 98,89% 

MPT 2,396355 s 438,833175 s 10,932720 s 

16x16 
RR 96,77% 98,38% 98,18% 

MPT 3,809532 s 843,720436 s 21,210157 s 

TABLE VIII. RECOGNITION RATE FOR RIGHT MIDDLE WITH RECTANGULAR 

BLOCK 

 Table Recognition rate RR (right middle) 

Block 

size 
RR/MPT 

 Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

11x22 

RR 97,37% 98,48% 98,89% 

MPT 3,584845 s 868,403304 s 21,696460 s 

C. Comparison and Analysis of Results 

As we have already mentioned, we have set ourselves as 
objectives, the construction of a robust recognition system 
which offers a high recognition rate and a reduced 
computation time. The results obtained confirm our choice of 
distance-based classifiers with the method used for the 
extraction of local characteristics. Our choice thereafter to 
ensure the comparison of our mechanism with others in the 
literature will be based on the use of the city-block distance. 
The optimal results are in the following table: 

TABLE IX. OPTIMAL OBTAINED RECOGNITION RATE 

 Table optimal Recognition rate 

Block size Left index Right index Left middle Right middle 

11x22 98,48% 98,69% 98,89% 98,89% 

16x16 98,18% 97,88% 99,29% 98,18% 

24x24 98,08% 98,48% 98,89% 98,89% 

We notice on the Table IX, that the block which shows the 
highest rates on average is the 11x22 block; we will take its 
results and compare them with those of the literature to 
remove the performance of the adopted mechanism. 

TABLE X. COMPARATIVE STUDY 

 Table optimal Recognition rate 

Methods Left index Right index Left middle Right middle 

PCA+LDA [22] 50.64 % 47.00%  51.08 %  54.68 % 

CLPP [24] 86.58 %  86.43 %  85.89 %  86.16 % 

OCLPP [24] 87.87 %  87.49 %  86.94 %  87.38 % 

MSLBP [23] 93.80 %  94.70 %  92.20 %  94.80 % 

LGBP [33] 94.14%  94.24%  97.27%  94.75% 

LBP+DCT [32] 98.2%  98%  98.7%  97.1% 

Our work 98,48% 98,69% 98,89% 98,89% 

Table X shows that the preliminary results of the adopted 
process claim to be reliable, however there are still other 
aspects that we want to address to study and improve the 
support of our approach. This is what we will see in the next 
phase. 

D. Global Evaluation of Proposed Approach 

In this section, we will conduct our experiments to 
evaluate the proposed approach. These experiments consist in 
exploiting the sizes of the blocks, which have shown their 
performance previously, with a single finger knuckle print 
(24x24, 16x16, and 11x22). In this evaluation, we will use the 
approach with a fusion at the score level, with the city-block 
distance for the set of multi-instance combinations: left index 
with left middle (LI, LM) and right index with right middle 
(RI, RM). This choice is due to the fact that these 
combinations belong to the same hand, which facilitates the 
use and creation of sensors in a real recognition system. We 
will use the Cumulative Matching Characteristics (CMC) 
curves for each fusion case to measure the identification 
accuracy. CMC curves demonstrate the ability of a recognition 
system to identify a given user in a set of data. As the CMC 
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curve decreases, this represents an increasing amount of 
impostor images that are more similar than images of the 
required class, otherwise performance increases. 

1) Results of fusion left index and left middle results for 

block size 24x24 pixels: In Fig. 7, we notice that the resulting 

curve for the fusion of the LI+LM instances is much higher 

than the other curves and it quickly tends towards 1. The 

higher recognition rate obtained with the approach equal to 

99.90%, this rate is higher than the best rate obtained for 

studied systems with single instance, in this case left and right 

middle with 98.89%. 

 

Fig. 7. CMC Curve for Fusion LI+LM with 24x24 Blocks. 

a) Results for block size 16x16 pixels: In Fig. 8, we will 

report the same remark in the case of the block equal to 

16x16. The recognition rate obtained with the approach is 

equal to 99.90%; this rate is higher than the best rate obtained 

for the systems studied previously. 

 

Fig. 8. CMC Curve for Fusion LI+LM with 16x16 Blocks. 

b) Results for block size 11x22 pixels: In Fig. 9, we used 

the 11x22 pixel blocks and the resultant is a perfect curve with 

a score of 100% which outperforms all the curves. 

 

Fig. 9. CMC Curve for Fusion LI+LM with 11x22 Blocks. 

2) Results of fusion right index and right middle 

a) Results for block size 24x24 pixels: In Fig. 10, 

despite the recognition rate that the approach offers and which 

is equal = 99.80% for the fusion between Right Index and 

Right Middle instances (RI, RM), but we notice the Right 

Index (system with single instance) curve overlaps with the 

(RI, RM) curve and it reaches values 1 well before the melting 

curve and this is due to the inter-class similarities. 

 

Fig. 10. CMC Curve for Fusion RI+RM with 24x24 Blocks. 

b) Results for block size 16x16 pixels: In Fig. 11, 

despite the recognition rate offered by the approach and which 

is equal = 99.70% for the fusion between the instances Right 

Index and Right Middle (RI, RM) with the 16x16 blocks, but 

we notice that the curve (RI, RM) on the first 100 ranks it does 

not reach the values 1 and that it is exceeded by the Left Index 

curve and the Left Middle curve towards rank 24. 

 

Fig. 11. CMC Curve for Fusion RI+RM with 16x16 Blocks. 

c) Results for block size 11x22 pixels: In Fig. 12, we 

notice that the resulting curve for the fusion of the right index 

and right middle instances, in the case where the block size 

equal to 11x22 pixels is much higher than the other curves. 

The recognition rate obtained with the approach is equal to 

99.70%, and reaches quickly the value 1 quickly before others 

curves. 

 

Fig. 12. CMC Curve for Fusion RI+RM with 11x22 Blocks. 

3) Comparison between fusion curves (LI, LM) and (RI, 

RM): The results obtained show that the choices do not depend 

on the size of the block but also on its most suitable shape for 
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the subdivision of the source images. The performance of the 

results is shown in the Table XI. To confirm these hypotheses, 

we will obtain the CMC curves of all the mergers (LI, LM) and 

(RI, RM) with the 16x16, 24x24 and 11x22 blocks. 

TABLE XI. RESULTS OF OUR APPROACH 

 
 Recognition rate 

Block size 

Instances 24x24 16x16 11x22 

LI+LM 99,90% 99,90% 100% 

RI+RM 99,80% 99,70% 99,70% 

a) Results for fusion(LI, LM): In Fig. 13, The curve that 

represents the LI+LM fusion with the 11x22 block is a curve 

that surpasses the 2 other fusion curves with the 16x16 and 

24x24 blocks. We notice that the fusion curve with the 24x24 

blocks is more efficient and its convergence is faster towards 

the 1 than the 16x16 curve. 

 

Fig. 13. CMC Curves for Fusion LI+LM. 

b) Results for fusion(RI, RM): In Fig. 14, although the 

RI+RM fusion curve with the 24x24 block begins with a 

higher recognition rate compared to the RI+RM fusion curve 

with the 11x22 block, the latter tends towards ones more 

quickly than the curve 24x24 and 16x16. 

 

Fig. 14. CMC Curves for Fusion RI+RM. 

All the experiments show very satisfactory results with the 
fusion approach adopted. The curves in Fig. 7, 8, 9, 10, 11 and 
12 support these results. The introduction of the notion of the 
"block size \ image resolution" ratio in the experiments has 
shown its effectiveness and its ability to improve the results 
already obtained. The CMC curves Fig. 13 and Fig. 14 clearly 
demonstrate this improvement. 

IV. CONCLUSIONS 

In this paper, we evaluated the performance of the local 
CLBP descriptor, the influence of the block size parameter 
and its shape on the recognition rate. To improve efficiency 
and accuracy, we proposed an approach based on multi-
instance fusion at the score level. The experimental results on 
the PolyU FKP reference database clearly show that the 
proposed approach increases the recognition rates (between 
99.70% and 100%) and that it reduces the influence on the 
variance of the rates by taking charge of the adequate divider 
block according to the resolution of the image for the optimal 
construction of the histograms. Thus, we can conclude that 
this approach provides a noticeable performance improvement 
and can be usefully used for FKP recognition systems. The 
future works will focus on improving the security side of the 
recognition systems construction based on hand modalities. 
This improvement will aim to reduce the possibility of 
personal identity theft, while reducing the complexity of the 
mechanism to be built. 
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Abstract—The rising number of credit card frauds presents a 

significant challenge for the banking industry. Many businesses 

and financial institutions suffer huge losses because card users 

are reluctant to use their cards. A primary goal of fraud 

detection is to identify prior transaction patterns to detect future 

fraud. In this paper, a hybrid ensemble model is proposed to 

combine bagging and boosting techniques to distinguish between 

fraudulent and legitimate transactions. During the 

experimentation two datasets are used; the European credit card 

dataset and the credit card stimulation dataset which are highly 

imbalanced. The oversampling method is used to balance both 

datasets. To overcome the problem of unbalanced data 

oversampling method is used. The model is trained to predict 

output results by combining random forest with Adaboost. The 

proposed model provides 98.27 % area under curve score on the 

European credit cards dataset and the stimulation credit card 

dataset gives 99.3 % area under curve score. 

Keywords—Credit card; hybrid ensemble model; bagging; 

boosting; data imbalance 

I. INTRODUCTION 

There is a growing issue of financial fraud in the 
government, businesses, and financial sector with significant 
implications [1]. In credit card fraud, purchases occur on a 
cardholder's account without the cardholder's knowledge or 
consent. It is crucial to prevent fraud by taking all necessary 
precautions when carrying out these transactions. Bank 
regulators must also employ snipping technology to anticipate 
these thefts. Predicting the transactions that account holders 
will make but which will be completed by other people with 
access to the account is a fraud detection method for our 
dataset. It is a complex issue that needs to be resolved by both 
the account holder and the bank so that other customers don't 
face the same issue. However, there is a problem of class 
inequality with this issue. An individual consumer will 
complete many more legitimate transactions than fraudulent 
ones, or even none at all. A transaction that differs from a 
customer's previous purchases might be considered fraud. As 
credit card transactions increase in popularity for payment, 
academics are focusing on several strategies for fighting credit 
card fraud. The most common yet challenging issue is credit 
card fraud detection. As a result of the limited amount of 
credit card data, it is challenging to match a pattern for a 
dataset. Second, many records in the collection could include 
fraudulent transactions that follow a pattern of honest activity 
[2]. There are also some limitations to the issue. Firstly, study 
results are often classified and regulated, making them 

unavailable. Additionally, classified data sets are not readily 
available to the general public. Due to this, benchmarking 
specific models may be challenging. It is also difficult to 
develop solutions due to the security issue, which limits the 
exchange of concepts and techniques for detecting fraud, 
particularly credit card fraud [3]. The last point is that data 
sets are continually changing and evolving. It produces 
profiles of legitimate and fraudulent behavior separate from 
current valid transactions that may have been fraudulent in the 
past. In this paper, we will use a variety of machine learning 
algorithms, including logistic regression, random forest, and 
AdaBoost, to evaluate the performance of our proposed 
model. Two credit card datasets are used in the experiment, 
one of which is very skewed and unbalanced. The hybrid 
ensemble model is used to differentiate between fraudulent 
and legal transactions. 

The work presented in the paper can be summarized as 
follows: 

1) A hybrid ensemble model is proposed to classify 

fraudulent and legitimate transactions. The system uses an 

Adaboost, random forest, and Logistic regression to build a 

classifier. 

2) The oversampling method and the removing outliers’ 

approach are two methods used to address the problem of 

imbalanced data. 

3) The train and test datasets are used to conduct the 

experiments on the proposed model. 

The structure of the paper is organized as follows: The 
related work of existing algorithms is described in section II, 
while section III refers proposed hybrid model for fraud 
detection. Experimental credit card fraud detection, results, 
and discussion are presented in Section IV. The paper's 
conclusion is discussed in Section V in the final part. 

II. RELATED WORK 

The performance of machine learning and data mining to 
prevent credit card fraud has been examined by the authors in 
[1]. On the other hand, most researchers used some 
classification measures to assess the solutions. A credit card 
detection model was used to extract the right attributes from 
transactional data. The aggregate approach was utilized to 
observe the customer's spending behavioral pattern. The 
author of this research proposes to construct a new set of 
features based on the periodic behaviors of transaction time 
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using an aggregation technique. An actual credit card fraud 
detection dataset from a large European cardholder company 
was used by the author. To examine the results, the author 
compared state-of-the-art credit card fraud models and 
weighed the pros and cons of various feature sets. 

Credit cards are becoming more widely used in financial 
transactions, and at the same time, fraud is also increasing. 
The author presented a convolutional neural network 
framework to capture the pattern of fraud data in this research 
[2]. The author has proposed a trading entropy model to 
identify more complex consuming behaviors. Aside from that, 
the author merges the trending features into feature matrices 
for convolutional neural networks. As a result, the CNN 
model outperforms state-of-the-art approaches. 

Supervised fraud classification algorithms for credit card 
fraud detection were proposed in [3]. The author has used two 
bank datasets to test these methods. Aggregation methods 
were suitable in many situations, but not all. SVM, logistic 
regression, random forest, and KNN were some of the 
classification algorithms used by the author. Out of this, the 
random forest gives better accuracy. Credit card transactions, 
as well as the fraud linked with them, are becoming more 
popular today. When credit card information is obtained 
unlawfully and used to make purchases, credit card fraud 
occurs. If credit card data is available and sufficient for a 
company or service, the author used a different machine 
learning technique to tackle the problem. 

In [4], several popular methods in supervised, 
unsupervised, and ensemble classification were evaluated. The 
authors have applied different algorithms to identify 
fraudulent and legitimate transactions. Because unsupervised 
algorithms handle the skewness of datasets better than 
supervised algorithms, they outperform supervised algorithms 
in terms of performance measures. In future work, the author 
wants to contribute to the re-sampling techniques that will 
help us to balance data. 

In [5], the authors have proposed a method to identify 
fraudulent and legitimate transactions. Because of the rapid 
progress of e-commerce and online banking, the usage of 
credit cards has increased dramatically, resulting in a large 
number of fraud instances. The author proposed a novel fraud 
detection method that has three stages. The first phase 
involves initial user authentication and card details 
verification. After the initial state, the transaction proceeds to 
the following step, where a fuzzy c-means clustering method 
was applied to determine the new pattern of credit card users 
based on their previous transactions. The authors used fuzzy c-
means clustering algorithms to group similar datasets and a 
neural network to reduce misclassification based on the 
amount, timing, and kind of items purchased. For analyzing 
the proposed model, the author used stochastic models. The 
authors concluded that the application of fuzzy clustering and 
learning was the solution to a real-world problem based on the 
findings. 

The main objective is to determine whether a transaction is 
legitimate or fraudulent. Various techniques, such as 
supervised and unsupervised procedures, were used to detect 
fraud [6]. Numerous methods identify fraud when utilizing 

supervised techniques. The author combined supervised and 
unsupervised techniques to classify credit card fraud to build a 
hybrid approach to improve system accuracy. This based on 
the results using the hybrid model gives better accuracy. 

In [7], the authors have proposed long short-term memory 
networks as a method to aggregate the new pattern of data 
purchase behavior of cardholders, to improve the accuracy of 
the credit card fraud system. The comparison of baseline 
random forest to long short-term memory in this research 
improves the detection of accuracy as offline transactions, 
where the cardholder was physically present at the merchant. 
The author looks at both sequential and non-sequential 
learning systems that benefit from aggregation strategies in 
this paper. 

The authors have used different algorithms on real-time 
datasets such as nearest neighbors, random forest, naive 
Bayes, multiple Perceptron, ad boost, quadrant discriminative 
analysis, pipelining, and ensemble learning [8]. The sample 
consists of European cardholders who were present for two 
days in September 2013. The dataset is highly unbalanced, so 
the ADASYN method has been used to correct it. As for 
performance measures, the author used precision, recall, 
accuracy, F1-measure, Matthew's correlation coefficient, and 
Balanced Classification Rate. Depending on a variety of 
parameters the pipelining gives better accuracy. 

The authors have proposed Fraud-BNC, a customized 
Bayesian Network Classifier (BNC) algorithm on a real-time 
credit card fraud dataset in [9]. The Hyper Heuristic 
Evolutionary Algorithm was used to create BNC 
automatically (HHEA). A categorization dataset provided by 
Pag Seguro, a well-known Brazilian online payment provider, 
caused this difficulty. The author deals with two issues: a 
skewed dataset and misclassified fraud costs. As a result of 
Fraud-BNC, the method’s economic efficiency was evaluated 
and tested against seven alternative classification algorithms. 
When it comes to accuracy, Fraud-BNC outperforms other 
algorithms. 

In business and banking, credit card fraud has become an 
issue. Credit card fraud occurs when a fraudster employs 
modern techniques and technology to complete credit card 
information without the owner's permission. The author 
proposed an intelligent approach for detecting credit card 
fraud using an upgraded light gradient boosting machine to 
address this issue (OLightGBM) in [10]. The author goes 
through numerous stages to establish this framework, 
including data collection, data pre-processing, model 
development, and model evaluation. The researcher had to use 
a Bayesian-based hyperparameter to maximize the parameter 
in the suggested approach. To assess the performance of the 
intelligent technique, the author employed two real-time 
datasets for detecting credit card fraud transactions. The first 
dataset comes from credit card fraud transactions made by 
European Cash Holders in 2013. The second dataset came 
from the UCSD-FICO Data Mining Contest in 2009. To 
compare with the provided technique, the author used a 
variety of machine learning algorithms. As a result, OLGBM 
exceeds confusion matrices, accuracy, precision, and recall, 
among other performance metrics. 
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In today’s technology world and internet banking, credit 
card usage is rapidly increasing. Credit cards have become the 
most frequent payment method for online purchases. As a 
result, the number of cases of fraud increased. Stopping fraud 
was critical since it hurts the economy. To solve this problem, 
the author [11], has employed several techniques, including 
logistic regression (LR), Naive Bayes (NB), Support Vector 
Machines (SVM), decision tree (DT), and K-nearest neighbors 
(KNN), as well as random forest (RF). The author proposed a 
new deep learning architecture based on Spark to detect fraud. 
After that, the author compared the proposed deep learning 
architecture and the machine learning algorithm. The author 
used accuracy, precision, and recall performance metrics to 
classify fraudulent and legitimate transactions. As a result, 
random forest generates more precise outcomes. 

In [12], the authors have proposed a novel fraud detection 
system that evaluates customers’ previous transaction records 
and extracts pattern behavior. At the start, the authors used the 
clustering method to separate the cardholders into groups. To 
determine cardholder behavior, researchers employ the sliding 
window method to organize transactions. The dataset 
contained the European cardholder dataset. To balance the 
credit card fraud dataset, the author applied SMOTE 
techniques. Another option for dealing with unbalanced 
datasets is to employ the single class SVM. The authors used a 
variety of algorithms, both with and without statistical 
methodologies, to determine the dataset's correctness. Local 
Outlier factor, Isolation Forest, Support vector machine, 
logistic regression, decision tree, and random forest are some 
of the algorithms used. The main objective of this paper is to 
classify fraud and legitimate transactions. 

In [13], has developed a deep learning and machine 
learning method to detect credit card fraud transactions. For 
developed a model author performed data pre-processing, 
normalization, and under-sampling techniques using a 
European cardholder imbalanced dataset. Then compare the 
machine learning methods such as Support Vector Machine 
and K-Nearest neighbors. After that, to train, the model 
artificial neural network was used by the author. As a result, 
the artificial neural network gives better accuracy. 

In [14], the authors have focused on a new ensemble 
learning algorithm that combined bagging and boosting. As a 
result, detecting credit card fraud is a difficult task. The author 
proposed an ensemble hybrid model with the bagging and 
boosting method. The authors perform steps like pre-
processing and feature engineering with ad-boost divide the 
data between train and test groups, classify the test data set 
using bagging-based ensemble classifiers like random forest 
and extra tree approaches, and generate results. The dataset 
UCSD-FICO was used as an input, and it is a severely 
unbalanced dataset. As a result, the author of the balancing 
data set utilized various strategies. The original feature space 
to the next feature space mapping approach was utilized in the 
first step, followed by the generation of the feature space. The 
next step is to use a tree-based classifier to solve the 
classification and regression problems. The author employed 
false negative and false positive rates, detection rates, and 
accuracy rates in the proposed model. 

To detect credit card fraud, the authors [15] have used a 
different machine learning method. The results of a 
benchmark and a real-world dataset were compared by the 
author. A hybrid method combining ad boost and majority 
voting has also been developed by the researcher. The author 
compared the performance of a single model and a hybrid 
model on the same dataset. Researchers used naive Bayes, 
random forest, Decision tree, Neural Network, Linear 
Regression, Deep Learning, Logistic Regression, SVM, and 
Multilayer Perceptron as machine learning techniques. As a 
result, the methods were utilized to assess using ad boost and 
majority voting, which improved the accuracy with 
benchmark and real-time datasets. 

In [16], a semi-supervised technique to detect credit card 
fraud, in which user profile clusters were created and used to 
construct classifiers. Users were profiled and grouped based 
on their patterns of conduct. Consumer segments were spread 
and further divided based on transaction factors such as 
volume, frequency, and distance. Random forest and XGBoost 
classifiers were trained on the total sample and compared to 
transaction-level classifiers in each cluster. This study finds 
that classifiers trained at the cluster level need not improve 
classifiers trained in the sample group in terms of overall 
weighted performance. The clustering method was used to 
identify groups of account holders. Moreover, some classifiers 
trained in specific groups do significantly better than the 
baseline, whereas classifiers learned in other groups do not 
perform as well. The optimum classifier for a given cluster 
varies by cluster and demonstrates the potential for new 
classifiers to perform well on groups that currently use 
underperforming models. 

For credit card fraud detection, a Decision tree and random 
forest are used [17]. The author has used public data as sample 
data to test the model's efficiency. The finding was similar to a 
set of real-world credit card data obtained from a financial 
institution. Furthermore, some clatter was introduced to the 
data samples as a secondary check on the system's endurance. 
The study's methods were significant in that the first method 
created a tree against the user's activity, and frauds were 
detected using this tree. A user activity-based forest will be 
generated in a second way, and an attempt will be made to 
identify the suspect using this forest. 

Artificial intelligence techniques were used to classify a 
fraudulent transaction as a routine transaction [18]. The author 
was to compare and contrast the results of several machine 
learning algorithms in detecting credit card fraud. The 
algorithm’s rank and performance are of primary interest to 
the author. The model for identifying bad transactions in the e-
commerce dataset was analyzed using the UCSD-FICO Data 
mining content 2009 dataset; Performance measures used by 
the author, such as classification accuracy and fraud detection 
rate. 

To deal with anomalous transactions and develop a 
cardholder behavior model was proposed in [19]. To classify 
fraudulent and legitimate activities, the author used 
classification algorithms such as naive Bayes, Bayes Net, 
random forest, j48, libSVM, and MOLEM, as well as the 
Weka tool. Initially, the data was created and tested using the 
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random forest and j48 models. The author used a real-time 
dataset to test the efficacy, and random forests performed 
better. 

In [20], the authors have proposed decision trees, random 
forests, and logistic regression as machine learning algorithms 
for fraud detection. The analytical model was put to the test 
using the benchmark dataset. The most accurate models are 
the random forest and decision tree. A confusion matrix was 
employed to assess accuracy Table I. 

TABLE I. LITERATURE SURVEY 

Sr.n

o 
Title Dataset 

Methodology 

& tools 

Advantages and 

limitation 

1 

Feature 

engineerin

g strategies 

for credit 

card fraud 

detection. 

European 

cardholde

r 

dataset 

Decision 

Tree, Logistic 

Regression, 

Random 
Forest 

The author proposed a 

method to improve the 

performance results of 
credit card fraud. 

The author has a 

problem with the 

system it takes a long 
time to make a 

decision. 

2 

Credit card 

fraud 

detection 

using 
convolutio

nal neural 

networks.” 
In 

Internation

al 
conference 

on neural 

informatio
n 

processing 

Real-time 

credit 

card 
dataset 

Convolution 

Neural 
network cost 

Estimation 

method 

The advantage of 

implementing a 

convolutional neural 
network is to capture 

neural patterns of fraud 

activity discovered 
from a labeled dataset.  

Because there are far 

fewer fraud 

transactions in real life 
than in non-fraud 

situations, the major 

drawback when 
implementing it is the 

issue of an unbalanced 

dataset. 

3 

Transactio

n 
aggregatio

n as a 

strategy 
for credit 

card fraud 

detection 

 

Bank A 

and Bank 

B 

SVM, logistic 

regression, 

Random 

Forest and 
KNN, Cart,  

The advantage of 

aggregation is data do 
not need to be properly 

classified, it may be 

more resistant to the 
impacts of population 

drift.  

4 

Performan

ce 
Evaluation 

of 

Machine 
Learning 

Algorithms 

for Credit 
Card Fraud 

Detection 

European 

cardholde
r 

dataset 

NB, RF, 

KNN LR, 
XGBT, SVM 

ANN, DL 

The main advantage of 

unsupervised 
algorithms performs 

better throughout all 

measures both in 
absolute terms and in 

comparison, to other 

approaches since they 
are better at handling 

the dataset skewness. 

5 

Credit 

Card Fraud 

Detection: 

A Hybrid 
Approach 

Using 

Fuzzy 
Clustering 

& Neural 

Real-time 

credit 

card 
dataset 

Fuzzy 

Clustering 

and Neural 
Network  

In this paper, fuzzy 

clustering is used to 

decrease the 

misclassified rates of 
transactions and also 

find new patterns based 

on past transaction 
data. 

The authors further 

Network used the different 

attributes to correctly 
classify the 

transactions. 

6 

Combining 

Unsupervis

ed and 
Supervised 

Learning 

in Credit 
Card Fraud 

Detection 

Credit 

card 

fraud 
detection 

dataset  

K-means 

clustering, 

ensemble 

learning, 

In this paper main 

advantage is a 

combination of 

supervised techniques 
and unsupervised 

techniques to improve 

accuracy. 

7 

Sequence 

Classificati

on for 
Credit-

Card Fraud 

Detection 

Real-

world 

fraud 

detection 
dataset. 

Random 

Forest, long 
short-term 

memory 

The advantage of 

implementing a neural 

network to identify 
credit card fraud is that 

it can identify credit 

card activity and use 
patterns in a significant 

amount of customer 

and transactional data. 

8 

Credit 

Card Fraud 

Detection 
using 

Pipeline 

and 
Ensemble 

Learning  

 

European 

cardholde
r 

dataset 

Logistic 

Regression, 

Naive Bayes, 
K nearest 

neighbors, 

Multi-Layer 
Perceptron, 

Ada Boost, 

Quadrant 
Discriminant 

Analysis, 

Random 
Forests, 

Pipelining, 

and Ensemble 
Learning 

The author compared 

different algorithms in 

which pipelining works 
best as compared to 

another algorithm. 

The benchmark dataset 

was highly imbalanced 
so the author was able 

to the balanced dataset. 

9 

A 

customized 

classificati
on 

algorithm 

for credit 
card fraud 

detection  

Pag 

Seguro 
dataset 

customized 

Bayesian 

Network 

Classifier 
(BNC) 

algorithm for 

a real credit 
card fraud 

detection 

problem 

In this paper, the 

authors were given 

High processing and 

detection speed on the 
Pag Seguro dataset for 

credit card fraud 

detection. 

10 

An 

Intelligent 
Approach 

to Credit 

Card Fraud 
Detection 

Using an 

Optimized 
Light 

Gradient 

Boosting 

Machine 

Real-

world 

credit 
transactio

n  

Optimized 

light gradient 
boosting 

machine 

(OLightGBM
), light 

gradient 

boosting 
machine 

(LightGBM), 

KNN, SVM, 

NB, DT. 

In this paper, 

OLightGBM gives 
better accuracy than 

other machine learning 

algorithms. 

The proposed model 
identifies a useful 

pattern of credit card 

fraud. 

11 

An 

Enhanced 
Secure 

Deep 

Learning 
Algorithm 

for Fraud 
Detection 

in Wireless 

Communic
ation  

 Europea

n 
cardholde

rs  

Logistic 

regression 
(LR), Naive 

Bayes (NB), 

Support 
Vector 

Machines 

(SVM), 
decision tree 

(DT), and K-

nearest 

The credit card fraud 

dataset is highly 
imbalanced but in this 

system that imbalanced 

problem was solved. 

Credit card fraud 
prevention was a very 

important task but the 

author was unable to 
achieve it. 
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neighbor 

(KNN) as 
well as 

random forest 

(RF) 

12 

Credit card 

fraud 

detection 
using 

machine 

learning. 

European 

cardholde

r dataset 

DT, Local 

Outlier factor, 
Isolation 

forest, LR, RF 

The advantage is that 

the author balanced the 
dataset using SMOTE 

techniques. 

In this paper, the 

authors need a 
balanced dataset for 

achieving high 

precision and recall. 

13 

Credit card 

fraud 
detection 

using 

artificial 
neural 

network 

European 

cardholde

r dataset 

SVM, KNN, 

and ANN 

Using an artificial 

neural network model 
turns out to be the best 

for detecting fraud. 

The author was also 

unable to balance data 
using normalizing, 

under-sampling, or pre-

processing methods. 

14 

Credit 

Card Fraud 

Detection 
by 

Modelling 

Behavior 
Pattern 

using 

Hybrid 
Ensemble 

Model  

 

Brazilian 

bank data 

and 
UCSD-

FICO 

data. 

Ensemble 

learning 

techniques 
such as 

boosting and 

bagging. 

Combination of 

Bagging and boosting 

ensemble learning 

method for distributing 
credit card detection. 

Dataset is highly 

imbalanced. 

For analyzing the 

behavior of the 
customer drift method  

15 

Credit card 

fraud 
detection 

using 

AdaBoost 
and 

majority 

voting  

 

Benchma

rk 

Dataset. 

Real-time 

dataset 

 

AdaBoost and 

majority 

voting 

methods 

In this paper author 

used Majority and 

AdaBoost. The 
majority voting gives 

better accuracy. 

The author wants to 

use online learning 
methods where online 

learning methods 

prevent fraud it informs 
before fraud happens. 

16 

Improving 

Credit 

Card Fraud 

Detection 
by 

Profiling 

and 
Clustering 

Accounts 

Credit 

card bank 

dataset 

Random 

forest and 
XGBoost, k-

mean 

clustering, 

In this paper, k means 

clustering used for the 

effective and fast result 

of data. The 
disadvantage of k 

means is selected k 

values. 

The authors used 
Clustering to improve 

the detection of credit 

card fraud  

17 

A Novel 

Approach 

for Credit 
Card Fraud 

Detection 

using 
Decision 

Tree and 
Random 

Forest 

Algorithms 

Credit 

card 

fraud 

Dataset 

Bayesian 

network, 

Gaussian 

network, 
Random 

Forest, 
Decision Tree 

The advantages of 

decision trees and 

random forests where 
random forests are 

utilized for preventing 

overfitting problems. 

The disadvantage of a 
decision tree, it gives 

the problem of 

overfitting. 

18 

An 

Evaluation 
of 

Computati

onal 
Intelligenc

e in Credit 

Card Fraud 
Detection  

UCSD-

FICO 

Data 

Mining 
Contest 

2009 

dataset 

This paper 

analyses and 

compares 

various 

popular 

classifier 
algorithms 

that have been 

most 
commonly 

used in 

detecting 
credit card 

fraud  

Classification accuracy 

and fraud detection rate 

are high in an 

evaluation of 

computational 

intelligence in credit 
card fraud detection. 

For credit card, and 

anomaly detection 

author want to propose 
a reliable expert 

system. 

 

19 

Credit 

Card Fraud 
Detection 

Based on 

Transactio
n 

Behavior  

Real-time 

dataset 

Random Tree 

and J48 

Random forest gives 

the highest accuracy on 

the real-time dataset. 

The author had been 
unable to solve a 

random forest problem 

due to the slowness of 
the algorithm in a large 

number of trees. 

20 

Predictive 

Modelling 

for Credit 

Card Fraud 
Detection 

Using Data 

Analytics  

German 

credit 

card 
fraud 

dataset 

Logistic 

Regression, 

Decision 

Tree, Random 
Forest, 

Decision 

Tree. 

The author compares 

various algorithms and 

concludes that random 
forest gives better 

accuracy. 

The author occurred a 

problem during the 
testing of random 

forest speed during the 

predictive model. 

III. PROPOSED HYBRID MODEL FOR FRAUD DETECTION 

Fig. 1 shows the primary steps of the proposed models, 
which include data preparation, EDA, and a hybrid ensemble 
model. For the credit card fraud system, the result has been 
given as a categorization of genuine and fraudulent 
transactions. Data preparation employs the Smote technique, 
outlier removal, and null value deletion. After preprocessing, 
the hybrid ensemble model has been proposed for 
differentiating between legitimate and fraudulent transactions. 
A hybrid model reduces the risk of fraudulent transactions 
compared with a single model before applying SMOTE. 

A. Data Preprocessing  

Data pre-processing is an essential step because without it, 
the model can generate inaccurate results and it helps to 
preserve the integrity of the data. Data distribution, outlier 
identification, and noise reduction have been part of the data 
preprocessing stage. 

 

Fig. 1. Proposed Model of Credit Card Fraud Detection. 
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Anomaly detection is a method for finding outliers or odd 
patterns that deviate from anticipated behavior. In the 
proposed model Interquartile range (IQR) has been used to 
remove the outliers [21]. The interquartile range, or IQR, is 
the space between the first and third quartiles, or Q1 and Q3: 

IQR = Q3 - Q1. Outliers are data points that are either 
below or above the median (Q1 - 1.5 IQR or Q3 + 1.5 IQR). 

Q1 is the median. 

Q2 is the average of the n smallest data points. 

Q3 is the average of the n highest data points. 

B. Bagging-Based Ensemble Learning 

Bootstrap aggregation, sometimes known as "bagging," is 
a common strategy applied in ensemble learning-based models 
that integrate both classification and regression techniques, 
hence increasing accuracy and other associated metrics. The 
principle of bagging is the combination of weak learners with 
a strong learner [14]. For our experimentation, we 
implemented decision tree-based bagging classifiers such as 
random forest-based classifiers. 

In bootstrap sampling, replacement sampling is used to 
produce a bootstrap sample B Si that is equal to D, where D is 
the input data. When D is big enough, B Si acts as an 
independent version of D, and the assumed empirical 
distributions resemble D [15]. Therefore, B Si might be 
viewed as a distinct and comparable variant of D. At bagging, 
in the 𝑖𝑡ℎ iteration, the model's predictions are averaged to suit 
the bootstrap sample B Si. 

In the end, bootstrap sampling wants to remove a 
classifier's potential for overfitting. 

1) Random forest: A supervised machine learning 

approach based on ensemble learning is known as a random 

forest. To create a more efficient prediction model, you can 

combine several algorithms or use the same technique more 

than once in ensemble learning [3, 4]. The term” Random 

Forest” comes from the fact that the random forest method 

mixes several algorithms of the same type or different 

decision trees into a forest of trees. Both regression and 

classification tasks may be performed using the random forest 

approach. 

The basic steps of the random forest method are as follow 
[21]: 

a) Choose N records at random from the dataset. 

b) Based on these N records, construct a decision tree. 

c) Repeat steps 1 and 2 after choosing how many trees 

you. 

d) Want in your algorithm. 

e) Each tree in the forest can forecast the category to 

which the new record belongs in a classification issue. The 

category that receives the majority of the votes is finally given 

a new record. 

2) Adaboost algorithm: Adaboost is one boosting 

technique, which is similar to Random Forest Classifier. The 

Ada-boost classifier combines weak and strong classifier 

algorithms to create a large classifier [8]. A single algorithm 

may incorrectly categorize the items; however, by combining 

many classifiers, selecting the training set at each iteration, 

and assigning the appropriate amount of weight in the final 

vote, we can achieve a high accuracy score for the entire 

classifier. It keeps the algorithm repeatedly by selecting the 

training set depending on prior training accuracy. At any 

iteration, the weighting of each trained classifier is determined 

by the accuracy achieved. Adaboost provides weight to each 

training item after training a classifier at any level. The weight 

of a misclassified item is increased so that it is more likely to 

appear in the training subset of the Adaboost classifier. The 

basic steps of the Adaboost algorithm [21] are: 

a) Initialize M, the maximum number of models to be 

fit, and set the iteration counter m=1. 

b) Initialize the observation weights 𝑤𝑖= 1 N for i= 1, 

2, N. Initialize the ensemble model 𝑓𝑏= 0. 

c) Train a model using 𝑓�̂�the observation weights that 

minimize the weighted error ECM defined by summing the 

weights for the misclassified observations is shown in (1). 

d) Add the model to the ensemble: 

𝑓�̂� =(𝑓𝑚−1̂) +(𝛼�̂�)( 𝑓�̂�)             (1) 

Where (𝛼�̂�)=
log(1−𝑒)𝑚

𝑒𝑚
             (2) 

e) Update the weights 𝑤1 , 𝑤2 , 𝑤3 , .... 𝑤𝑁  so that the 

weights are increased for the observations that were 

misclassified. The size of the increase depends on (𝛼�̂�) with 

larger values (𝛼�̂�) leading to bigger weights as mentioned in 

(2). 

f) Increment the model counter m=m+1 if 𝑚𝑖=M, go to 

step 1. The boosted estimate is given below: 

𝑓= (𝛼1̂) ( (𝑓1̂) + (𝛼2̂) (𝑓2̂) + ... (𝛼�̂�) (𝑓�̂�)           (3) 

g) The factor (𝛼�̂�) has a lower error and higher weight. 

C. Logistic Regression 

One of the most widely used Machine Learning 
algorithms, within the category of Supervised Learning, is 
logistic regression. The categorical dependent variable is 
predicted using a collection of independent factors. In a 
categorical dependent variable, the output is predicted using 
logistic regression [3]. As a result, the result must be a discrete 
or classifying value. Instead of providing the exact values of 0 
and 1, it gives the probabilistic values that fall between 0 and 
1. It can be either Yes or No, 0 or 1, true or false. Except for 
how they are applied, logistic regression and linear regression 
are very similar [4]. While logistic regression is used to solve 
classification difficulties, linear regression is used to solve 
regression problems. In logistic regression, we fit an" S" 
shaped logistic function, which predicts two maximum values, 
rather than a regression line (0 or 1) is shown in Fig. 2. The 
logistic function's curve shows the possibility of several 
things, like whether or not the cells are malignant, and 
whether or not a rat is fat depending on its weight [11]. 
Because it can classify new data using both continuous and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

470 | P a g e  

www.ijacsa.thesai.org 

discrete datasets, logistic regression is a significant machine 
learning approach. 

 

Fig. 2. Comparison between Linear Regression and Logistic Regression. 

The equation of logistic regression of straight line written 
as [22]: 

y=𝑎0+ 𝑎1 * 𝑥1 + 𝑎2 * 𝑥2 + …….𝑎𝑘 * 𝑥𝑘           (4) 

In logistic regression, y can be between 0 and 1 only, so 
divide the above equation by (y-1):  

𝑦

𝑦−1
 |0 𝑓𝑜𝑟 𝑦 = 0 𝑎𝑛𝑑 ∞ 𝑓𝑜𝑟 𝑦 = 1            (5) 

As a result, the logistic regression equation is defined as: 

log
𝑦

𝑦−1
 =𝑎0+ 𝑎1 * 𝑥1 + 𝑎2 * 𝑥2 + …….𝑎𝑘 * 𝑥𝑘          (6) 

D. Hybrid Ensemble Model 

Fig. 3 shows how the hybrid ensemble model works. In a 
hybrid ensemble model, the first step is to train the model, and 
once it has generated individual results, the hybrid ensemble 
combines those outcomes with the help of majority voting to 
produce the final predicted results. The hybrid ensemble 
model is a combination of the bagging and boosting models. 
There are two well-known types of ensemble learning; 
bagging and boosting [14]. The widely used ensemble 
learning model for bagging is a random forest. Another well-
liked ensemble learning approach that comes under the 
boosting category is AdaBoost. While the boosting models use 
the complete dataset, the bagging models only use a portion of 
the datasets. Random forest and Adaboost are employed as 
weak learners to create a hybrid ensemble model. 

 

Fig. 3. Hybrid Ensemble Model. 

IV. EXPERIMENTAL DETECTION OF CREDIT CARD FRAUD 

DETECTION 

This section explains the specificity and stability of our 
proposed models and compares them with the most recent 
research-based models. Our main objective is to increase the 
model's capacity for fraud detection. A better understanding of 
the data is required to do this. The experimental study was 
conducted on a simple Windows computer with a quad-core 
processor and 8 GB of RAM, and the results on the European 
credit card dataset and the Credit card stimulation dataset were 
acceptable. The proposed system has implemented the hybrid 
ensemble model for classification of the credit card fraud 
detection using python programming on a Jupyter Notebook. 
This system, primarily apply smote technique for data 
imbalanced problem. Further implementation of the hybrid 
ensemble model is on credit card fraud dataset. For checking 
the performance of the model, precision, recall, F1- score, and 
ROCAUC are calculated for every test case. 

A. Data Description 

Table II shows the instances, columns, and fraudulent and 
non-fraudulent cases of the European credit card dataset and 
credit card fraud stimulation dataset. Datasets are used to train 
and validate the efficacy of proposed approaches and hence 
play an essential part in research motivation. In this section, 
we'll go through two different datasets that have been used in 
our suggested approach's experiments. 

1) European dataset: The first dataset, collected from 

www.kaggle.com, consists of credit card transactions 

performed by European cardholders within two days in 

September 2013, with 492 fraudulent transactions out of 

284,807 as shown in Fig. 4. It has 31 features, including the 

time when a transaction occurred, the number of transactions, 

and 28 other qualities labeled V1 to V28, as well as the target 

label 'Class,' which uses a binary value of '1' or '0' to 

determine if a transaction is fraudulent or not [13]. 

TABLE II. THE CREDIT CARD DATASET DESCRIPTION 

Name Instances Features Normal Fraudulent 

European Credit Card 
Dataset 

284,807 31 248,315 492 

Credit Card 
Stimulation Dataset  

594,643 10 587,443 7200 

  

Fig. 4. European Credit Card Dataset. 
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2) Credit card bank stimulation dataset: The second 

dataset includes 594,643 transactions made across 180 

simulated days, 7200 of which are considered fraudulent (1.2 

percent). This dataset is a synthetic dataset developed with 

BankSim software, which is a simulation tool meant to 

simulate fraud data in Fig. 5, BankSim uses a multi-agent 

simulation methodology that is based on a sample of 

aggregated real-time transaction data provided by a Spanish 

bank. Thousands of transactional data records from November 

2012 to April 2013 make up the initial bank data. To simulate 

this genuine bank data, BankSim employs many agents from 

three main categories: traders, customers, and fraudsters. 

These agents interact with one another for a duration of a few 

days, establishing a purchasing transaction log that strongly 

matches the original bank. 

 

Fig. 5. Credit Card Bank Stimulation Dataset. 

B. Performance Parameter 

The learning algorithm's performance measure showed 
unbalanced behavior in the imbalanced distribution of the 
classes. So, it is necessary to select suitable measures to assess 
the effectiveness of the categorization system. Precision, 
recall, F1 Score, and accuracy have been chosen as 
performance evaluation metrics for the proposed work 
because the learning algorithm exhibits an accuracy 
phenomenon in unbalanced scenarios. 

True Positive (TP) - How many safe cases did our model 
properly predict. 

False Negative (FN) - How many cases of our model 
incorrectly predicted. 

False Positive (FP) - How many fraud cases are classified 
incorrectly. 

True Negative (TN) - How many fraud cases are classified 
correctly. 

Precision - TP/(TP+FP) 

Recall - TP/(TP+FN) 

F1 Score - Hormonal mean of precision and recall 

F1 Score = (2*precision *. recall)/ (precision + recall) 

C. Data Imbalanced 

In this paper, two benchmark datasets have been used. In 
the given datasets there are few fraudulent incidence which 
makes data imbalanced.The Fig. 6 and Fig. 7, represents 
percentage ratio of fraudulent transaction of the European 
credit card dataset and the credit card stimulation dataset 

respectively. To increases the fraudulent cases Synthetic 
Minority Oversampling Technique (SMOTE) technique is 
used. The Fig. 8, representes the number of increses the 
fraudulent cases after applying smote apporach for the 
European credit card dataset and the Credit card stimulation 
dataset. 

D. Exploratory Data Analysis 

Exploratory data analysis is a data analysis process used to 
properly understand the data and discover its many 
characteristics, frequently using visual methods. Data analysis 
allows us to better understand and identify meaningful 
patterns in it. 

 

Fig. 6. European Credit Card Dataset before Applying Smote Technique. 

 

Fig. 7. Credit Card Stimulation Dataset before Applying Smote Technique. 

 

Fig. 8. European Credit card and Credit Card Stimulation Dataset after 

Smote Technique. 
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To analyze the time and amount in this paper, exploratory 
analysis is performed. Fig. 9 and 10, show how the time and 
number of transactions during the day and at night differ. 

  

Fig. 9. Transaction Time of European Cardholder Dataset. 

Fig. 9 shows the low peak value in the time distribution 
because there is a significant difference between the night and 
day transactions. In the density plot to x-axis shows the time 
of transaction and the y-axis shows the density of attributes. 

 

Fig. 10. Transaction Amount of European Cardholder Dataset. 

Fig. 10 represents the total amount of money transacted. 
The majority of transactions are small, and just a few come 
close to reaching the maximum transaction value. 

 

Fig. 11. Transaction Amount of Credit Card Stimulation Dataset. 

Fig. 11 represents the total amount of money transacted. It 
shows that number of fraudulent transactions is less than a 
non-fraudulent transaction. 

E. Result and Discussion 

Hybrid ensemble modeling is proposed to categorize 
fraudulent and legal transactions. The experiment is done on 
the European credit card and credit card stimulation dataset. 
The 70:30 % ratio is used for training and testing classifier. In 
both, the dataset fraudulent instances are less compared to 
non-fraudulent transactions. So, this is a serious issue that has 
been found with the dataset. In the European dataset 495 
fraudulent transactions out of 284,807 non-fraudulent 
transactions, so the number of transactions needs to be 
increased. Same as credit card stimulation dataset 7200 
fraudulent transactions out of 594,643. Our approach provides 
non-fraudulent transactions more weight when applied to an 
imbalanced dataset. Ensemble models are used to solve the 
main issue in credit card fraud detection, which is predicting 
future transaction behavior and finding the right solution. 

The initial comparison between the single model and the 
original dataset is carried out in this study. But the single 
model has obtained less True positive value and more false 
positive value which indicates that more fraudulent 
transactions are presented in datasets because of unbalanced 
datasets. In order increases true positive value and handle 
unbalanced dataset oversampling strategies is used. To 
increases performance of the model hybrid ensemble model is 
proposed. The hybrid ensemble model is constructed by 
combining an Adaboost and random forest. This will improve 
the performance parameters of the system. 

In this paper, the performance of the proposed hybrid 
ensemble model is compared to the machine learning 
algorithms, including logistic regression, random forest, and 
Adaboost. Table III and Table V shows the performance 
measure of European credit card and credit card bank 
stimulation on the imbalanced dataset. As we observed that 
the single model and ensemble model did not improve the true 
positive rate and true negative rate with the imbalanced 
dataset. So, we applied smote technique to the balanced 
dataset. Smote technique is used to increase fraudulent 
instances. After applying Smote oversampling method, the 
datasets are much more balanced. 

The balanced dataset is added and tested with an ensemble 
model such as bagging and boosting and a predictive model 
such as logistic regression. Table IV is showing an 
improvement in precision, recall, and F1 score for the 
European dataset. Same for Credit card fraud detection dataset 
precision, recall, and F1 score slightly increased is observed in 
Table VI precision-recall (AUPR) curve is being used to 
analyses the performance measure of the proposed model. 
Table VII shows the comparison results of the European 
cardholder dataset and Credit card stimulation dataset, which 
show the AUPR score for boosting, LR, and Adaboost (+) 
random forest. Fig. 12 and Fig. 13 show the AUPR curve for 
random forest + Adaboost. On the European cardholder 
dataset and Credit card stimulation dataset, the proposed 
method shows a Random Forest +Adaboost which means the 
hybrid ensemble model gives better results than the single 
model. 
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Fig. 12. Recall and Precision Curve for European Credit Card Dataset. 

 

Fig. 13. Recall and Precision Curve for Credit Card Stimulation Dataset. 

Table III and Table V shows the performance measure of 
classification algorithms on the European dataset and Credit 
card stimulation dataset before applying smote technique. So, 
we observed that after applying smote technique value of 
precision, recall, and F1 Score is improved rather to the 
without applying smote technique. Here hybrid ensemble 
model with random forest and Adaboost gives better 
precision, recall, and F1 Score. 

Table IV and Table VI show the performance of measure 
of classification algorithm on European cardholder dataset and 
credit card stimulation dataset after applying smote technique. 
Here, the hybrid ensemble model with a combination of 
random forest and Adaboost gives better precision, recall, and 
F1- score than other algorithms. 

TABLE III. BEFORE SMOTE TECHNIQUE ON EUROPEAN CREDIT CARD 

FRAUD DATASET 

Algorithms Precision Recall F1 Score 

Logistic Regression 0.88 0.62 0.73 

Adaboost 0.78 0.66 0.72 

Random Forest 0.94 0.77 0.85 

Random Forest+Adaboost 0.94 0.78 0.85 

TABLE IV. AFTER SMOTE TECHNIQUE ON EUROPEAN CREDIT CARD 

FRAUD DATASET 

Algorithms Precision Recall F1 Score 

Logistic Regression 0.96 0.90  0.93 

Adaboost 0.97 0.94 0.95 

Random Forest 0.97 0.98 0.95 

Random Forest+Adaboost 1.00 0.94 0.97 

TABLE V. BEFORE SMOTE TECHNIQUE ON CREDIT CARD FRAUD 

STIMULATION DATASET 

Algorithms Precision Recall F1 Score 

Logistic Regression 0.88 0.62  0.73 

Adaboost 0.78 0.66 0.72 

Random Forest 0.94 0.77 0.85 

Random Forest+Adaboost 0.91 0.78 0.84 

TABLE VI. AFTER SMOTE TECHNIQUE ON CREDIT CARD FRAUD 

STIMULATION DATASET 

Algorithms Precision Recall F1 Score 

Logistic Regression 0.92 0.99  0.97 

Adaboost 0.97 0.99 0.98 

Random Forest 0.98 0.97 0.98 

Random Forest+Adaboost 0.99 0.99 0.99 

The Predictive behavior of the proposed model is analyzed 
concerning the area under precision and recall curve. The 
result shown in Table VII is the area under precision and 
recall score for LR, boosting Adaboost +random forest. Here 
we observed that a hybrid ensemble model with random forest 
+Adaboost gives a better AUC Score than other algorithms. 

TABLE VII. AREA UNDER CURVE SCORE ON EUROPEAN CREDIT 

CARDATASET AND CREDIT CARD STIMULATION 

The area under curve 

score (AUC Score) 

European credit card 

dataset 

Credit card bank 

stimulation dataset 

Logistic Regression 95.10 95.80 

Adaboost 96.79 98.43 

Random Forest 97.32 98.09 

Random 

Forest+Adaboost 
98.26 99.37 

V. CONCLUSION 

 In this paper, a hybrid ensemble-based model is proposed 
to classify fraudulent and legitimate transactions. At the 
beginning of the project, the data analysis technique is used to 
map the original feature. To overcome the imbalanced 
problem oversampling smote method is used to balance the 
dataset during data pre-processing. After pre-processing, 
logistic regression, random forest, and Adaboost are used to 
check whether a transaction is legitimate or fraudulent. The 
hybrid ensemble model before applying the smote technique 
gives 0.85 % F1-Score and after applying smote technique it 
gives 0.97% on the European credit card fraud dataset. So, the 
F1 -score of Smote technique with the hybrid ensemble model 
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gives more results. For the Credit card stimulation dataset 
before applying smote technique F1 score gives 0.84% and 
after applying smote technique F1 Score gives 0.99%. It is 
observed that a hybrid ensemble model that combines random 
forest and Adaboost gives better results. From Table VI, the 
hybrid ensemble model for the European dataset achieves 
98.27 % area under the curve score, whereas the Credit card 
fraud stimulation dataset achieves 99.37 % area under the 
curve score. In future work, apply the under-sampling method 
to check the performance of the algorithm and also use deep 
learning techniques for the classification of fraudulent and 
legitimate transactions. 
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Abstract—The pandemic caused by the COVID-19 virus is the 

most serious current threat to the public's health. For the 

purpose of identifying patients with Covid-19, Chest X-Rays have 

proven to be an indispensable imaging modality for the hospital. 

Nevertheless, radiologists are needed to commit a significant 

amount of time to their interpretation. It is possible to diagnose 

and triage cases of Covid-19 effectively and rapidly with the 

assistance of precise computer systems that are powered by 

Machine Learning techniques. Machine Learning techniques 

such as Deep Feature Extraction can help detect the disease with 

improved precision and speed when used in conjunction with X-

Ray images of the lung. This helps to alleviate the problem of 

lack of testing kits. Using the U-Net for Semantic image 

segmentation for lung segmentation and deep feature extraction-

based strategy that was suggested in this research, it is possible to 

differentiate between patients who have contracted the Covid-19 

virus, pneumonia and healthy people. XGBoost and recursive 

feature extraction based proposed methodology is evaluated 

using 20 different Pre-Trained deep learning based models 

including EfficientNet variations and it is observed that the 

maximum detection accuracy, precision, recall specificity, and 

F1-score are achieved when EfficientNetB1 is used to extract 

deep features. The respective values for these metrics are 97.6%, 

0.964, 0.964, and 0.982. These findings lend credence to the 

efficiency of the proposed methodology. 

Keywords—Covid-19; u-net; efficientnet; semantic image 

segmentation; XGboost; recursive feature extraction 

I. INTRODUCTION 

The recently found Coronavirus pneumonia, which has 
been given the name Covid-19 ever since it was found, is both 
extremely contagious and highly pathogenic [1]. The 
symptoms may advance to a more unadorned form of 
pneumonia, which can lead to serious health problems and the 
failure of multiple organs. There is also the risk that pneumonia 
will prove fatal to the patient. Covid-19 has spread to 223 
nations and is blamed for over 6.4 million deaths around the 
earth; additionally, quantity of deaths caused by virus is 
steadily rising [2] (see Fig. 1). In any region of the world, 
medical professionals, governments, organizations, and 
countries face a noteworthy impediment in the form of need to 
diagnose Covid-19 patients as early as possible. 

Even though immunological tests are offered in a number 
of countries, the RT-PCR i.e., Real-Time Reverse 
Transcription-Polymerase Chain Reaction is the process that is 
employed majority of the time to identify Covid-19. Early 
treatment can be ensured by recognizing the detrimental effects 
of Covid-19 by assessing photographs of patients' lungs rather 
than relying on RT-PCR, which has limited sensitivity (60–
70%) and is also a technology that requires a significant 
amount of time. 

Care for patients with Covid-19 necessitates careful 
tracking of their condition's evolution over time. When used in 
conjunction with other diagnostic tests, medical imagery 
practices like Computed Tomography (CT) and X-Rays of 
Chest can help to confirm a diagnosis of Covid-19 pneumonia 
and keep tabs on how the disease is progressing. These photos 
demonstrate the rapid progression of ground-glass opacities 
with irregular patterns after the onset of Covid-19 symptoms 
[3]. 

The term “Artificial Intelligence” (AI) refers to an assorted 
methodologies intended at imitating human cognition and 
deeds. Algorithms that consent high end processers to 
comprehend intricate patterns and associations from empirical 
information are the focus of the discipline of Machine Learning 
(ML), a subfield of AI. While traditional ML approaches are 
limited in their ability to deal with complicated problems like 
medical image categorization, Deep Learning (DL) takes cues 
from biological neural networks to attain greater power and 
flexibility [4]. 

 

Fig. 1. Number of Worldwide Deaths Due to Covid-19. 
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Having access to a big dataset that contains images that 
have been labeled is essential to the success of a detection or 
classification system that is based on DL. Deep feature 
extraction (DFE) and transfer learning (TL) are two of the most 
successful alternatives to using a small sample size of images 
when there is not a big sample size of images available. TL 
refers to the process of making use of previously taught models 
to tackle unanticipated obstacles. TL is not an individual 
category of ML algorithms; rather, it is a process that can be 
utilized in the development of a new ML model. Model will be 
able to put the knowledge and abilities that it has gained in 
previous training to use in brand new situations [5]. In a 
manner analogous to the activity that came before it, this one 
will need organizing data according to the type of file. Another 
application of TL is the extraction of deep feature information. 
It is possible to extract feature vectors by making use of pre-
trained CNN models rather than manually adjusting the 
activation layers of the CNN. The deeper layers, which are 
triggered by the activations of the lower-level layers, include 
the higher-level features that are essential to the classification 
of images [6]. 

Using U-Net, EfficientNetB1, XGBoost and Recursive 
Feature Elimination (RFE), this paper provides a DFE-based 
technique for discriminating healthy individuals and those 
infected with pneumonia from those infected with Covid-19. 
The remaining paper is structured as follows. The relevant 
work is briefly described in Section II, and use of U-Net model 
is explained in Section III. Brief introduction of Pre-Trained 
models employed in the study is provided in Section IV. The 
proposed approach is explained in Section V whereas dataset 
utilized for the experiment along with experimental findings is 
described in Section VI. Section VII briefly describes the 
significant contributions of the research work whereas section 
VIII concludes the research work. 

II. LITERATURE SURVEY 

CNNs are constructed by first adding a sequence of layers 
that are known as convolutional, then adding layers that are 
known as normalization, and finally adding layers that are 
known as pooling. Feature extraction is the responsibility of the 
convolution layers, whereas feature normalization and feature 
down sampling are the purview of the normalization and 
pooling layers, respectively. In a manner analogous to that of 
more traditional approaches to machine learning, training of 
the CNN is carried out by use of an optimization strategy like 
Stochastic Gradient Descent [7]. 

A DL-based framework with fuzzy enhancements was 
presented by Cosimo Ieracitano et al. [8] under the name 
CovNNet for the purpose of classifying Chest X-Rays of 
Covid-19 patients and recognizing those of other patients with 
pneumonia. The CovNNet model was given X-Rays of the 
chest as well as fuzzy images that were created using a fuzzy 
logic based edge detection method. Experiments have shown 
that using fuzzy features in conjunction with chest X-Rays can 
result in enhanced classification performance. 

Emtiaz Hussain et al. [1] have introduced a 22-layer deep 
CNN model named CoroDet with the purpose of being utilized 
in the process of recognizing Covid-19 cases in chest CT and 
X-Ray images. Their methodology is validated for its 

usefulness utilizing a five-fold cross-testing procedure. Patient 
detection method using X-Ray pictures that is based on a faster 
RCNN-based object detection methodology was proposed.by 
Fátima A. Saiz and Iñigo Barandiaran [9]. 

To develop a concatenated neural network, Mohammad 
Rahimzadeh and bolfazl Attar [10] merged features extracted 
with ResNet50V2 and Xception, then transmitted the 
aggregated data to a convolutional layer. The convolutional 
layer is responsible for the extraction of features, and it uses 
1024 filters with a Kernel size of 1x1. This layer is introduced 
in order to provide assistance to the network in better learning 
characteristics from the combined data. They demonstrated the 
viability of their approach by utilizing a procedure known as 
three-way cross-testing. 

Arman Haghanifar et al. [11] compiled a significant 
number of different chest X-Ray images from a variety of 
sources into a single extensive database that is open to the 
public. The TL paradigm is used in conjunction with the 
CheXNet model to generate a model that is referred to as 
COVID-CXNet. This model is effective at detecting 
pneumonia caused by the coronavirus and pinpointing its exact 
location. 

Mohammad Shorfuzzaman et al. [12] describes an 
ensembled-based DFE approach as a means of determining the 
existence of Covid-19 in X-Ray of chest images. This 
technique takes the weights that were determined by a large 
number of models that have been pre-trained and turns them 
into a single band that represents X-ray characteristics. After 
that, these traits will be utilized in the process of making a 
diagnosis of the ailment. 

M. D. Kamrul Hasan et al. [13]  suggest a two-stage, DFE-
based process that makes use of VGG16 Net and patient lung 
X-Ray photos in order to sense COVID-19-induced 
pneumonia. When evaluating their methodology, the scores for 
precision, specificity, and sensitivity are taken into 
consideration. 

Junfeng Li et al. [14] developed COVID-GATNet with the 
intention of identifying Covid-19 patients with the assistance 
of Graph Attention Network. The results of the X-Ray input 
can be interpreted as normal, as having Covid-19 +, or as 
having pneumonia. They used the information from three 
different open-source datasets to produce a more extensive 
training data pool for their studies. 

Debabrata Dansana et al. [15] proposed a three-stage 
approach by utilizing CNN, Pre-Trained CNN models, and 
Decision Tree. The first step in the process is to use CNN to 
clean up the input images by removing any noise that isn't 
wanted and building composite feature maps. The performance 
of the pre-trained CNN models that are used to extract image 
features is improved with the help of these Composite feature 
maps, which are used in the second step. Second stage extracts 
image features to use for training a Decision Tree, which will 
be used for categorizing the disease. 

According to research that was carried out by Karim 
Hammoudi et al. [16] who optimized four different Pre-Trained 
CNN models (specifically ResNet50, InceptionResnetV4, 
Densenet, and VGG-19), InceptionResnetV2 had the lowest 
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false negative rate. Abdullahi Umar Ibrahim et al. [17] showed 
that optimizing the Alexnet Pre-Trained model for patient 
detection in X-Ray pictures led to the discovery that the model 
is capable of providing good detection precision. Asif Iqbal 
Khan et al. [18] developed a TL-based model utilising 
Xception Net and gave it the name CoroNet. Xception Net's 
base layers are connected to the dropout layer, which is in turn 
coupled to fully-connected layers for classification task. A 
DFE-based approach employing the VGG-19 Pre-Trained 
Model was presented by Harsh Panwar et al [19]. The original 
VGG-19 model's foundational layers were expanded with fully 
connected layers, and they were then fine-tuned for patient 
detection. 

Eduardo Luz et al. [20] presented DFE based method of 
hierarchical classification with the help of EfficientNet models. 
Target categories are positioned at leaves of the tree, whereas 
classifiers are located in the in-between nodes of the tree. At 
the root node, one classifier was used to segregate between the 
Normal and Pneumonia patients, while at a higher level, 
another classifier was used to segregate between the 
Pneumonia patients themselves. 

Two-stage DFE based model for Covid patient detection 
using U-Net and Pre-Trained models was presented by 
Sivaramakrishnan Rajaraman and Sameer Antani [21]. After 
using U-Net to identify and extract the lung region in a chest 
X-ray, the resulting cropped pictures are fed back into the Pre-
Trained model to be fine-tuned for improved detection 
accuracy. 

Numerous studies have adopted a mixed-method approach, 
employing both traditional Data Mining based models like 
Support Vector Machine (SVM) and Pre-Trained DFE-based 
models for feature extraction in order to identify Covid-19 
infected patients. Sara Hosseinzadeh Kassani et al. [22] 
presents a DFE based hybrid for computer-assisted decision of 
Covid-19 pneumonia. Several ML algorithms were trained on 
deep features extracted by well-known Pre-trained CNNs 
architectures. Their results suggests that hybrid approach is 
effective for computer-assisted detection. 

A. Research Gap 

Researchers put forth a lot of time and effort studying how 
best to detect Covid-19 using deep learning methods. A few 
research gaps remain, though, as can be seen below. 

 Deep learning-based models trained for differentiating 
pneumonia from Covid-pneumonia fall into the 
category of Black box models. 

 Existing methodologies use complete X-Ray images for 
detection of disease. X-Ray image contains many body 
parts other than lung which makes model less reliable. 

 Researchers have not considered False Discovery Rate, 
Negative Predictive Value, False Negative Rate and 
False Positive Rate while evaluating their proposed 
model. 

This paper resolves these research gaps with the help of U-
Net model and Local Interpretable Model-agnostic 
Explanations methodology. 

III. U-NET 

U-Net was originally developed and used in 2015 to 
process biomedical images; it is an evolution of the 
conventional convolutional neural network [23]. The network's 
architecture was improved and expanded from the fully 
convolutional network to allow it to function with less training 
images and produce more accurate segmentations. The key 
concept is to add on more layers to a standard contracting 
network, with up sampling operators replacing pooling 
functions. This is because these layers improve the output's 
resolution. Later convolutional layers can use this data to fine-
tune their outputs. U(up sampling) Net's section, which has 
been modified to include several feature channels, is what 
allows the network to convey contextual information to finer-
grained nodes. This results in a u-shaped layout, with the 
expanding section mirroring the contracting one. 

In this paper, the U-Net architecture is utilized for lung 
segmentation in patient Chest X-Rays. U-Net model’s output 
for lung segmentation is displayed in Fig. 2. Raw X-Ray image 
is displayed in Fig. 2(a), while the result of the segmentation 
process is displayed in Fig. 2(b). 

   
   (a)          (b) 

Fig. 2. (a) Original X-Ray Image, (b) Output of U-Net. 

From Fig. 2, it is clear that the segmentation process 
eliminates a great deal of inessential data from the X-Ray 
image. 

IV. DEEP LEARNING-BASED PRE-TRAINED MODELS 

DFE has been widely implemented in the arena of medical 
imaging in current years. When compared to a CNN that has 
just been taught, a CNN that has undergone prior training and 
has undergone appropriate fine-tuning may perform better or 
on par with the latter. DFE has been vigorously explored for 
the goal of identifying Covid-19 in chest X-Rays, but there is a 
dearth of sufficient training data. This section briefly describes 
the most widely used Pre-Trained models for DFE by 
researchers. 

A. MobileNet 

It is extremely tiny CNN, making it ideal for integration 
into small form factors and embedded systems. By using 
depth-wise distinguishable convolution, a more lightweight 
architecture is built. Additionally, trade-off hyperparameters 
are introduced in order to find a fair equilibrium between 
accuracy and latency [24]. 

B. DenseNet 

The term “Densely connected convolutional network” (also 
known as "DenseNet") refers to the architecture of a network in 
which every layer is capable of communicating directly with 
every other layer. Instead of simply adding the feature maps 
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from each level that came before it, they are now concatenated 
and added to the most recent layer. As a result of this, 
DenseNets are able to reuse features while still necessitating a 
smaller number of parameters than a standard CNN would 
require to achieve the same level of performance [25]. 

C. VGG 

The VGG object recognition model is at the bleeding edge 
of technology and can have as many as 19 layers. VGG, which 
is a deep CNN, performs better than the baseline on a variety 
of tasks and datasets, not just ImageNet. The name of the 
network, VGG, gives away the fact that it is a deep neural 
network consisting of between 16 and 19 layers [26]. 

D. ResNet 

Deep residual networks (ResNets), like ResNet-50, are 50-
layer CNNs. Using shortcut connections, a residual neural 
network transforms a plain network. Comparatively, ResNets 
have fewer filters than VGG Nets [25]. 

E. Inception 

Inception is a network with a modular architecture made up 
of recurrent components called Inception units. It gives the 
inner layers the freedom to determine which filter size is 
necessary to acquire the necessary knowledge. So the layer 
adapts to recognize the object no matter what size it is in the 
image [27]. 

F. Xception 

By exchanging the traditional Inception components for 
depthwise Separable Convolutions, Xception augments the 
inception Style. As with Inception V3, it has large number of 
parameters [28]. 

G. NASNet 

ResNet integrated residual learning into the conventional 
CNN framework. The RU, or residual unit, is made up of a 
standard layer connected via a skip link. By linking the input of 
one layer directly to its output, the skip connection facilitates 
the propagation of signals across the network. That's why it is 
able to train a super-deep model with the help of RUs [29]. 

H. EfficientNet 

All three dimensions of depth, width, and resolution are 
scaled equally using a compound coefficient in this 
convolutional neural network design and scaling method. The 
rationale for the compound scaling approach is the intuitive 
understanding that a larger input image necessitates a more 
complex network with more layers to broaden the 
approachable field and additional channels to pick up the finer 
details in the larger image [30]. 

V. PROPOSED ARCHITECTURE 

Fig. 3 depicts the proposed architecture. Besides the lungs, 
Chest X-Rays often show other sections of the body, which 
might complicate the DFE process and reduce the accuracy of 
the classifier's predictions. U-Net is applied to the issue of X-
Ray image segmentation in order to find a solution. The image 
of the lungs is kept intact during the segmentation process, but 
the rest of the picture is completely blacked out as shown in 
Fig. 2. 

 

Fig. 3. Proposed Architecture. 

Segmented Chest X-Ray images undergo a two-step feature 
extraction technique. In the first step, a set of segmented X-Ray 
images is sent to a Pre-Trained model to extract features. As 
soon as the features have been extracted, they are ranked using 
Recursive Feature Elimination. At last, it is decided to retain 
only those features with a ranking of one. This two-step 
process is described by Algorithm 1 (Deep Feature Extraction). 

Algorithm 1: Deep Feature Extraction 

Input: Pre-Trained Model (i.e. M), Set of ‘N’ Images I1 .. IN, Required 
Image Size (i.e., K*K) 
Output: Matrix Representing Deep Features after RFE, class_labels 

Procedure: 
MR ← Remove_Non_Conv_Layers (M) 
DF = [] 
for i=1 to N do 
 Resize image Ii to size (K*K) 
 features ← MR (Ii) 
 features ← Flatten (features) 
 DF ← DF Ս features 
Feature-rank ← Feature-Ranking (DF) 
selected-features = DF [feature-rank == 1] 

In RFE, given an external classifier that assigns weights to 
features, the primary goal is to determine features by 
recurrently considering progressively reduced sets of features. 
The classification model is pre-trained on a limited number of 
features, and their relative credibility is then established 
through inspection of a predefined attribute or the execution of 
a user-defined function. Next, the current set of features is 
culled to remove the extraneous ones. At last, features are 
eliminated one by one until only a handful remain. 

RFE is a method that relies on a classification model to 
determine how features should be ranked. Features that aid the 
classification model in increasing accuracy are ranked higher, 
whereas features that decrease accuracy are ranked lower. The 
proposed approach employs the use of REF to guarantee that 
the output of Pre-Trained models is used to determine the most 
suitable set of tuning parameters for each variant of the 
XGBoost classifier model. 

The Gradient Boosted decision trees algorithm has been 
implemented in XGBoost. Here, decision trees are crafted in a 
logical order. In XGBoost, weights serve a crucial function. All 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

479 | P a g e  

www.ijacsa.thesai.org 

of the independent variables are given weights, and this 
information is then used to feed into the decision tree, which 
makes predictions. Variables that the first decision tree 
incorrectly predicted are given a higher weight in the second 
tree's analysis. The ensemble of these separate 
classifiers/predictors yields a robust and accurate model [31]. 

Adjustments to the XGBoost Classifier need to be made for 
a wide range of parameter values so that a precise estimate of 
inference may be made. In all 29 different parameter values 
can be tuned for obtaining the best performance of XGBoost 
model [32]. However, this tuning process requires extremely 
high processing power in terms of time and computation. Thus, 
we selected three most widely tuned parameters namely 
Learning Rate (LR), the number of estimators (classification 
trees), and the Maximum Depth (MD). The XGBoost Classifier 
Tuning Algorithm 2 goes into detail about the tuning process. 
An XGBoost classifier allows the user to modify aspects, 
including LR, the number of estimators, and MD of each tree. 

Algorithm 2: Tune XGBoost Classifier 

Input: Matrix Representing Deep Features after RFE, class_labels 
Output: XGBoost Classifiers’ Finest Tuning Parameters 
Procedure: 

Accuracy-Array = [] 
for max-depth = 3 to 5 do 
     for learning-rate = 0.1 to 0.5 (step-size 0.2) do 
         for n-estimator = 300 to 800 (step-size 50) do: 
 accuracy-XGB ← XGBoostModelEvalution 

(max_depth, learning_rate, n_estimators) 
Accuracy-Array[n-estimators, learning-rate, max-depth] 
← accuracy-XGB 

Select combinations of Parameters from Accuracy-Array which 
gives highest accuracy 

Having a firm grasp on how our machine learning model 
operates is becoming increasingly crucial. Merely looking at 
the model's accuracy as a metric of its efficacy is insufficient, 
though, because it can mislead you. Black-box models, such as 
deep CNN, are notoriously challenging to interpret. Local 
Interpretable Model-agnostic Explanations (LIME) aids in 
comprehending the operation of classifier model. It denotes the 
visual features that the model employs to classify the images. 

Fig. 4(a) shows features derived from an X-Ray image 
without lung segmentation, while Figure 4(b) shows features 
extracted from an X-Ray image with the lungs segmented 
using U-Net. These images demonstrate how features retrieved 
from segmented images are superior to those extracted from 
unsegmented images for training a model. 

  
(a)    (b) 

Fig. 4. (a) Feature Extracted from X-Ray Image without Segmentation by 

Pre-Trained Model, (b) Feature Extracted from X-Ray Image after 

Segmentation by Pre-Trained Model. 

VI. EXPERIMENT DESIGN AND RESULTS 

In this section, the data utilized for experimentation along 
with experimental results is discussed. The April 2021 edition 
of the COVID-19, Pneumonia and Normal Chest X-ray Dataset 
is drawn upon for this experimentation [33]. In the first step of 
data collection process, 613 X-ray images of COVID-19 
patients were obtained from the following online resources: 
GitHub [34] [35], Radiopaedia [36], The Cancer Imaging 
Archive (TCIA) [37], and the Italian Society of Radiology 
(SIRM) [38]. Then, rather than the data being individually 
supplemented, a dataset from Mendeley [39] including 912 
photos that had previously been augmented was acquired. 
Finally, 1525 images of pneumonia cases and 1525 X-ray 
images of normal cases were retrieved from the Kaggle 
repository [40] and the NIH dataset [41], respectively. The 
dataset contains 4575 photos, with 1525 images in each of 
three distinct groups. The dataset's developer gathered these 
photographs from a wide range of available web resources. 

In order to acquire the utmost precise deep feature, which is 
decisive to ML, the networks MobileNet, MobileNetLarge, 
MobileNetSmall, DenseNet121, DenseNet169, DenseNet201, 
Xception, ResNet50V2, ResNet101V2, ResNet152V2, 
InceptionV3, InceptionResNetV2, VGGNet16, VGGNet19, 
NASNet, and EfficientNetB0 through EfficientNetB7 were 
chosen. Effectiveness of model trained for patient classification 
based on X-Ray images is evaluated using metrics specified in 
equations 1 to 5. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
             (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
              (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁+𝐹𝑃)
             (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁)
            (4) 

𝐹1 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
             (5) 

For validation of proposed approach, experimentation 
dataset is divided into two parts namely Training Set and 
Testing Set. Training Set contains randomly selected 70% 
images (i.e. 3202) where as remaining 30% images (i.e. 1373) 
are used to test effectiveness of proposed approach. Evaluation 
metric for every Pre-Trained model are calculated by taking 
average of 10 iterations of Training-Testing evaluation in 
which different set of randomly selected images are used for 
training and testing the proposed approach. 

Fig. 5 depicts the precision of tuned XGBoost models that 
make use of features retrieved by algorithm 1 as well as a 
variety of pre-trained models. Evidently, the tweaked XGBoost 
model that was trained using the features that were retrieved by 
Algorithm 1 and EfficientNetB1 obtains the best precision of 
0.964. Results for precision and other evaluation metrics used 
in this expropriation for EfficientNetB4 to EfficientNetB7 are 
less compared to any other models. Thus, we have not 
presented these results in Fig. 5 to Fig. 9. 
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Fig. 5. Precision of Tuned XGBoost Models Trained using Features 

Extracted by Algorithm 1 (Deep Features Extraction) and Assorted Pre-Trained 

Models. 

Fig. 6 depicts the recall of tuned XGBoost models that 
make use of features retrieved by algorithm 1 as well as a 
variety of pre-trained models. Evidently, the tweaked XGBoost 
model that was trained using the features that were retrieved by 
Algorithm 1 and EfficientNetB1 obtains the best recall of 
0.964. 

Fig. 7 depicts the specificity of tuned XGBoost models that 
make use of features retrieved by algorithm 1 as well as a 
variety of pre-trained models. Evidently, the tweaked XGBoost 
model that was trained using the features that were retrieved by 
Algorithm 1 and EfficientNetB1 obtains the best specificity of 
0.982. 

 

Fig. 6. Recall of Tuned XGBoost Models Trained using Features Extracted 

by Algorithm 1 (Deep Features Extraction) and Assorted Pre-Trained Models. 

 

Fig. 7. Specificity of Tuned XGBoost Models Trained using Features 

Extracted by Algorithm 1 (Deep Features Extraction) and Assorted Pre-Trained 
Models. 

Fig. 8 depicts the accuracy of tuned XGBoost models that 
make use of features retrieved by algorithm 1 as well as a 
variety of pre-trained models. Evidently, the tweaked XGBoost 
model that was trained using the features that were retrieved by 
Algorithm 1 and EfficientNetB1 obtains the best accuracy of 
0.976, which is equivalent to 97.6%. 

Fig. 9 depicts the F1-Score of tuned XGBoost models that 
make use of features retrieved by algorithm 1 as well as a 
variety of pre-trained models. Evidently, the tweaked XGBoost 
model that was trained using the features that were retrieved by 
Algorithm 1 and EfficientNetB1 obtains the best F1-score of 
0.964. 

 

Fig. 8. Accuracy of Tuned XGBoost Models Trained using Features 

Extracted by Algorithm 1 (Deep Features Extraction) and Assorted Pre-Trained 

Models. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

481 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 9. F1 of Tuned XGBoost Models Trained using Features Extracted by 

Algorithm 1 (Deep Features Extraction) and Assorted Pre-Trained Models. 

Additional set of trained model’s (evolution) metrics are 
provided in table 1 for fine-tuned XGBoost model that was 
trained using the features that were retrieved by Algorithm 1 
and EfficientNetB1. Equations for these metrics are given 
below in equation 6 to equation 9. These metrics are for 
provided for individual categories i.e. Covid-19, normal and 
Pneumonia and well as overall testing dataset. 

𝐹𝑎𝑙𝑠𝑒 𝐷𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑦 𝑅𝑎𝑡𝑒 =
𝐹𝑃

(𝐹𝑃+𝑇𝑃)
            (6) 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒 =
𝑇𝑁

(𝑇𝑁+𝐹𝑁)
           (7) 

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑁

(𝐹𝑁+𝑇𝑃)
            (8) 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑃

(𝐹𝑃+𝑇𝑁)
            (9) 

TABLE I. EVALUATION METRICS FOR FINE-TUNED XGBOOST MODEL 

THAT WAS TRAINED USING THE FEATURES THAT WERE RETRIEVED BY 

ALGORITHM 1 AND EFFICIENTNETB1 

Metric Covid-19 Normal Pneumonia 
Micro-
Average 

Accuracy 98.4% 97.1% 97.3% 97.6% 

F1 0.977 0.954 0.961 0.964 

Precision 0.971 0.943 0.979 0.964 

Recall 0.983 0.966 0.944 0.964 

Specificity 0.985 0.973 0.989 0.982 

False Discovery 

Rate 
0.029 0.057 0.021 0.036 

Negative 

Predictive Value 
0.991 0.984 0.971 0.982 

False Negative 

Rate 
0.017 0.034 0.056 0.036 

False Positive Rate 0.015 0.027 0.011 0.018 

TABLE II. COMPARISON OF PROPOSED METHODOLOGY WITH RELATED 

WORK 

Reference Method Dataset Accuracy 

[1] 22-Layer CNN 
Merged Publicly 

Available Datasets  
94.2% 

[9] VGG16 + CLAHE 
Merged Publicly 

Available Datasets 
88.8% 

[10] 
Xception 
+ ResNet50V2 

Merged Publicly 
Available Datasets 

91.4% 

[11] DenseNet-121 
Merged Publicly 

Available Datasets 
81.04% 

[12] 
ResNet50V2 +  

VGG-16 + InceptionV3 

Merged Publicly 

Available Datasets  
95.49% 

[13] VGG16 
Publicly available 
Dataset 

91.69% 

[14] COVID-GATNet 
Merged Publicly 

Available Datasets 
94.1% 

[15] VGG16 
Publicly available 

Dataset 
91.0% 

[16] DenseNet169 
Publicly available 
Dataset 

95.72 

[17] AlexNet 
Merged Publicly 

Available Datasets 
94.0% 

[18] Xception 
Merged Publicly 

Available Datasets 
89.6% 

[20] EfficientNetB3  
Merged Publicly 
Available Datasets 

93.9% 

Proposed 
U-NET + EfficientNetB1 

+ XGBoost 

Merged Publicly 

Available Datasets 
97.6% 

Table II details how the proposed architecture and 
experimental results compare to the state-of-the-art. Because 
there is no universally accepted reference dataset, it is clear 
that all researchers are making use of data that is already 
available publicly. 

VII. DISCUSSION 

Significant research contributions of this paper are as 
follows: 

1) Proposed use of U-Net model to segment lung part 

from X-Ray image and then segmented image to extract deep 

features. 

2) Proposed model is trained on reduced features set using 

XGBoost classifier model, thus it can be easily deployed on 

low-end cost-efficient devices like Raspberry-pi easily. 

3) Use of Explainable AI: Local Interpretable Model-

agnostic Explanations (LIME) methodology is used to explain 

the decision-making process of Deep Learning Model 

(Explained in section V). 

4) Performance of 20 different Pre-Trained models is 

evaluated against 9 different metrics specified in Table I. 

Limitations of the Research work carried out are as follows: 

1) As discussed in Section V, the XGBoost model has 29 

parameters that can be adjusted to optimize performance. This 

study, however, relied on only three variables. This allows for 
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additional investigation into how the remaining XGBoost 

classifier parameters affect performance. 

2) Using the U-Net model for segmentation does not 

result in any image enhancement of the lung segment area. 

Pre-Trained models for deep feature extraction can be used 

after various image enhancement techniques on lung 

segmented images have been performed. 

VIII. CONCLUSION 

In this study, a Deep Feature Extraction-based method for 
detecting individuals infected with Covid-19 and pneumonia 
by analyzing Chest X-Rays is provided. U-Net is used to split 
the lung region of the chest from the image so that the Pre-
Trained model may concentrate on the relevant area of the 
image and extract more meaningful features. In this article, 
following the segmentation of the lung part, a two-stage 
technique to the extraction of deep features from X-Ray images 
is provided. After that, the XGBoost classifiers are trained to 
exploit these features in order to differentiate between patients 
infected with Covid-19 and healthy individuals and patients 
infected with pneumonia. When the performance of 20 
different Pre-Trained models is analyzed, it is discovered that 
the maximum detection accuracy, precision, recall, specificity, 
and F1-score are achieved when EfficientNetB1 is used to 
extract deep features. The respective values for these metrics 
are 97.6%, 0.964, 0.964, and 0.982. These findings lend 
credence to the efficiency of the strategy that was proposed. 
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Abstract—Electronic Health Records (EHR) techniques are 
being used at an increasingly faster rate to store the patient data 
making it easier to retrieve, share and utilize it efficiently. This 
data can be used for research purposes, clinical trials and for 
studying epidemiology to come up with strategies for epidemic 
control. With a huge global inflation, the increasing costs of 
healthcare and the shortage of medicine, it becomes convenient 
for the healthcare organizations to migrate from the traditional 
healthcare system to a more sophisticated, cost effective and 
efficient cloud-based e-Health model. To optimize the full 
potential of an ICT-based e-Health system, it is imperative for 
the existing healthcare systems to be implemented in a full-
fledged cloud environment. However, with numerous benefits of 
technology, it might pose some privacy and security threats as 
well. Therefore, the security and access control of such 
information is of vital significance. Nonetheless, with the 
increasing interest of healthcare organizations to migrate from 
the conventional healthcare systems to the modern cloud-based e-
Health systems, not much care is being taken to address security 
and privacy issues effectively towards the protection of sensitive 
data. 
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I. INTRODUCTION 
With the advancements in Information and Technology, 

services all across the globe have improved, in all fields in 
general, and around healthcare in particular, all due to several 
provisions like flexible processes and low-cost treatments. 
When healthcare is integrated with the internet it is termed as 
e-Health [1] [2]. This e-Health is the biggest innovation of 
technology and its implementation in a cloud-based 
environment is necessary to maximize the benefits. Despite all 
the benefits that e-health has been providing, it nevertheless 
still gets affected by certain challenges of privacy and security 
[1]. Since its conception, cloud computing has garnered 
enough popularity around the health sector. The cloud-based 
e-health makes the sharing of this health data with its 
stakeholders easier [3]. Although the internet by making use 
of technologies like cloud computing has made the concept of 
centralized healthcare possible, it has however brought in with 
it certain bugs and loopholes in the system. There are certain 
issues concerning security and privacy that remain 
unaddressed and unresolved even today [3]. 

The services that the e-health cloud offers are preventive 
care, keeping an account of patient satisfaction, a continuous 
vigil and AI supported detection. All these services are prone 
to privacy breach, and it needs to be taken care while rules 
regarding privacy measures are implemented. With the growth 

of use of technology among people, the awareness regarding 
privacy of their medical data has grown as well. Patients fear 
leak of their private medical history that they might be 
embarrassed of, to social media. It’s important to maintain the 
trust of patients in health services providers, thus the e-health 
cloud needs to be highly secured [2] [9]. The centralization 
and digitization of the data in the health sector has made the 
sharing of medical data easy. However, this sharing might 
lead to data attacks and cause loss of confidential data. To 
tackle this, several government bodies have taken initiatives to 
ensure better security and proper privacy of data. Instances 
from the US healthcare industry show the progress that’s been 
made in securing the e-health systems. The Health Insurance 
Portability and Accountability Act (HIPAA), which had 
guidelines set for security and privacy requirements of US 
healthcare, ensured proper utilization of e-health [1]. A secure 
e-health system ensures the system has these attributes; 
Authenticity, Integrity, Availability, Access control, 
Anonymity [4]. 

II. LITERATURE REVIEW 
Several articles have been written and read about e-Health 

and its merits and demerits. The research has been done about 
what challenges are being faced in the pursuit of better 
security and maintaining privacy of data, and how these 
drawbacks can be addressed. Security models developed in 
relation with healthcare applications, targeted the information 
loss and ways to combat it. A security model, Role Based 
Access Control (RBAC) was deployed to find solutions for the 
already identified security challenges in electronic health [31]. 
An extended version of RBAC known as u-healthcare, was 
designed to carry out four vital functions: what meal should 
the patient take, exchange of information related to health, 
management of the same health information on smart devices 
that the records are accessed through. These studies however 
concluded not much could be resolved about these security 
issues. The model had several drawbacks, and it was not 
suitable for disturbed environment. The solution offered had 
limited application. It was not scalable to any number of users. 

Another model developed by [32] demonstrated the 
working of a comparatively lightweight framework that was 
based on Transport Layer Security/Secure Sockets Layer 
(TLS/SSL) to secure the data shared between the server and 
client. This framework was called Secure Health and it had 
many security features like proper authentication, and 
authorization for the transmitted and stored data. It protected 
the system from unidentified and unauthorized access 
minimizing alien access to confidential health data. It also 
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helped the administrator in identifying wrongly stored 
information [33]. Despite all the benefits that the system 
offered, some challenges remained unresolved, the main one 
being its platform dependency and no or less scalability. In 
cloud computing, scalability is the most sought feature. The 
systems based on cloud should have provision for an 
expansion in future. In the need to minimize the cost of 
maintaining the health data and for keeping it available but 
secure, another security mechanism with a different concept of 
hierarchy was given by Barua, et al. This model adopted the 
theory of Attribute Based Encryption (ABE). It had provision 
for access control, which was framed at the central level. 
However, even this approach failed at addressing a large 
number of requests from the client side because of the 
centralized manner in which the health data was stored in [34]. 
In case of many users accessing the system at once, the 
requests needed to be sorted out depending on their priorities. 
To overcome the challenges caused due to the centralization 
of data, other attributes like collaborative and distributive 
nature of the e-health systems were taken in consideration by 
Guo et al. [35]. They brought about a change in the way 
requests were being addressed and servers being accessed. 
They suggested authorization from both the patients and the 
doctors, and not from the centralized server itself. Clients 
were given access only on the basis of priorities concealing 
their identities and characteristics. Hamid et al. worked on the 
confidentiality of patient’s multimedia data in the cloud. They 
proposed a bilinear pairing cryptography based triparty one-
round authenticated key agreement protocol. This protocol 
helps in secure communication by generating a session key. 
Also, a decoy technique with a fog computing facility has 
been implemented so that the private healthcare data can be 
accessed and secured securely. This approach induces 
computational expenses in communication for strong security 
[10-15]. Marwan et al. proposed a new method to enhance the 
reliability of cloud storage and used Shamir’s Secret Share 
Scheme (SSS) and multi cloud concept. This was done to meet 
security requirements, avoid data loss, and prevent 
unauthorized access and privacy disclosure. To prevent 
medical records from getting leaked and revealed, this 
technique allows division of the data into small shares. Also, 
data is spread among various cloud storage systems. Medical 
Data is encrypted using SSS technique and split into shares to 
ensure confidentiality and privacy. This article has not 
discussed any aspect of the optimal number of shares aroused 
to tradeoff between efficiency and security [16, 17]. Galletta 
et al. have proposed a system developed at Instituto di 
Ricovero e Cura a Carattere Scientifico (IRCCS) claiming to 
address security and privacy of patient’s data [18]. This 
system works on two software parts: the splitter and 
anonymizer. The anonymizer collects anonymized clinical 
data and the splitter obscures and stores health data in multiple 
cloud storage providers. This data can be accessed by only 
authorized clinical operators. Moreover, the performance of 
the system has been assessed by magnetic resonance imaging 
(MRI) data. Alexander et al. proposed anonymization 
techniques and privacy-aware systems in order to publish data 
on the cloud. This system used Advanced Encryption Standard 
(AES) and k-anonymity [19-21]. Smithamol et al. proposed a 
novel architecture to address data confidentiality. This model 

constructed the group-based access structure and Ciphertext-
Policy Attribute-Based Encryption (CP-ABE) by making use 
of the partially ordered set, thereby providing medical records 
access control. This approach reduced overall encryption time 
and computational overhead [22] [23]. Ibrahim et al. provided 
a solution to access securely the privacy-sensitive EHR data 
through: 1) a cryptographic role-based technique for the 
distribution of session keys with the help of Kerberos 
protocol, 2) location and biometrics-based process for user 
authorization, and 3) a wavelet-based steganographic 
technique for embedding EHR data securely. This approach 
showed resilience to man in the middle attack and replay 
attacks. However, it did not show resilience to other security 
threats and did not analyze its scalability [24]. Shah and 
Prasad deployed a novel structure with cloud-based privacy-
aware role-based access control (CPRBAC) model. This 
model presented a list of different methods of encryption and 
various privacy, and security challenges were addressed. Its 
goal was to minimize computational complexity. However, no 
qualitative analysis was carried out to check the efficiency of 
the approach [25]. Supriya and Padaki surveyed various lapses 
in health care security particularly concerned with non-
repudiation, CIA model. They studied and discussed some 
already proven operational strategies and methodologies 
related to risk management. This way they were able to 
perceive what the health industry must follow to reduce 
security and privacy threats [26]. Lohr et al. tried to establish 
privacy domains in e-health infrastructures by presenting a 
security architecture based on Trusted Virtual Domains 
(TVDs). This architecture, however, did not address other 
research challenges like anonymity, non-repudiation, 
incapacity of the patient to authenticate [27, 28]. Kumar et al. 
proposed a model based on encryption technique called 
Attribute Based Encryption (ABE). All the users have been 
divided into two domains: personal and public. This is done to 
control key management complexity. In the personal domain, 
a user can encrypt data that is allocated to him whereas in the 
public domain, a user can adopt and utilize multi-authority 
ABE. Scalability and flexibility are the two challenges 
associated with this approach as integrating ABE into the 
EHR system gives rise to serious and key management 
challenges [29]. Zhu et al. proposed a model that utilized re-
encryption and Attribute Based Encryption (ABE) with proxy 
encryption which is enabled by Rivest Shamir and Adleman 
(RSA). The whole purpose of using proxy encryption was to 
induce a separation mechanism to validate the patient's data. 
Write privilege keys were given to professionals whereas read 
privilege keys were given to patients. Using this model, 
computation overhead was minimized. The healthcare worker 
can be easily stopped from getting the read keys and this does 
not need to be approved from both ends. Moreover, this 
framework can be accessed by only a few users [30]. 

III. WHAT IS E-HEALTH 
The concept of conventional healthcare has been narrowed 

down to virtual healthcare. The integration of technology with 
healthcare has emerged as a new concept termed as e-health. 
In an era like today time management is the need of the hour. 
Going to doctors for consultations and waiting in queues for 
hours is an obsolete scene now. With the internet and 
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technology being used in all walks of life, people prefer a 
virtual way of seeking medical treatment. The process of 
having consultations online, using desktops and laptops is e-
Health [5]. This cloud-based e-health system can be created 
specifically according to the needs of the patient. Also, 
healthcare accessed via mobile phones is m-health which is 
mostly for self-management of chronic diseases. The e-Health 
systems have been of great help in dealing with patients who 
had prolonged diseases and needed to be kept constant vigil. 
These e-Health systems keep a track of health-related 
information and provide help with symptom checking, finding 
a suitable doctor, managing financial records, self-monitoring, 
and filling prescriptions. This information is available and 
accessed by a large population [5]. E-health has now become a 
vital part of the healthcare system due to its efficient services 
and accurate results, and error free unlike the traditional 
healthcare systems. In a traditional way of treatment, a patient 
could get a particular dose of medicine twice due to manual 
handling of records. This is not the case with health where 
electronic medical records are maintained, which store all the 
information about the patient’s treatment and medicines given, 
thus avoiding any errors with the medication of the patient [6]. 
A country’s success of e-Health is derived from many factors 
like what type of management and infrastructure is being used, 
how much is the user involvement, if the system is scalable to 
adapt to as many users as possible or not. The medical data in 
the cloud is of importance to its healthcare professionals, 
patients, entrepreneurs, and businesses which deal with health 
insurances or such policies. E-health strategies like norms, 
laws and regulations must be created to implement cloud 
technology in healthcare effectively. It is not just another 

progress in the field of technology, it is a way of thinking, 
state of mind, to increase the reach of healthcare, improving 
local, regional and global healthcare by making use of ICT 
(Information and Communication Technology). 

As the name suggests the e-Health uses electronics which 
can be mobile phones or computers along with cloud 
technology for storage purposes. The eHealth is mainly of two 
types: Personal Health records (P-HR) and Electronic Health 
Records (E-HR). The P_HR is used by patients to update their 
health records themselves and for seeking consultations online 
by using mobile phones. Whereas E-HR is of use to healthcare 
professionals. This E-HR is very beneficial in providing the 
right treatment to the patient and for secure sharing medical 
records or patient medical history, medicine details and 
prescriptions. E-health provides an effective and real time 
treatment for the patient. 

IV. CLOUD BASED E-HEALTH MODELS 
1) Private cloud: Model given in Fig. 1 is the most 

secured model. It is usually operated and managed by the 
same organization that uses it, making it highly secured and 
hence security issues are limited. It is located on premises, 
over the intranet and behind the firewall. In this, the public 
internet is completely restricted. Only recognized personnel 
from the healthcare institution are able to access the electronic 
medical record (EMR). Only these personnel are considered to 
be trustworthy and reliable. A good example is VMware [1] 
[4]. 

 
Fig. 1. Private Cloud. 
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2) Public cloud: This model given in Fig. 2 is totally in 
control of the third-party provider as the services of the cloud 
system are provided by them only. They are known as cloud 
service providers (CSPs). It is located off premises, over the 
internet controlled by CSPs. In this, EHRs are held between 
various organizations and these EHRs are highly vulnerable to 
malicious attacks. It has many security challenges associated 
with it and to avoid them, efficient cryptographic mechanisms 
and fine-grained access control frameworks need to be 
applied. It is considered less secure than the private cloud. 
Some good examples are Dropbox, Amazon EC2, Microsoft 
Azure [1] [4]. 

3) Hybrid cloud: Model given in Fig. 3 is a combination 
of public and private cloud servers where both works 

individually but unitedly. The deployment of this model 
combines the benefits of both the models and multiple cloud 
services can be used. This model is highly advantageous to e-
health and plays an important role in integration, composition 
and organizational impact and housing big medical data. 
Health care providers that have restricted and limited 
resources can easily deploy this model which makes use of 
third-party services. There is a huge importance of hybrid 
cloud in health care but at the same time there is a need of 
effectively implementing hybrid cloud in e-health as it has 
trust and confidentiality issues because of the public part. An 
important example is Rackspace [1] [7]. 

 
Fig. 2. Public Cloud. 

 
Fig. 3. Hybrid Cloud. 
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V. PRIVACY AND SECURITY REQUIREMENTS 
It is a known fact that transition of conventional health 

care systems to e-health care has brought with it a lot of 
benefits and has made health care systems easier and 
affordable but there are a lot of challenges associated with it 
like confidentiality, privacy and security of patients’ records. 
Cloud computing is highly acceptable in digital technology 
which is being used in the healthcare industry extensively [8]. 
In order to increase the confidence of patients and 
organizations, the cloud service providers and other 
government organizations have formulated a range of security 
measures and guidelines. Cloud servers have been broadly 
classified into three categories: trusted, semi-trusted, and 
untrusted. A trusted server can be defined as the one that can 
be trusted completely. It doesn't lead to any information leak 
and threats to the health data. Semi trusted servers are those 
that are considered to be honest but curious servers. They 
conspire with malicious users to acquire health data. Untrusted 
servers cannot be trusted and are highly vulnerable to attacks. 

In e-health system there is a need of security and privacy 
in the following ways: 

1) Data integrity: It is a mechanism which ensures health 
data is not being altered by an unauthorized entity. 

2) Data confidentiality: It is a mechanism which ensures 
that the sensitive health information does not reach 
unauthorized users. Data confidentiality is achieved by data 
encryption. 

3) Authenticity: It is a mechanism that ensures sensitive 
health data is accessed by only authorized and authentic 
authority. 

4) Accountability: It is a mechanism to justify the actions 
and decisions of organizations and individuals. 

5) Audit: It keeps the track of any kind of activity on the 
health data and is continuously monitored and protected. It 
also ensures data privacy and security. 

6) Non-repudiation: It refers to the sender and receiver’s 
non denial of authenticity. It means, neither patients nor 
doctors can repudiate health data after its theft. 

7) Anonymity: It is a mechanism which keeps the identity 
of the users anonymous so that the cloud servers are unable to 
access the stored health data. 

VI. CONCLUSION 
The security and privacy of patient data in e-Health 

systems is quite a demanding task. Researcher is being carried 
out internationally to provide and protect the Electronic Health 
Records (EHR) data. To mitigate the hurdles of security and 
privacy challenges, it is essential for health organizations to 
migrate from the traditional e-Health systems to the advanced 
cloud-based e-Health systems. While migration towards the 
cloud-based infrastructure protects the patient data in EHRs to 
a larger extent, it, however, does not guarantee the full-proof 
security and protection against data theft and other type of 

threats and vulnerabilities. An in-depth analysis has been done 
in this perspective. Firstly, an attempt has been made to 
understand the requirement of shifting from traditional e-
Health systems to cloud-based infrastructure. A survey has 
been carried out to highlight the privacy and security 
considerations prevalent in the cloud-based e-Health systems 
[8]. More than 30 research papers were analyzed to highlight 
the underlying security and privacy issues in various cloud-
based e-Health systems across the globe. Some security 
techniques with their pros and cons have also been presented. 
Finally, some recommendations have been made for enhanced 
privacy and protection in the cloud-based e-Healthcare 
infrastructure. For the future research, we are looking forward 
to exploring the state-of-the-art techniques for preserving 
privacy especially in terms of EHR data in the cloud 
infrastructure scenarios. 

VII. FUTURE DIRECTIONS 
There has been a tremendous development and progress in 

security and privacy in e-health clouds. Still, there is a need to 
enhance and enforce certain security and privacy measures in 
the e-health system. This can be done by enhancing and 
maintaining efficiency of all the initiatives regarding security 
and privacy. 

Some of the strategies for security purpose in e-health are 
mentioned below: 

1) Auditing is the first thing in assuring security and 
privacy in e-health. This approach greatly helps in locating 
and identifying any kind of wrongdoing in the e-health 
system. Hence, auditing can be regarded as a new research 
direction for e-health. 

2) Encryption schemes can also help in achieving security 
and privacy. Encrypting information that has the data 
regarding e-health users will in no way lead to insecurity of 
data. This is an excellent procedure as the other parts of 
information remain unencrypted. 

3) RBAC is a model that has been put into use in order to 
address the issues of security and privacy in e-health. Also, 
Attribute Based Access Control (ABAC) model is widely used 
to ensure remarkable scalability and flexibility for 
authorizations and authentications. 

4) Attribute Based Encryption (ABE) is an exceptional 
way to ensure privacy in e-health. But the performance is 
affected while decrypting data because of bi-linear pairing 
operations. These bi-linear operations require a solution to 
strengthen the efficiency of ABE. 

5) General enforcement needs to be adopted to ensure 
privacy. Privacy must be incorporated in e-health that benefits 
all the parties. Also, research must be done to know about the 
security and privacy violations. 

6) Most of the solutions adopted RBAC, MAC, and DAC. 
These models can ensure better results of security and privacy 
when applied collectively or hybridized into a single model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

489 | P a g e  
www.ijacsa.thesai.org 

REFERENCES 
[1] N. A. Azeez, & C. V. der Vyver, (2018). Security and privacy issues in 

e-health cloud-based system: A comprehensive content analysis. 
Egyptian Informatics Journal. doi:10.1016/j.eij.2018.12.001. 

[2] C. B. Pheng, K.H. Yeh, & H. Xiong, (2020). Security and Privacy in 
IoT-Cloud-Based e-Health Systems—A Comprehensive Review. 
Symmetry, 12(7), 1191. doi:10.3390/sym12071191 XX. 

[3] S. Aqeel et.al(2021).A Review of the State of the Art in Privacy and 
Security in the eHealth Cloud, 
Doi:/10.1109/ACCESS.2021.3098708,IEEE Access. 

[4] Y. Al-Issa, M. A. Ottom, & A. Tamrawi, (2019). eHealth Cloud Security 
Challenges: A Survey. Journal of Healthcare Engineering, 2019, 1–15. 
doi:10.1155/2019/7516035. 

[5] L. Leung, & C. Chen, (2019). E-health/m-health adoption and lifestyle 
improvements: Exploring the roles of technology readiness, the 
expectation-confirmation model, and health-related information 
activities. Telecommunications Policy. doi:10.1016/j.telpol.2019.01.005. 

[6] M. H. da Fonseca, (2021). E-Health Practices and Technologies: A 
Systematic Review from 2014 to 2019 ,doi:. https://doi.org/10.3390/ 
healthcare9091192. 

[7] H. Kunwal, B. H. Malik, A. Saeed, H. Mushtaq, H. B. Cheema, F. 
Mehmood, (2017). “Medicloud: Hybrid Cloud Computing Framework 
to Optimize E-Health Activities”, (IJACSA) International Journal of 
Advanced Computer Science and Applications, Vol. 8, No. 9, 2017. 

[8] S. Chenthara, K. Ahmed, H. Wang, F. Whittaker (2019), “Security and 
Privacy-Preserving Challenges of e-Health Solutions in Cloud 
Computing”, IEEE, 2019. 

[9] D. K. Yadav, S. Behera, (2020). “A Survey on Secure Cloud-Based E-
Health Systems”,: doi: 10.4108/eai.13-7-2018.163308. 

[10] H. A. Al Hamid, S. M. M. Rahman, M. S. Hossain, A. Almogren, and A. 
Alamri, “A security model for preserving the privacy of medical big data 
in a healthcare cloud using a fog computing facility with pairing-based 
cryptography,” IEEE Access, vol. 5, 2017. 

[11] N. Koblitz and A. Menezes, “Pairing-based cryptography at high 
security levels,” Cryptography and Coding, vol. 3796, pp. 13–36, 2005. 

[12] J. Voris, J. Jermyn, A. D. Keromytis, and S. J. Stolfo, “Bait and snitch: 
defending computer systems with decoys,” in Proceedings of the Cyber 
Infrastructure Protection Conference, Strategic Studies Institute, 
Arlington, VA, USA, September 2013. 

[13] S. P. Karekar and S. M. Vaidya, “Perspective of decoy technique using 
mobile fog computing with effect to wireless environment,” 
International Journal of Scientific Engineering and Technology 
Research, vol. 4, no. 14, pp. 2620–2626, 2015. 

[14] J. Shropshire, “Extending the cloud with fog: security challenges & 
opportunities,” in Proceedings of the Americas Conference on 
Information Systems, AMCIS 2014, Savannah, GA, USA, August 2014. 

[15] K. Manreet and B. Monika, “Fog computing providing data security: a 
review,” International Journal of Computer Science and Software 
Engineering, vol. 4, no. 6, pp. 832–834, 2014. 

[16] M. Marwan, A. Kartit, and H. Ouahmane, “Protecting medical data in 
cloud storage using fault-tolerance mechanism,” in Proceedings of the 
2017 International Conference on Smart Digital Environment, pp. 214–
219, Rabat, Morocco, July 2017. 

[17] A. Shamir, “How to share a secret,” Communications of the ACM, vol. 
22, no. 11, pp. 612-613, 1979. 

[18] A. Galletta, L. Bonanno, A. Celesti, S. Marino, P. Bramanti, and M. 
Villari, “An approach to share MRI data over the Cloud preserving 
patients’ privacy,” in Proceedings of the 2017 IEEE Symposium on 
Computers and Communications (ISCC 2017), pp. 94–99, Heraklion, 
Greece, July 2017. 

[19] E. Alexander and Sathyalakshmi, “Privacy-aware set-valued data 
publishing on cloud for personal healthcare records,” in Artificial 

Intelligence and Evolutionary Computations in Engineering Systems, 
pp. 323–334, Springer, Berlin, Germany, 2017. 

[20] L. Sweeney, “Achieving k-anonymity privacy protection using 
generalization and suppression,” International Journal of Uncertainty, 
Fuzziness and Knowledge-Based Systems, vol. 10, no. 5, pp. 571–588, 
2002. 

[21] M. Terrovitis, N. Mamoulis, and P. Kalnis, “Privacy-preserving 
anonymization of set-valued data,” Proceedings of the VLDB 
Endowment, vol. 1, no. 1, pp. 115–125, 2008. 

[22] M. B. Smithamol and S. Rajeswari, “Hybrid solution for privacy-
preserving access control for healthcare data,” Advances in Electrical 
and Computer Engineering, vol. 17, no. 2, pp. 31–38, 2017. 

[23] V. Goyal, O. Pandey, A. Sahai, and B. Waters, “Attributebased 
encryption for fine-grained access control of encrypted data,” in 
Proceedings of the 13th ACM Conference on Computer and 
Communications Security, 2006, pp. 89–98, Alexandria, VA, USA, 
October 2006. 

[24] B. Dhivya, S. P. S. Ibrahim, and R. Kirubakaran, “Hybrid cryptographic 
access control for cloud based electronic health records systems,” 
International Journal of Scientific Research in Computer Science, 
Engineering and Information Technology, vol. 2, no. 2, 2017. 

[25] K. Shah and V. Prasad, “Security for healthcare data on cloud,” 
International Journal on Computer Science and Engineering (IJCSE), 
vol. 9, no. 5, 2017. 

[26] S. Supriya and S. Padaki, “Data security and privacy challenges in 
adopting solutions for IOT,” in Proceedings of the 2016 IEEE 
International Conference on Internet of Cings (iCings) and IEEE green 
Computing and communications (GreenCom) and IEEE cyber, Physical 
and Social Computing (CPSCom) and IEEE Smart Data (SmartData), 
pp. 410–415, Chengdu, China, 2016. 

[27] H. Lohr, A.-R. Sadeghi, and M. Winandy, “Securing the ¨ e-health 
cloud,” in Proceedings of the ACM international conference on Health 
informatics—IHI’10, pp. 220–229, Arlington, VA, USA, November 
2010. 

[28] J. L. Griffin, T. Jaeger, R. Perez, R. Sailer, L. Van Doorn, and R. 
Caceres, “Trusted virtual domains: toward secure dis- ´ tributed 
services,” in Proceedings of the 1st IEEE Workshop on Hot Topics in 
System Dependability (HotDep’05), pp. 12–17, Yokohama, Japan, June 
2005. 

[29] M. Kumar, M. Fathima, M. Mahendran, 2013, “Personal health data 
storage protection on cloud using MA-ABE”, Int J Comput Appl 
2013;75(8):11–6. 

[30] H. Zhu, R. Huang, X. Liu, H. Li, SPEMR: A new secure personal 
electronic medical record scheme with privilege separation. In: 2014 
IEEE International Conference on Communications Workshops (ICC), 
Sydney, NSW, Australia, 2014, pp. 700–705. 

[31] M. S. Shin, H. S. Jeon, Y. W. Ju, B. J. Lee, & S. P. Jeong, (2015). 
Constructing RBAC Based Security Model in u-Healthcare Service 
Platform. The Scientific World Journal, 2015, 1–13. 
doi:10.1155/2015/937914. 

[32] N. A. Azeez, A. A. Lasisi, 2016. Empirical and statistical evaluation of 
the effectiveness of four lossless data compression algorithms. Nigerian 
J Technol Dev 2016;13 (2):64–73. 

[33] M. Simplicio, L. Iwaya, B. Barros, T. Carvalho, M. Naslund, 2015, 
SecourHealth: a delay tolerant security framework for mobile health 
data collection. IEEE J Biomed Health Inform 2015;19(2):761–72. 

[34] M. Barua, R. Lu, X. Liang, X. Shen, 2011. PEACE: An Efficient and 
Secure Patient Centric Access Control Scheme for eHealth Care System. 
In: The First International Workshop on Security in Computers, 
Networking and Communications, Shanghai, China, 2011, pp. 970–975. 

[35] L. Guo, C. Zhang, J. Sun, Y. Fang, 2012. PAAS: A Privacy-Preserving 
Attribute-based Authentication System for eHealth Networks. In: 2012 
32nd IEEE International Conference on Distributed Computing 
Systems,Macau, China, 2012, pp. 224–233. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

490 | P a g e  
www.ijacsa.thesai.org 

Identification of Retinal Disease using Anchor-Free 
Modified Faster Region 

Arulselvam.T1, Dr.S. J. Sathish Aaron Joseph2 
(Reg No. BDU2120412778809) Research Scholar in Computer Science, J.J college of Arts and Science (Autonomous) 

Sivapuram Post, Pudukkottai (Affilated to Bharathidasan University, Tiruchirapalli), Tamil Nadu, India1 
Assistant Professor and Research Advisor in Computer Science,(Ref.No:05526/Ph.D.K 10/Dir/Computer Science/R.A) P.G and 
Department of Computer Science, J.J.College of Arts and Science (Autonomous), Sivapuram, Pudukkottai, Tamil Nadu, India2 

 
 

Abstract—Infections of the retinal tissue, as well as delayed or 
untreated therapy, may result in visual loss. Furthermore, when 
a large dataset is involved, the diagnosis is prone to inaccuracies. 
As a consequence, a completely automated model of retinal 
illness diagnosis is presented to eliminate human input while 
maintaining high accuracy classification findings. ODALAs 
(Optimal Deep Assimilation Learning Algorithms) are unable to 
handle zero errors or covariance or linearity and normalcy. 
DLTs (Deep Learning Techniques) such as GANs (Generative 
Adversarial Networks) or CNNs might replace the numerical 
solution of dynamic systems (Convolution Neural Networks), in 
order to speed up the runs. With this objective, this study 
proposes a completely automated multi-class retina disorders 
prediction system in which pictures from the Fundus image 
dataset are upgraded using RSWHEs (Recursive Separated 
Weighted Histogram Equalizations) to boost contrast and noise is 
eliminated using the Wiener filter. The improved picture is used 
for segmentation, which is done using clustering and the 
optimum threshold. The suggested EFFCM is used for clustering 
(Enriched Fast Fuzzy C Means). The suggested AOO (Adaptive 
optimum Otsu) threshold technique is used for clustering and 
picture optimal thresholding. This work suggests AMF-RCNNs 
(anchor-free modified faster region-based CNNs) that integrate 
AFRPNs (anchor free regions proposal generation networks) 
with Improved Fast R-CNNs into single networks for detecting 
retinal issues accurately. The performances of Accuracy is 
98.5%, F-Measure is 96.5%, Precession is 99.2% and different 
Subset features are 98.5 % show better results when compared 
with other related techniques or models. 

Keywords—Retinal disease; fundus image dataset; contrast 
enhancement; segmentation; Fast Fuzzy C Means; adaptive 
optimal OTSU; faster region-based convolutional neural network 

I. INTRODUCTION 
Human’s vision is a crucial sense and lack of which 

impacts independence and productivities in humans. Retinal 
illnesses affect millions of humans resulting in visual losses 
when not identified or treated in early stages of vision loss. 
DRs (Diabetic retinopathies), glaucoma and other eye defects 
are macular degenerations which crop up as humans age [1] 
where early therapies can arrest or eliminate the disease’s 
progressions. Despite the fact that there are many hospitals 
and eye clinics in India's cities, the doctor-to-patient ratio 
remains low. There is a paucity of both infrastructure and 
ophthalmologists in rural locations [2]. Even community 
outreach activities are hampered by a lack of qualified 
professionals in remote locations to appropriately assess 

patients. With advancements in technology and image 
processing, it is feasible to automate disease identification and 
refer patients to doctors for additional evaluation. 
Ophthalmologists can use retinal fundus imaging to diagnose 
retinal abnormalities. Early detection can boost treatment 
chances and avoid blindness [3]. 

Medical specialists can use retinal fundus images to 
identify retinal diseases including DRs and retinitis 
pigmentosa. Studies using MLTs (Machine learning 
techniques) have been recently focusing on identification of 
retinal disorders including DRs by categorizing fundus images 
based on extracted features [5]. The main aspire of this paper 
is to differentiate automatically abnormalities in the retina 
without segmentations or feature extractions from their images 
and use DLTs to automatically categorize retinal images as 
healthy or sick. Many of these models use the retinal picture to 
identify, extract, and evaluate disease-specific characteristics. 
This necessitates a thorough understanding of the illness as 
well as considerable work in developing the characteristics for 
the classifiers. Without being taught where to look, MLTs 
utilize data to uncover hidden patterns and have gained 
traction in disease diagnostics. These algorithms identify 
patterns and qualities in images at multiple levels and relate 
them to recognized disease classes. Guided learning have 
assisted in early detections and categorizations of eye 
disorders including cataract, conjunctivitis, and DRs. Various 
MLTs have been found equivalent to that of human specialists 
for certain eye conditions in studies. ANNs (Artificial 
Neuronal Networks) are mathematical models that reproduce 
neuronal organizations of cerebral cortex [6]. Layers of 
neurons make up NNs (Neural networks) and these layers are 
made up of fully connected 'nodes,' each with non-linear 
'activation functions,' which reduce errors in executions of 
GDs (gradient descents) using BPs (back propagations). 

Input layers are followed by one or more hidden layers 
where patterns are processed using system of weights 
'connections' for recognizing patterns. These hidden layers get 
connected to output layers, creating patterns of retinal images. 
Most ANNs include learning rules which alter weights of 
neurons in response to input patterns. A typical neural 
network, on the other hand, is incapable of analyzing patterns 
in different positions. Specifically, unlike traditional ANNs, 
the layers of DLTs, such as CNNs and DNNs (Deep Neural 
Networks) [7], contain neurons organized in three dimensions: 
width, height, and depth. Certain neurons may sense the 
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margins while others detect the centre. Using a certain stride 
and ensuring that various neurons acquire distinct data on 
pattern localization. Thus, unlike standard NNs, these 
networks learn more about patterns in images instead of plain 
detections. Information obtained by first layer's neurons is 
forwarded to corresponding hidden layers, with neurons 
contributing vital information about distinct image parts. The 
last layers use multi-class classification functions that count 
number of units as output class counts. This research work’s 
contributions include developing DLTs based on CNNs for 
identifying retinal eye diseases from fundus images and are 
listed below: RSWHEs are used to boost the contrast of input 
pictures. Detecting diabetes-related eye disorders areas early 

and automatically using cluster-based segmentation is a 
difficult challenge. The EFFCM-based approach was applied 
in the described methodology for disease area localization. 
The findings suggest that combining EFFCM with AOO leads 
in accurate localization of the afflicted regions, ensuring exact 
illness detection in an automated way. 

The motivation suggested AMF-RCNNs can identify 
illness symptoms, including early warning indications, and 
have no difficulty learning to recognize an image of a healthy 
eye. Finally, we compared the strategy to the most recent 
cutting-edge methodologies and obtained better performance 
results. 

 
Fig. 1. Examine Method Smart Art. 

The overall research technique displayed in Fig. 1, 
research work summarizes various DLTs techniques applied 
for detection and classification of eye diseases (Section II). 
Implementation methodology describes the clustering method 
and proposed classification method for classifying the retinal 
disease (Section III). Then the results of the experiment with 
discussion is projected in experimental and results (Section 
IV). Finally concludes the paper with future study in 
conclusion and future work (section V). 

II. RELATED WORK 
 This section provides a thorough examination of the 

principles and applications of DLTs in retinal image 
processing. Machine learning, particularly DLTs, has lately 
been successfully utilized in this field. This section examines 
current developments in DLTs approaches for retinal image 
processing. Pan et al. [8] use DLTs to identify and categorize 
DRs Lesions in pictures of FFAs (fundus fluoresce in 
angiographies) by comparing three CNNs: DenseNet, 
ResNet50, and VGG16. In [9] developed a DLTs-based DC-
Gnets (disc cup segmentation glaucoma networks) for 
glaucoma diagnosis using structural characteristics like cup-
to-disc ratios, probability scales of disc damages, 
inferior/superior nasal temporal regions using RIM-One and 
Drishti-GS datasets for segmentations. In [10] present a 
method for detecting the existence of neovascularization that 
includes image resizes, filtering green channels, Gaussian 
filters, and morphological methods like erosions and dilations 
in processing of images. The several layers of CNNs were 
employed and modelled combined in a VGG-16 net 
architecture for classification. The method was tested and 
trained on over 2200 photos from the Kaggle database. In [11] 
suggested a two-stage approach for detecting and localizing 

the optic disc before classifying it as healthy or glaucomatous. 
The first stage utilizes Regions of CNNs to locate and extract 
optic discs from fundus images while in the second stage 
DCNNs (Deep CNNs) classify extracted discs as healthy or 
glaucomatous. Unfortunately, none of the publicly obtainable 
retinal fundus image datasets could provide much needed 
bounding boxes localization of discs. 

In [12] offered modified U-Net topologies that included 
block squeeze and excitations as well as usages of attention 
gates in datasets to segment demarcation lines/ridges and 
vessels. These changes were verified and confirm by ROP 
experts. All three networks (AG U-Net, U-Net and SE U-Net) 
showed good results with ranges in the dice coefficients 
ranging from 1 to 6% for the HVDROPDB datasets. In [13] 
suggested architecture employs a dilated convolution filters to 
obtain bigger receptive fields, resulting in near-human 
accuracy in segmenting retinal blood vessels. The popular 
datasets were used to train the CNNs. In [13] introduced the 
DL-CAEF (DLT Assisted Convolution Auto-Encoders 
Frameworks) to diagnose glaucoma and recognize AVPs 
(Anterior Visual Pathways) from retinal fundus pictures. In 
[15] identified CWS, HE on retinal images using super 
iterative clustering approach which comprised of CNNs and 
encoders with encoder structures. To convert red, blue and 
green images into ideal grayscale images devoid of noises, 
FBMIR dataset’s data were combined with histogram filters 
and subsequently categorized using DALAs (deep assimilation 
learning algorithms). Through the investigation of retinal 
fundus color photographs, in [16] proposed presenting a 
mixture of losses in DNNs model to enhance recognition 
performances in biomedical data for classifiers. Table I show 
the literature review method with advantages and 
disadvantages. 

  

Related work Proposed 
Methodology 

Experimental results 
and discussion 

Conclusion and 
future work 
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TABLE I. THE LITERATURE REVIEW METHOD WITH ADVANTAGES AND DISADVANTAGES 

Authors Method Advantages Disadvantages Evaluation result 

Juneja et 
al., [9-8] DC-Gnet Reducing the computational 

complexity. 

It is susceptible to interference from uneven lighting in 
fundus pictures, resulting in low precision and poor 
robustness. 

Dice, Jaccard, and recall 
coefficients 

Bajwa et 
al., [10-11] Deep CNNs 

This strategy avoids the necessity 
for the creation of dataset-specific 
empirical or heuristic localizations.  

However, if glaucoma is detected early enough, it is feasible 
to delay the progression of the disease. 95% accuracy 

Agrawal et 
al., [12] 

U-Net 
architectures 

As a result, trained models were 
generic and robust to data 
fluctuations or heterogeneities. 

However, U-net-based segmented discs are extremely 
sensitive to segmentation accuracy, and even little errors in 
eye disease delineation can have a major impact on 
diagnosis. 

AUC obtained for all three 
networks was above 0.94, 
AG U-Net sensitivity of 
96% and specificity of 89%  

Biswas et 
al., [13] CNNs Obtaining appropriate contexts for 

items extending beyond filter sizes 

However, because to the convolutional filters' restricted 
receptive field, this approach frequently fails to effectively 
segment the retinal blood vessels and introduces extra noise. 

AUC) of 0.9794 and an 
accuracy of 95.61% 

Saravanan 
et al.,[14] 

DL-CAEF 
and CNNs 

It used multi-model learning for 
reducing image reconstructions or 
classification errors. 

However, if ambient light enters the picture as it is being 
captured, it might appear brighter than the optic disc. IOU greater than 50% 

Sikkandar 
[15] DALA 

The ability to learn discriminative 
depiction of eye illness performed 
much better. 

However, there may be additional bright areas in the picture 
owing to illness or poor image capture settings, which can 
impair the DALA method's efficacy. 

accuracy ratio of 98.5%  

III. PROPOSED METHODOLOGY 
The suggested AMF-RCNN for classifying retinal fundus 

pictures was examined. BDR Backgrounds for PDR stands for 
Proliferative DRs, CRVOs stand for Central Retinal. 

Vein Occlusions, CNVs stand for Choroidal Neo-
vascularizations, HISTs stands for Histoplasmoses, and 
Normal stand for Normal eyes. Fig. 2(a) depicts the normal 
anatomical features of the retina, whereas Fig. 2(b) depicts an 
eye illness complication in a retina. 

In Fig. 3 depicts the broad framework of the primary 
sequential procedures for classifying DR pictures in the 
suggested technique. To begin, DR pictures were acquired, 

graded, and tagged. The STARE (Structured Analysis of the 
Retina) web-database was used to obtain the dataset. The 
collection contains 400 raw funduscopic pictures from various 
instances, including 13 illnesses and normal cases [17]. After 
that, the appropriate image pre-processing techniques were 
used to capture images for better training for the planned 
learning. The improved picture is used for segmentation, 
which is done using clustering and the optimum threshold. 
The suggested method gathered features from multiple sample 
photos with ground truth labels and automatically changed its 
hyper parameters to get the greatest classification accuracy. 
The identification outcome might help ophthalmologists 
decide whether or not to refer patients. 

 
(a)  

(b) 
Fig. 2. (a) The Normal Anatomical Structures of the Retina. (b) Illustrates a Complication of Eye Disease in a Retina: A. Microaneurysms, Narrow Bulges 

(DRs), B. Optic Nerve Damage (Glaucoma), C. Exudates with Retinal Thickening (Diabetic Macular Edema), D. Degeneration of Lens (Cataract) [4]. 

 
Fig. 3. The General Framework of Proposed Methodology. 

Classification of segmented image and disease detection 

AMF-RCNN 

Segmentation of retinal image 

Clustering using EFFCM  
 

Segementaion of clustered image 
using AOO thersholding  

Input fundus image database 

Noise removal using wiener filter Contrast improvement using 
RSWHE  
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A. Image pre-processing 
The suggested approaches aid in the identification of eye 

diseases by enhancing picture quality and clarity. Here, two 
ways for improving the contrast and quality of retina fundus 
pictures have been developed: RSWHEs boost picture 
contrast, whereas Wiener filters reduce noise. RSWHEs: 
RSWHEs work by recursively segment input histograms into 
sub-histograms and modify sub-histograms with weights 
based normalized power law function procedures and 
histogram equalizations on weighted sub-histograms 
separately. It improves the contrast of a picture in three phases 
[18]: First, take the picture I and calculate the histogram H(I), 
which is then split into the number of sub-histograms. A 
second histogram weighting is used to modify the sub-
histograms using a normalized power law. Finally, histogram 
equalization is performed, in which the weighted sub-
histograms are equalized separately over the modified sub-
histograms. Wiener filters: Wiener filters are non-adaptive 
additional predefined patterns that incorporate linear 
approximations of predicted signal organization on or after a 
non-adaptive extra predetermined pattern. A typical Wiener 
filter is a convolution filter that computes the shape and size 
of the neighborhood using only a frame. It may be more 
effective to filter with more really large Viennese masks and 
fewer blurry masks. A fundus photograph of size (ij) must 
have each pixel representing the strength of a single stationary 
point in front of the camera. The Wiener filter is used to 
remove noise from a signal that has been tampered with by 
statistical analysis. The Wiener filter is a type of filter that is 
used to reduce assuming that signal and noise processes are 
second-order picture derivates. Consider the following 
equation-1 to demonstrate and transform to 2D: 

𝑜𝑏(𝑖, 𝑗) = 𝑖𝑟(𝑖, 𝑗) ∗ 𝐼(𝑖, 𝑗) + 𝑢𝑛(𝑖, 𝑗)           (1) 

Where * represents I is the unknown real ovarian cyst 
picture with ij pixel value, ir is the impulse response of a 
linear, time-invariant filter, un is incremental unknown noise 
independent of I, and ob is the observed image. Then, as given 
in equation-2, a de-convolution filter dc must be found to 
evaluate I: 

𝐼(𝑖, 𝑗) = 𝑑𝑐(𝑖, 𝑗) ∗ 𝑜(𝑖, 𝑗)             (2) 

where 𝐼  indicates the value of 𝐼  that reduces the mean 
square error. The transition function of 𝑇𝑟, in the frequency 
domain, given in equation-3, 

𝑇𝑟(𝑥,𝑦) = 𝑖𝑟∗(𝑥,𝑦)𝑃𝑆(𝑥,𝑦)
|𝑖𝑟(𝑥,𝑦)|2𝑃𝑆(𝑥,𝑦)+𝑁𝑆𝑃(𝑥,𝑦)

            (3) 

Tr (x,y) is the Fourier transform of the probability mass 
equation, PS is the power spectrum of the signal process used 
to acquire the Fourier transform of the signal collinearity, and 
NSP(u,v) is the power spectrum of the noise (N) practise 
acquire by generating the Fourier transform of the noise 
autocorrelation. 

B. Segmentation Process using EFFCM Clustering and 
AOO Method 
The improved picture is used for segmentation, which is 

done using clustering and the optimum threshold. The 
suggested EFFCMC Algorithm is used for clustering, while 
the proposed AAO threshold with ALOs is used for optimum 
thresholding (Ant Lion Optimizations). Real-time photos are 
used to collect materials for processing. FCMC is a widely 
used approach for picture segmentation since it is more 
efficient than other machine learning algorithms. The biggest 
disadvantage of this approach was its slowness. The Fast 
Fuzzy C Means Clustering technique was applied to increase 
the speed of this technique. The primary distinction in this 
approach was that an image histogram was employed instead 
of raw picture pixels. The objective function OF of the Fast 
Fuzzy C Means Clustering method is given by, 

𝑂𝐹 = ��ℎ𝑖𝑠𝑡𝑖 ∗ 𝜇𝑖𝐶 ∗ 𝑑𝑖𝑠(𝑖,𝜃𝐶)
𝑐

𝐶=1

𝑛

𝑖=0

 

Here, ℎ𝑖𝑠𝑡𝑖 refers to the histogram,𝜇𝑖𝐶 refers to the fuzzy 
membership between pixel 𝑥𝑖 and histogram of cluster with 
center 𝜃𝐶 , 𝑑𝑖𝑠(𝑖,𝜃𝐶) refers to the distance between pixel 
𝑥𝑖 , 𝑖 = 1,2, … ,𝑛,∀𝑛 = 255 and histogram of cluster with 
center𝜃𝐶 , Let 𝐶=1,2,...c represent each centroid. Then, the 
mean of the pixels in every centroid is given as 𝜈𝐶 . The 
mahalanob is distance between the data point 𝑥𝑖with each 𝜈𝐶is 
then calculate. This term is added to the objective function in 
the present EFFCMC plan. Thus, the new objective function is 
given as 

𝑂𝐹 = ��ℎ𝑖𝑠𝑡𝑖 ∗ 𝜇𝑖𝐶 ∗ 𝑑𝑖𝑠(𝑖, 𝜈𝐶)
𝑐

𝐶=1

𝑛

𝑖=0

∗ 𝑚𝑎ℎ𝑎𝑙𝑎𝑛(𝑥𝑖 , 𝜈𝐶) 

Otsu thresholds are common image segmentation 
techniques that use global thresholds to divide images into two 
categories: foreground and background. Pixel values in images 
are compared using thresholds. When values of pixels exceed 
threshold values they are classified as foregrounds; else they 
are classified as backgrounds. The initial threshold determines 
Otsu algorithm's efficacy. As a result, the authors suggest an 
adaptive Otsu thresholding method (AOTA) in which optimal 
threshold selection is performed using ALOs that adaptively 
select best starting threshold values. In this part, the variable 
threshold influences the AOTA output, and the goal of any 
optimizer is to find values for these variables that provide the 
best segmentation rate and accuracy. The Ant Lion Optimizer 
(AOO) is used to increase the performance of AOTA. AOO is 
a strategy that disallows the local minima and maxima in order 
to obtain an optimal solution. To compute the input for the 
AOO method, the ALO [17] algorithm is employed. The 
suggested algorithm AOTA system is adjusted utilizing the 
ALO optimizer using the provided fundus image pre-
processed data set. This raises the bar for learning from the 
model. ALO is used to modify the incidence of local minima 
and maxima. The AOTAs through ALOs is illustrated in 
Fig. 4. 
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Fig. 4. Flowchart of Proposed AOO Method. 

Early data quality segmentation is a necessary step since 
classifying early phases of eye illnesses includes uncertainties 
that govern disease predictions, and progressions caused by 
aspects of image data which necessitate strong models to 
reliably predict outcomes and the segmentation region of eye 
disease. In this study, AOO is used for segmentation with the 
weaker domain identification among the major four domains. 

Step 1. Initialize: random initialization of the positions of 
input variables of the features as Ant lion selected 
from preprocessed image dataset. 

Step 2. Calculate the cumulative total of a maximum number 
of iterations, where iteration represents the steps in a 
random walk. One matrix stores the position of each 
input's value. Another matrix stores the relevant 
objective values. Another matrix is generated in order 
to save the position and fitness value as accuracy. 

Step 3. Use a random threshold value to update the location 
of the input value. 

Step 4. Create Traps: Make two vectors, one with a 
minimum of all variables from a single input source 
and the other with a maximum of all variables from 
the same input source. This provides the input weight 
for the fitter for the intended output value. 

Step 5. Entrapment of Ants in Traps: If it gets fitter, replace 
the position of all input variables with the appropriate 
fit of the other input variables. 

Step 6. Finally, change the threshold value based on Ant 
Lion's location. 

Step 7. Rebuilding Traps: Check the termination 
requirements; if the termination conditions are met, 
return the ideal solution; otherwise, proceed to 
updating Ant Lion's location. 

Following inference is used to provide automated 
threshold selection for segmentation. Elitism, or remembering 
the best solution discovered, is an important feature of a 
nature-inspired algorithm that allows for the preservation of 
the best solution achieved at any point of the optimization 
process. The best result generated in each iteration is kept and 
considered Elite in this investigation. Because the Elite is the 
fittest output, it will influence the movements of all other 
variable thresholds throughout iteration. 

C. Eye Disease Image Detection Model using AMF-
RCNN Model 
As illustrated in Fig. 5, the proposed eye disease image 

detection model, AMF-RCNN, consists of eye disease images. 
Area of interest extraction network, a features extraction 
network, and an eye illness picture detection network are all 
examples of networks. To begin, CNNs are used to extract 
characteristics and get fusion features from an image of an eye 
ailment. Second, the AFRPN receives the fused feature map 
produce by the feature fusion methods and creates a series of 
eye sickness image suggestions. The top sorted are reduced to 
the similar size ROI vector using the ROI Align layer [12]. 
The classification layer predicts the image category of an eye 
condition, and the bounding box regression layer refines class-
specific suggestion box offsets, using these fixed vectors. 
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Fig. 5. Block Diagram of AMF-RCNN. 

Feature Extraction Network: Automatically extracting 
target features from eye disease pictures and integrating 
feature depiction and goal for "joint learning" were 
accomplished using the CNN-based approach. Depending on 
the optimization goal, the parameters of eye sickness picture 
features can be changed adaptively during network training. 
The feature extraction network is made up of four layers: 
convolution, pooling, activation, and feature fusion. In 
conclusion, the new feature fusion module creates a more 
compact feature map with strong semantic characteristics and 
fine-grained details ideal for micro item identification. 
AFRPNs are full convolution networks that enable compute 
sharing with multi-class detection networks. This tiny network 
employs a 33 spatial window on the input feature map, and the 
feature extract by every sliding window is translated to a 512-
dimensional feature vector using a 33kernel convolutional 
operation with 512 channels, which is then transmitted to two 
simultaneous complete convolutional networks. For 
classification, one branch generates two probabilities of being 
objects or not, while another generates four box coordinates 
for localizations. 

This study integrates AFRPN and modified Fast R-CNNs 
into one network, i.e. AMF-RCNN, to identify the multi-
categories eye illness picture, where AMF-RCNN is trained 
end-to-end via back-propagation and stochastic GDs (SGD), 
allowing for shared convolutional layers. Each SGD mini-
batch is created for AMF-RPN training from a single eye 
illness imaging image containing 256 data. Positive and 
negative samples are chosen at random for each mini-batch, so 
that the ratio of positive to negative samples is 1:1. The 
regression layers and classification start with a zero-mean 
Gaussian distribution with standard deviations of 0.01. 
Backward propagation occurs as normal, and the backward 
propagated signals for the shared convolutional layer originate 
from a mix of AFRPN loss and modified Fast R-CNNs loss. 
The fundus image scale varies substantially during the real eye 
disease detection procedure. The original quicker RCNN 
typically uses a set size for all training pictures. As a result, 
the generalization performance of object identification with 
varying sizes is low. This work employs multi-scale training; 

before being uploaded to the network, the photographs will be 
scaled at random. After that, the various scale photographs 
will be taught. For joint training, loss function LF is widely 
used. Furthermore, enhancing localization exactness can get 
better the overall finding rate of airports. As a result, we get 
better the classification loss, which is defined as the integral of 
the classification loss 𝐿𝑜𝑠𝑠𝑐𝑙under IoU threshold𝑡ℎ. The final 
loss function is: 

� 𝐿𝑜𝑠𝑠𝑐𝑙(𝑝𝑟𝑡ℎ, 𝑐𝑙𝑝𝑡ℎ)
100

50

≈ �
𝐿𝑜𝑠𝑠𝑐𝑙(𝑝𝑟𝑡ℎ, 𝑐𝑙𝑝𝑡ℎ)

𝑛
50

 

Where n = 4 , 𝑡ℎ ∈ {50,60,70,80} , the predicted 
probability of the final output of the network model is the 
average value of different thresholds. The feature map 
corresponding to the suggestion box is input to the full 
connection layer, and finally, output from two same output 
layers. One output is the set of predicted probabilities for the 
background and 𝑘classes objects, namely, =  (𝑝𝑟0, 𝑝𝑟1 ⋯𝑝𝑘), 
𝑐𝑙𝑝𝑡ℎrepresents the class prediction value when the threshold 
value is 𝑡ℎ. 𝑝𝑟𝑡ℎRepresents the prediction probability and𝑛is 
the equal number in definite integral interval. The final loss 
function can be rewritten as: 

𝐿𝐹(𝑝𝑟, 𝑐𝑙𝑝, 𝑣)  =  𝐿𝑜𝑠𝑠𝑐𝑙(𝑝𝑟, 𝑐𝑙𝑝)  + [𝑐𝑙𝑝

≥  1]
𝐿𝑜𝑠𝑠𝑐𝑙(𝑝𝑟𝑡ℎ, 𝑐𝑙𝑝𝑡ℎ)

𝑛
 

When many types of eye illness images are detected 
during the testing stage, duplicate boxes are frequently 
predicted for the same eye disease image. Traditionally, a 
recommendation box SB with the highest score is chosen, but 
its adjacent boxes are suppressed depending based on a preset 
overlap threshold If the suppressed boxes include extra items, 
however, the suppression will cause some items to be 
overlooked. To solve this problem, instead of forcing class 
scores to be zero, give them penalty weight. The following is 
an example of how a Gaussian penalty function (GPF) is used: 

𝐺𝑃𝐹 = 𝑐𝑠𝑖𝑒
−𝐼𝑜𝑈

(𝑆𝐵,𝑛𝑏𝑖)2
𝑡ℎ  
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image CNN 
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𝐼𝑜𝑈(𝐵𝐵,𝑛𝑏𝑖) =
𝑎𝑟𝑒𝑎(𝑆𝐵 ∩ 𝑛𝑏𝑖)
𝑎𝑟𝑒𝑎(𝑆𝐵 ∪ 𝑛𝑏𝑖)

 

Where𝑐𝑠𝑖 is the confidence score for the 𝑖 − th detection 
box, 𝐼𝑜𝑈(𝑆𝐵,𝑛𝑏𝑖) denotes IoU (Intersection over Unit) ratio 
between boxes with highest scores SB and their neighboring 
boxes 𝑛𝑏𝑖  and 𝑡ℎ  is thershold is set to 0.5. Following the 
above stages, sharper eye disease image identification results 
will be obtained. When we find multi-category pest items 
during the testing stage, duplicate boxes are frequently 
anticipated for the same bug. To suppress these redundant 
boxes, a class specific NMS is traditionally used: picking a 
bounding box with the highest score but suppressing its 
nearby boxes depending on a pre-defined overlap level (Dalal 
and Triggs, 2005). However, if the suppressed boxes include 
additional items, the suppression will result in some things 
being missed. To remedy this issue, we provide penalty 
weight to class scores instead of forcing them to be zero. A 
Gaussian penalty function is used specifically: 

𝑐𝑠𝑖 = 𝑒
𝐼𝑜𝑈(𝑆𝐵,𝑛𝑏𝑖)2

𝛿  

Where 𝛿 is set to 0.5 and after the above soft-NMS 
suppression method, can obtain finer eye disease detection 
results. 

IV. RESULTS AND DISCUSSION 
To validate the effectiveness of the proposed approach, the 

proposed AMF-RCNN method is used to identify eye diseases 
and is compared to several current detection methods based on 
CNNs [8, DL-CAEF [14], and ODALAs. The fundus pictures 
were arbitrarily divided into training (70%) and test (70%) 
(30%). There were 650 training photos and 280 validation 
images from five illness categories used. The results showed 
that the outputs provided by the proposed single CNNs model, 
which was meant to categorize pairs of distinct retina diseases 
BDRs (Background DRs), CRVOs CNVs, HISTs: PDRs: 
Proliferative DRs and Normal were accurate, sensitivity, and 
specificity. In the context of classification presentation, a true 
positive value (TP)" is a result that properly predicts the 
positive class. A true negative value (TN) is a result that 
forecasts the negative class appropriately. False negative (FN) 
and false positive (FP) values are used to reflect misclassified 
samples. Using accuracies, precisions, F1-scores, and MCCs 
as parameters (Mathew Correlation-coefficients), specificities, 
and sensitivities, their equations may be represented as 
follows: 

Accuracies of models show overall performances of 
models and computed by the formula given below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100 

Precisions are ratios of actual positive scores and positive 
predicted scores by classification models/algorithms. 
Precisions are computed by the following formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
∗ 100 

F1-scores are weighted measures of both recalls and 
precisions. They range between 0 and 1 where 1 implies good 
performances of classification algorithms while 0 stands for 
bad performances. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

 

MCCs are correlation coefficients between actual and 
predicted results. MCCs give resultant values between − 1 
and + 1. Where − 1 represents completely wrong predictions 
of classifiers while 0 implies classifiers generate random 
predictions and + 1 represents ideal predictions of 
classification models. The formula for calculating MCCs are 
given below: 

𝑀𝐶𝐶 =
𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁

�(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

Specificities are ratios of recently classified healthy people 
to total counts of healthy people. It implies the predictions are 
negative and persons are healthy. The formula for calculating 
specificity is given as follows: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
∗ 100 

Sensitivity is the ratio of recently classified heart patients 
to the total patients having heart disease. It means the model 
prediction is positive and the person has heart disease. The 
formula for calculating sensitivity is given below: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
∗ 100 

From Fig. 6, it gives the accuracy of proposed and existing 
models for the amount of features in a given database. The 
AMF-RCNN increases the accuracy while reducing the 
processing time. The AMF-RCNN attains the accuracy of 
98.5% compared to all other models since the high quality 
generated by the proposed AFRPN can be applied to improve 
the disease detection. The results of existing methods such as 
DL-CAEF, CNNs and ODALAs are 94%, 96% and 98% 
respectively. Thus the proposed algorithm is greater to the 
existing algorithms in terms of better good validation results 
for predicting DR disease. 

 
Fig. 6. Accuracy Performance of Methods on different Subsets of Feature. 
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Fig. 7. Precision Performance of Methods on different Subsets of Feature. 

From Fig. 7, it indicates the precision of proposed and 
existing models for the amount of features in a given database. 
As increasing the amount of features, the precision is also 
maximized. The AMF-RCNN attains a recall of 99.2%. This 
may be due to the benefit of our sample selection approach, 
which is based on an effective region of RFs and allows more 
tiny objects to participate in training the eye illness detection 
module. Existing approaches such as DL-CAEF, CNNs, and 
ODALAs achieve 93 per cent, 95 per cent, and 99 per cent 
accuracy, respectively. Existing approaches cannot yield good 
detection findings when blood vessels are thickly scattered. In 
comparison to these three approaches, the suggested method is 
capable of successfully overcoming blood vessel interference 
and obtaining the best eye disease detection result. 

From Fig. 8, it indicates that the F1-sore of proposed and 
existing models for the amount of features in given databases. 
While maximizing the amount of features, the f-measure is 
also maximized. For e.g., the AMF-RCNN provides an f-
measure of 96.5% compared to the all other models such as 
DL-CAEF, CNNs and ODALAs. The results of existing 
methods such as DL-CAEF, CNNs and ODALAs are 91%, 
95% and 96% respectively. The DL-CAEF approach clearly 
fails to capture the limits of the eye illness adequately, 
resulting in a fitted ellipse that deviates significantly from the 
ground truth. The CNNs approach is sensitive to weak edges 
and produces the lowest results for detecting eye diseases. The 
ODALAs approach detects the brightest section of the eye 
illness zone, resulting in incorrect detection findings. Instead, 
the suggested technique, which takes use of the deep features 
recovered from the pretrained AFRPN, is a smaller amount 
influenced by blurred eye disease borders and poor contrast 
and achieves the desired eye illness identification results. 

From Fig. 9, it indicates the MCC of proposed and existing 
models for the amount of features in a given database. As 
increasing the amount of features, the MCC is also 
maximized. For e.g., the AMF-RCNN attains a recall of 
98.5% compared to the DL-CAEF, CNNs and ODALAs. The 
performance of existing approaches is as follows, based on the 
examination of experimental findings. The available 

approaches are substantially hampered by the interference of 
lesions. When the intensities of the eye illness region and 
lesions are near, the system cannot identify them accurately. 
In comparison to the preceding techniques, the suggested 
method may resist the impact of lesion interference to a 
assured amount and take out the eye disease borders more 
precisely using an efficient clustering method. 

From Fig. 10, it indicates the recall of proposed and 
existing models for the amount of features in a given database. 
As increasing the amount of features, the recall is also 
maximized. For e.g., the AMF-RCNN attains a recall of 98% 
compared to the DL-CAEF, CNNs and ODALAs. By 
observing the results, the proposed method has attain alike 
results and is superior than the other methods, because of 
effective EFFCM and adaptive OTSU threshold with ALO 
segmentation method could achieve prior eye disease 
detection. 

 
Fig. 8. F1-score Performance of Methods on different Subsets of Feature. 

 
Fig. 9. MCC Performance of Methods on different Subsets of Feature. 
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Fig. 10. Specificity Performance of Methods on different Subsets of Feature. 

 
Fig. 11. Sensitivity Performance of Methods on different Subsets of Feature. 

From Fig. 11, it gives the accuracy of proposed and 
existing models for the amount of features in a given database. 
The AMF-RCNN increases the accuracy and attains the 
accuracy of 98% compared to DL-CAEF, CNNs and 
ODALAs. Thus the proposed algorithm is greater to the 
existing algorithms in terms of better good validation results 
for predicting DR disease. Because this proposed method 
tends to focus on detection efficiency with including the 
detection accuracy of targets, also benefiting by the feature 
fusion module. 

V. CONCLUSION AND FUTURE WORK 
In this work, we describe a novel unsupervised learning 

strategy for detecting eye diseases in retinal fundus pictures 
using AMF-RCNN and EFFCM-AOO segmentation. In 
addition, pay attention to the precise extraction of the illness 
region in the presence of vascular structures, lesion regions, 
and intensity in homogeneity. The EFFCM-AOO-based 
segmentation detection approach is used first to pre localize 
the eye disease region. On this premise, the AMF-RCNN 
model is developed to extract the correct optic disc area by 

including the deep features generated from pre-trained 
AFRPNs into the original framework. The experimental 
findings and quantitative analysis show that the suggested 
technique is capable of precisely detecting eye disease areas 
and outperforms several current methods. AMF-RCNNs have 
shown promising results in the identification of eye diseases, 
but the complexity of regulating is unknown and regarded a 
black box. In the future, for example, research should focus on 
fine-tuning the restrictions of the existing AMF-RCNN 
approach in order to improve classification efficiency. As a 
result, determining the efficient model and ideal values for the 
number of hidden layers and modules in various levels 
remains difficult. 
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Abstract—The challenge of proving autonomous landing in 
practical situations is difficult and highly risky. Adopting 
autonomous landing algorithms substantially minimizes the 
probability of human-involved mishaps, which may enable the 
use of drones in populated metropolitan areas to their full 
potential. This paper proposes an Unmanned Aerial Vehicles 
(UAV) vertical safe landing & navigation pipeline that relies on 
lightweight computer vision modules, able to execute on the 
limited computational resources on-board a typical UAV. In this 
work, a grid-based mask technique is proposed for selecting the 
safe landing zones where each grid is parameterizable based on 
the size of the UAVs, which is implemented using OpenCV. A 
custom trained YOLOv5 model is the underlying building block 
for safe landing algorithm which is trained for aerial views of 
pedestrians, cars & bikes to identify as obstacles. The nearest 
obstacle-free zone algorithm is applied over the YOLOv5 output 
where boundary box locations are identified using Hue 
Saturation Value (HSV) filtering and then split into grids for safe 
landing zones where maximum coverage is taken into account 
while analyzing each scene. It performs a 2-level operation to 
prevent collisions while descending at different altitudes. Since 
UAV is expected to be processing only at predetermined 
altitudes, which will shorten the processing time, generating a 
PID signal for UAV actuators to navigate to the required safe 
zone with utmost safety and accuracy. 

Keywords—Autonomous UAV system; computer vision 
algorithm; YOLOv5; safe landing site selection; Haversine 
equations 

I. INTRODUCTION 
Unmanned Aerial Vehicles (UAVs) is that uses navigation 

and control software powered by artificial intelligence (AI) and 
do not need a human pilot to fly them. These aircraft carry out 
activities and make decisions on their own, from takeoff and 
landing to conducting aerial site inspections and surveys. The 
utility of an autonomous UAV hinges on its ability to navigate 
with acceptable positional inaccuracy. The term "autonomous 
UAV" means a UAV that can fly without external guidance 
with help of onboard sensors and processors. The main 
problem is to build UAVs strong enough to fly independently 
and land safely in open fields without harming people, as in 
automated package delivery applications [17]. 

The law prohibits UAV operation over a crowd, but in 
practice, UAVs may fly over an unwary crowd, compromising 

people's safety in the event of a failure, such as a 
communication loss, a power shortage, or a human error. 
Providing every UAV with safety rules to prevent injuring 
people in an emergency and to select landing zones 
autonomously is vital. If every UAV had an emergency 
autonomous landing system [15], it would minimize harming 
people during drone accidents and enhance their urban 
deployment potential, especially in crowded circumstances. 

Different drones use obstacle avoidance sensors such as 
stereo vision, ultrasonic (Sonar), time-of-flight, lidar, infrared, 
and monocular vision, either singly or in combination, thus 
fusing data for complex computations [18]. The data from 
these numerous obstacle avoidance sensors is fed back to the 
flight controller, which further uses algorithms and software to 
detect obstacles. The role of the flight controller is diverse, one 
of which is the real-time processing of visual data from the 
environment that is scanned by the obstacle detection sensors 
that will be employed in our model. 

UAVs' limited processing capability owing to weight and 
battery power limits is one major challenge and developing 
UAV-compatible algorithms is difficult too. Also, Deep Neural 
Networks (DNNs) attaining state-of-the-art computer vision 
results demands a lot of processing resources for real-time 
operation. Utilization of single-stage object detection algorithm 
[8] like YOLOv5 along with OpenCV functions in the 
proposed architecture aids in surpassing the above concerns 
thus maximizing the desired outcome with minimal resources. 

This paper is organized as follows. Section II described the 
related work for this study. In Section III, a proposed 
architecture for autonomous UAV safe landing algorithm is 
discussed. Simulation results are described in Section IV and 
Section V concludes the paper. 

II. RELATED WORK 
Human recognition based on live input is crucial to the 

safety of autonomous UAV flying [1]. In order to avoid hurting 
people in the event of a failure, UAV safe landing demands 
that the UAV visually detect people [2] nearby the landing 
place; airspace above/near humans should be treated as a no-fly 
zone. Such detectors place a properly sized rectangular 
bounding box around each item they find on the image feed 
and assign it a discrete class label. 

*Corresponding Author. 
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Early deep neural techniques [3] on human detection 
employed CNNs or R-CNN [4] object detection architecture, 
achieves a high-quality externally offered recommendations to 
attain good performance. In later efforts [5], such YOLOv2, 
employ single-stage detectors model. While speed is 
significantly increased by these detectors end-to-end 
construction in comparison to Faster R-CNN, accuracy is 
slightly decreased [6]. RetinaNet [7] is a different single-stage 
detector with detection performance relatively as good as to 
two-stage methods. A Feature Pyramid Network acts as the 
backbone on top of a ResNet architecture. Two separate sub-
networks classify anchor boxes and modify values in relation 
to the default anchors. In this study [8], most effective model 
for identifying the kind of vehicle, each algorithm went 
through a training dataset of cars and then examined its 
performance. According to a study, YOLO v3 has advantages 
in detection speed while maintaining certain MAP i.e. 80.17% 
MAP (Mean Average Precision) surpasses competing 
approaches such as Faster R-CNN, SSD where frames per 
second (FPS) was more than eight times than that of Faster R-
CNN. In [9], the author has conducted an experiment to check 
the viability of utilizing object detection methods to identify 
safe landing spots in case the UAV suffers an in-flight failure 
and compared different versions of YOLO model and it shows 
that YOLOv5l algorithm outperforms YOLOv4 [11]and 
YOLOv3 in terms of accuracy of detection while maintaining a 
slightly slower inference speed also a light-weight algorithm to 
execute worry-free procedure for power-limited UAVs. 

This paper [10] inspired the idea of employing HSV color 
space masking to avoid water bodies and dense vegetation. 
This technique has no restrictions compared to prior studies. 
The aerial photos are segmented using color and texture cues to 
determine acceptable landing places. 

A. Motivation 
The abundance of commercial camera drones served as the 

motivation for this study. These drones are capable of "return 
to home" (RTH) and vertical landing. A number of 
environmental conditions, such as a sudden break in 
connection between the drone and the controller, instability 
brought on by a strong wind when the drone is in flight, or lack 
of power between drone parts, can cause emergencies. In this 
research, a model is employed for landing camera enabled 
drones securely without using a target as a reference landing or 
flying the drones back to their home location, which would be 
difficult and power intensive. A drone can do a vertical landing 
using the suggested architecture. According to the survey, 
YOLOv5 appears to be the most appropriate for real-time 
processing with a lightweight model for object detection in 
case of power-limited applications and using grid-based 
architecture maximizes the area coverage for site selection, as 
opposed to SLZ candidates, which are obtained as circular 
regions [15], where valuable portions of an obstacle-free zone 
may be missed. Our main objective was to offer most 
commercial drones a stable dynamic landing approach without 
the use of additional hardware or sensors. 

III. METHODOLOGY 
In this paper, an architecture is proposed for autonomous 

UAV safe landing algorithm. In the event when drone is unable 
to reach its home location due to low power or emergency, the 
purpose of our algorithm is to choose a safe landing zone 
inside populated areas so that it does not cause injury to any of 
the people within vicinity of drone and also minimal impact to 
the drone. Specifically, a UAV with a camera mounted on it is 
being considered. First, the camera is used to detect obstacles 
using YOLOv5 model. Second, the location of the closest safe 
landing zone is determined using grid-based architecture. 
These decisions are then relayed to the PID control block, 
which generates PID signals for the drone actuators so that 
they can navigate to the desired location as shown in Fig. 1. 

 
Fig. 1. Block Diagram of Overall Safe Landing Algorithm. 

A. Camera FOV Distance Calculation 
To calculate aerial view coverage of drone using fixed 

Field of View (FOV) camera is given below. 

tan �𝐹𝑂𝑉
2
� × 𝐷 × 2 = N             (1) 

The coverage, denoted by "N," is obtained by using the 
field of view (FOV) of the camera and the working distance of 
the drone, "D". Keeping image formats as 1:1 aspect ratio, this 
results in a 1:1 ratio for the working distance and coverage as 
shown in Fig. 2(a). The fundamental highlight is the ability to 
determine the coverage distance based on the height of the 
drone. Scene 1 in Fig. 2(b) indicates that level-1 operation is 
being considered at an altitude of 27 meters, and coverage is 
27m ×27m. Similarly, at level-2 operation at an altitude of 9m 
is considered will have a coverage of 9m×9m shown as scene 
2. The aforementioned equation (1) is verified using the 
practical specifications of a drone camera listed in Table I. 

B. Object Detection – YOLOv5 
Object detecting methods like the single-stage detectors 

YOLOv5 model are utilized to avoid people, cars, and bikes on 
metropolitan areas. This model is trained using VisDrone 
datasets [12] and the Stanford Drone Dataset (SDD) [13]. 
Basically, YOLO models have three architectural blocks [14]. 

• YOLOv5 Backbone: It is used to extract image 
features. YOLO v5 uses CSP (Cross Stage Partial 
Networks) to obtain useful features from an input 
image. 
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• YOLOv5 Neck: It is used to construct feature 
pyramids. Feature pyramids help scaling models 
generalize. It helps identify objects in different sizes 
and scales. Feature pyramids help models perform well 
on new data. FPN, BiFPN, and PANet use feature 
pyramids. PANet generates a feature pyramids network 
to aggregate features and passes it to Head for 
prediction. 

• YOLOv5 Head: Responsible for final detection. It 
employs anchor boxes to construct class probabilities, 
objectness scores, and bounding boxes. 

 
(a) 

 
(b) 

Fig. 2. (a) Drone Representation of Working Distance, (b) Working 
Distance Calculation. 

TABLE I. PARAMETERS FOR DRONE CAMERA 

Parameters Value 

Image sensor 1/4" 

Image format 1:1 aspect ratio (square) 

Image Pixel 1024x1024 

FOV 53° 

Focal length 3.2 mm 

working distance 27m 

Converge 27m x 27m 

C. Avoidance and Identification of Safe Landing Location 
The YOLOv5 output image is then provided to the 

avoidance system after object detection is done. Here, the 
image is converted to the HSV format in order to identify 
YOLO boundary boxes, green vegetation, water bodies such as 
pool, lake etc. HSV green threshold is then applied as a mask 
to represent the green vegetation and boundary boxes, while 
HSV blue represents the water bodies. The HSV range is fine-
tuned using threshold of dominant color of image. The area 
within the boundary boxes is filled to represent an obstacle and 
then the image is inverted to show obstacles as being black. 

The flow diagram as shown in Fig. 3, to determine the safe 
landing zone, a 3×3 grid is applied over the inverted image 
(scene-1), and at an altitude of 27 meters, each grid has a 
sufficient area of 9m×9m for level-1 operation as show in 
Fig. 2(b). After a set of safe landing zones (SLZ) are 
determined and stored in LUT for subsequent use. Therefore, 
the nearest safe landing area is considered. The geolocation is 
then determined by doing a pixel to distance mapping and then 
converting the distance to GPS coordinates. The PID control 
block receives these GPS coordinates and uses them to provide 
the necessary signals for the drone actuators to navigate to the 
specified safe landing site. After descending to 9m from an 
altitude of 27m, the above set of steps are repeated to locate a 
sub-zone for the drone to land securely. At altitude 9m with a 
3×3 grid applied over the scene-2, the drone still has a 
sufficient space of 3m×3m for each grid to land safely. This 
can be dynamically modified depending on the size or class of 
the drone. 

The below Table II shows that the algorithm is flexible 
enough to reconsider the decisions while descending to verify 
if the SLZ selected are truly obstacle free at lower altitudes. 

TABLE II. SAFE LANDING DECISION MODES 

Mode No. of SLZ27m 
(At level - 1) 

No. of SLZ9m 
(At level - 2) 

Response 

1 SLZ == 0 Don’t care TRAVERSE to New Site 

2 SLZ == 1 SLZ == 0 
ASCEND to Level -1; 
Then TRAVERSE to New 
Site 

3 SLZ > 1 SLZ == 0 
ASCEND to Level -1; 
Then TRAVERSE to Next 
nearest SLZ 

4 SLZ > 0 SLZ > 0 LANDING 

D. Pixel to GPS Coordinates 
• Considering the captured scene is of 1:1 aspect ratio 

selected for computation. Firstly, a distance of 27 
meters is mapped onto an image of 1024 pixels by 
using the map function in Python. Secondly, find the 
distance from the reference point (center of image) to 
the desired safe landing zone and calculate the 
destination GPS coordinate based on the distance to be 
travelled. 
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• For distance to GPS coordinates, GPRMC was utilized 
from the GPS NEMA sentence to obtain coordinates 
(longitude and latitude information) which decimal 
degree (DD) format.  

• The following formula can be used to convert GPS data 
in the form of degrees, minutes, and seconds (DMS) to 
signed decimal degree (DD). 

GPS coordinate = degrees + minutes
60

+ seconds
3600

           (2) 

The GPS waypoint distance is calculated using distance 
module in python using Algorithm 1. 
Algorithm 1 Distance to GPS coordinate Mapping 

Input: origin: latitude and longitude of current location  

 D: Distance from origin to detestation 

 sel: To select latitude or longitude  

 dir: Direction in either West/East or North/South 

Output:  

1: Find destination GPS coordinate lat2 or lon2. 

 2: Set radius of earth in km, radius = 6371 

 3: Compute central angle, c = D/radius of earth 

 4: if (sel is longitude) then 

5: Compute, 

𝑑𝑙𝑜𝑛 = 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 �cos−1 �1 −  
2 × tan�𝑐2�

2

cos(𝑙𝑎𝑡1)2 �1 + tan �𝑐2�
2
�
�� 

 6: if (dir == North) 

 7:  lon2 = dlon + lon1 

 8: else if (dir == South) 

 9:  lon2 = lon1 – dlon 

 10: coordinate = lon2 

 11: else if (sel is latitude) then 

 12: Compute, 

 𝑑𝑙𝑎𝑡 = 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 �cos−1 �1 −  
2 × tan�𝑐

2
�
2

�1+ tan�𝑐
2
�
2
�
�� 

 13: if (dir == East) 

 14:  lat2 = dlat + lat1 

 15: else if (dir == West) 

 16:  lat2 = lat1 – dlat 

 17:  coordinate = lat2 

10: return coordinate 

This algorithm is inspired using the Haversine equations 
[16]. This helps to create pre-defined points in grid to send 
drone to desired location as the scene captured is static. 

origin = [lat1, lon1]             (3) 

destination = [lat2, lon2]             (4) 

δlat = radian(lat1) − radian(lat2)            (5) 

δlon = radian(lon2)−radian(lat2)            (6) 

Using haversine formula, 

α = sin2(δlat/2)+ cos(lat1)∗cos(lat2)sin2(δlon/2);          (7) 

φ = 2 ∗atan�� 𝛼
1 − 𝛼

 �             (8) 

δ = radius ∗ φ              (9) 

 
Fig. 3. Functional Flow Diagram of Safe Landing Algorithm. 

E. Generate PID Signals 
The command to send the drone to the desired location is 

done using only roll (x) and pitch (y) parameters. The current 
GPS location is assumed and motor control command is 
initiated upon receiving the safe landing zone GPS coordinates 
as shown in Fig. 4. In practice, drone angle is calculated from 
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the gyro rates of the IMU sensor and sent to the PID module to 
check the angle error to be corrected in the (x,y) region and 
calculate motor input speed. Then, PWM signals sent to the 
appropriate drone motors to perform actions such as roll or 
pitch to cruise to the desired location until the GPS coordinates 
latitude and longitude matches with destination coordinates. 
Once the drone reaches the target point, it descends to level-2 
height (9m) and repeats the avoidance and location operation 
for scene 2. 

 
Fig. 4. Functional Flow Diagram of PID Control Block. 

IV. RESULTS 
Utilizing test datasets from VisDrone and SDD pictures as 

input feed, the proposed safe landing technique is simulated on 
PC. The following figures illustrate the intermediate results for 
achieving the safe landing control signals generated for the 
drone: 

A. Simulation Results of Avoidance and Safe Landing 
Location Algorithm 
The raw image is fed into YOLOv5 model such that the 

objects can be identified, and the output of YOLO is shown in 
Fig. 5 for the objects identified with boundary boxes(green). 

  
Fig. 5. YOLOv5 Output. 

In Fig. 6, it shows the output of YOLO is then converted 
from RGB to HSV image using OpenCV for further image 
processing. Later, to mask the range of green color a threshold 
set for HSV image to identify the YOLO’s Boundary boxes as 
well vegetation as shown in Fig. 6(b) where white indicates the 
masked colors which identifies the boundary boxes and 
vegetation locations within the captured scene. 

   
Fig. 6. (a) RGB to HSV Color Space (b) Identify Boundary Boxes. 

The next step is that identified contours of the boundary 
boxes are filled. Then image is inverted, such that to identify 
the obstacles in black color as shown in Fig. 7. 

  
Fig. 7. (a) Fill in Objects Identified (b) Invert Image. 

As shown in Fig. 8 the image is applied with grid such that 
to indicate each grid is sufficient area for drone to land in that 
select grid for safe landing area/zone. In this model, 3×3 grid is 
considered and size of each grid is dependent on the altitude of 
UAVs. At 27m altitude (level 1 scan), each grid will have as 
sufficient as 9m×9m grid space. And at 9m altitude (level 2 
scan), grid size of 3m×3m is given for safe landing zone. 
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Fig. 8. (a) Apply Grids (b) Safe Landing Zone. 

Each grid is split to identify if obstacles are present and is it 
safe to land. Here all the grids are taken individually and find if 
any obstacles are there by capturing the black pixels in each 
grid space and accordingly store all safe landing zones (SLZ) 
in LUT (Look-up-table). In Fig. 8(b) identifies the nearest SLZ 
indicated by blue spot which is the shortest distance from the 
reference point (red cross; resides at the center of image). 

B. Simulation Results of PID Control Signals 
The dimensions of image are taken as 1024 ×1024 and 

assuming that the drone is at 25m height and according to focal 
length to working distance ratio set to 1:1 ratio the Field of 
View will be 25m × 25m, and these values are mapped using 
map () function. A set of pre-defined values are given for 
roll/pitch angle (here, roll_angle = 12˚) which determines the 
speed of drone, and set until reaches destination waypoint. The 
below Fig. 9 shows output of each PID for drone motors i.e. 
roll (x) and pitch (y) plot which indicates that the drone will be 
navigated to desired safe landing zone location. 

  
(a) (b) 

Fig. 9. PID Control Signal – (a) x-axis(roll) (b) y-axis (Pitch). 

V. CONCLUSION 
In this paper, the proposed vision-based safe landing 

algorithm for UAVs intended for urban regions is simulated in 
Spyder IDE and has been verified using a real-life scene which 
is taken from SDD and VisDrone test datasets instead of a 
virtual environment. The custom YOLOv5 is trained for an 
aerial view of tiny objects such as humans, cars, and bikes and 
is carried out on a PC with an i9 processor and RTX 3060 GPU 
specification, which is identified successfully, especially for 
human detection. The grid-based decision nature of the 
algorithm for a safe landing will enable maximum coverage of 
area without missing valuable portions of obstacle-free zone. 

By feeding the real-life scenes, the model is verified and 
successfully works for all possible situations as shown in 
Table II where the algorithm is flexible enough to make re-
decisions if unexpected obstacles occur while descending. 

Since the YOLOv5 object detection model allows for the 
differentiation of objects, this model has a lot of potential for 
the future, as it can be implemented with a more intelligent 
system to choose and prioritize where the drone can land 
without creating any hazards to living beings. In addition, 
adequate data for tiny object detection allows the decision to be 
taken from higher altitudes, facilitating the selection of a 
suitable location for detection and landing. 
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Abstract—Outlier detection or simply the task of point 
detection that are noticeably distinct and different from data 
sample is a predominant issue in deep learning. When a 
framework is constructed, these distinctive points can later lead 
to model training and compromise accurate predictions. Owing 
to this reason, it is paramount to recognize and eliminate them 
before constructing any supervised model and this is frequently 
the initial step when dealing with a deep learning issue. Over the 
recent few years, different numbers of outlier detector algorithms 
have been designed that ensure satisfactory results. However, 
their main disadvantages remain in the time and space 
complexity and unsupervised nature. In this work, a clustering-
based outlier detection called, Random Projection Deep Extreme 
Learning-based Chebyshev Reflective Correlation (RPDEL-
CRC) is proposed. First, Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering model is designed. 
Here, by applying Gaussian Random Projection function to the 
Deep Extreme Learning obtains the relevant and robust clusters 
corresponding to the data points in a significant manner. Next, 
with the robust clusters, outlier detection time is said to be 
reduced to a greater extent. In addition, a novel Chebyshev 
Temporal and Reflective Correlation-based Outlier Detection 
model is proposed to detect outliers therefore achieving high 
outlier detection accuracy. The proposed approach is validated 
with the NIFTY-50 stock market dataset. The performance of the 
RPDEL-CRC method is evaluated by applying it to NIFTY-50 
Stock Market dataset. Finally, we compare the results of the 
RPDEL-CRC method to the state-of-the-art outlier detection 
methods using outlier detection time, accuracy, error rate and 
false positive rate evaluation metrics. 

Keywords—Outlier detection; clustering; Gaussian random 
projection; deep extreme learning; Chebyshev distance; temporal; 
reflective correlation 

I. INTRODUCTION 
Outliers are nothing but considered as data points or 

observations that plunge extraneous of an anticipated 
distribution or pattern and hence considered as the most-hottest 
topics as far as data mining is concerned. For example, if we 
were to perform data approximation with a Binomial 
distribution, then the outliers are the findings that do not 
emerge to go along with the pattern of a Binomial distribution. 
It discover anomalous data objects and are said to be of high 
use in several applications like detecting network intrusion, 
detecting fraudulent activities concerning credit card 

management, outlier detection in stock market to mention few. 
In the area of outlier detection, the ground truth is found to be 
seldom missing and hence machine learning techniques are 
extensively utilized in outlier detection research. 

Most of the prevailing research works concentrates on 
outlier detection for categorical or numerical attribute data. A 
fuzzy rough set (FRSs) was proposed in [1] to detect outlier in 
mixed attribute data based on fuzzy rough granules. Initially, 
the granule outlier degree (GOD) was designed with the 
objective of characterizing the outlier degree of fuzzy rough 
granules via fuzzy approximation accuracy. 

Followed by which, the outlier factor on the basis of fuzzy 
rough granules was designed by integrating GOD and 
respective weights to measure outlier degree of objects using 
fuzzy rough granules-based outlier detection (FRGOD) 
algorithm. With this both precision and recall were said to be 
improved. Despite improvement observed in terms of precision 
and recall, the time and space complexity were relatively high. 
To address on this aspect, Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering model is first 
designed and then the outliers are detected. With this process, 
the time and space complexity involved in outlier detection 
will be reduced to a greater extent. 

Iterative ensemble method with distance-based data 
filtering was proposed in [2] based on an iterative approach 
with the purpose of detecting outliers present in unlabeled data. 
The ensemble method was utilized in clustering the unlabeled 
data. Then, with the clustered data potential outliers were 
filtered in an iterative manner employing cluster membership 
threshold. This was performed in an iterative manner until 
Dunn index score for clustering was said to be maximized. 

On the other hand, the distance-based data filtering 
eliminated the prospective outlier clusters from post-clustered 
data on the basis of the distance threshold utilizing the 
Euclidean distance measure from majority cluster as filtering 
factor. With this the improvement were found to be observed in 
terms of both precision and f-score value. Despite 
improvement observed in terms of both precision and f-score, 
by detecting possible outlier clusters based on weighted 
method, the false positive rate can be reduced to a greater 
extent. With this objective, Chebyshev Temporal and 
Reflective Correlation-based Outlier Detection model is 
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designed so that using Chebyshev distance based temporal 
factor obtains highly correlated data points, therefore reducing 
the false positive rate to a greater extent. 

A. Objective and Contributions 
The main objective of this research is to propose a novel 

cluster-based outlier detection method that performs clustering 
process and outlier detection separately in a significant manner. 
This clustering-based outlier detection method addresses the 
limitations of the earlier outlier detection methods by its multi-
factor i.e., deep clustering and correlative outlier detection 
model. Further, the contributions of this paper include the 
following. 

• To propose a novel Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering algorithm to 
minimize a composite objective function, i.e., outlier 
detection time along with the improvement in error rate. 
The model minimizes the outlier detection time and 
reduces error rate during outlier detection via two 
different functions, Gaussian Random Projection and 
square gradient function. 

• To design a new Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection algorithm based on 
Chebyshev Temporal function and Reflective 
Correlative function that ensures accurate outlier 
detection. 

• The proposed Random Projection Deep Extreme 
Learning-based Chebyshev Reflective Correlation 
(RPDEL-CRC) method has provided improved results 
for outlier detection time, accuracy, error and false 
positive rate as performance evaluation measures. 

B. Organization of the Paper 
The rest of the paper is organized as: The discussion about 

the obtainable modern outlier detection techniques is presented 
in Section II. In Section III, the proposed Random Projection 
Deep Extreme Learning-based Chebyshev Reflective 
Correlation (RPDEL-CRC) method has been discussed. In 
Section IV, Chebyshev temporal and reflective 
correlation-based outlier detection model is discussed. The 
discussion about the experimental setup and comparative 
analysis with an elaborate discussion is described in Section V 
and finally, the conclusions are presented in Section VI. 

II. RELATED WORKS 
The issue of outlier detection consists of detecting and 

eliminating malicious inferences from data. This problem is 
found to take place in several applications. However, outliers 
are frequently equipped by data stream that in turn influence 
the accuracy of data-based predictions. Hence, there arises an 
acute requirement to identify the outliers so as to enhance the 
data reliability. 

A novel method to identify trajectory outlier group from 
large trajectory database using different types of algorithms 
was proposed in [3]. First, algorithms based on data mining 
were designed to identify the correlations between trajectory 
data and identify abnormal trajectories. Second, machine 
learning algorithms were applied to identify the group of 

trajectory outliers. Finally, convolution deep neural network 
were used to learn distinct different features to determine group 
of trajectory outliers, therefore enhancing runtime and accuracy 
performance. 

Conventional outlier detection method however does not 
take into consideration the subset occurrence frequency and 
hence, the outliers being detected do not fit the definition of 
outliers. To address on this aspect, a two-phase minimal 
weighted rare pattern mining-based outlier detection method, 
called MWRPM-Outlier [4] was proposed to efficiently detect 
outliers based on the weight data stream. 

A novel methodology to identify conjunct unusual human 
behaviors from large pedestrian data in smart cities was 
proposed in [5]. First, data mining was used followed by which 
convolution deep neural networks was explored that in turn 
identified distinct features to determine collective abnormal 
human behavior. With this both runtime and accuracy were 
said to be improved. 

Despite several outlier detection algorithms are said to exist 
for scenarios necessitating numerical data, only a few 
prevailing methods can control categorical data. Moreover, the 
methods outlined for categorical data severely endure from two 
issues, low detection precision and high time complexity. Two 
novel outlier detection mechanisms for categorical data sets 
were proposed in [6]. First an entropy based method using 
Outlier Detection Tree (ODT) was designed followed by which 
second simple if-then rules were utilized for outlier detection. 
With these two integrated mechanisms both precision and 
computational complexity were improved to a greater extent. 

Outlier detection has received paramount significance in 
the domain of data mining owing to the requirement to detect 
unusual events in different types of applications, to name a few 
being, fraud detection, intrusion detection and so on. Different 
types of outlier detection algorithms have been proposed in the 
recent past for utilization on static data sets employing a finite 
number of samples. 

Probabilistic deep autoencoder was proposed in [7] with the 
objective of reconstructing measurements of power system that 
in turn can be employed in outlier detection. First, 
nonparametric distribution estimation method was utilized for 
obtaining information pertaining to uncertainty. Second, 
confidence intervals were acquired from estimated distribution 
and were further utilized as input. Finally, based on the 
multilayer encoding and decoding processes, the measurement 
intervals were reconstructed, with which outlier detection were 
made in an accurate manner. 

Outlier detection methods employing machine learning are 
said to be receiving greater attention in the past few years in 
several domains. But, an ensemble of such outlier detection 
methods could improve the overall detection performance. An 
algorithm called, Average Selection and Ensemble of 
Candidates for Outlier Detection (DASEC-OD) was proposed 
in [8] for high dimensional data. A review of unsupervised 
outlier detection methods focusing on multi-dimensional data 
was investigated in [9]. 

With the exponential requirement in analyzing high speed 
data streams, the job of outlier detection becomes more 
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demanding as the conventional outlier detection method can no 
longer presume all data for processing. In [10], a Memory-
efficient incremental Local Outlier (MiLOF) was proposed for 
large data streams, therefore ensuring accuracy to a greater 
extent. 

Nowadays, there prevail very huge types of outlier detector 
methods that bestow satisfactory results. But their major 
disadvantage remains in their unsupervised characteristic in 
conjunction with the hyper parameters that has to be 
appropriately assigned for acquiring better performance. 

An improved content-based outlier detection method was 
proposed in [11]. In [12], a novel supervised outlier estimator 
was designed. This was performed by pipelining an outlier 
detector in such a manner that the targets involved in the 
outlier detector were obtained in an optimal manner. However, 
these methods did not perform in a satisfactory manner in case 
of utilization of the complex datasets and hence suffer from 
noise introduced by outliers, specifically when the ratio of 
outlier was found to be high. To address this aspect, a 
framework called, Transformation Invariant AutoEncoder 
(TIAE) was proposed in [13] that in turn attained not only 
stability but also ensured high performance on outlier 
detection. A comprehensive review of outlier detection 
techniques were investigated in [14]. 

In several practical classification issues, a portion of 
outliers are said to exist in datasets that in turn would have 
heavy influence on the constructed model performance. A 
group method of data handing (GMDH) using neural network 
in outlier detection was proposed in [15]. A novel robust 
outlier detection method (RiLOF) based on Median of Nearest 
Neighborhood Absolute Deviation (MoNNAD) was designed 
in [16] that employed median of local absolute deviation of the 
samples to attain high detection performance. 

Monitoring data including the significant information of 
monitored object forms the fundamentals for data mining and 
analysis. However, the data being monitored suffers from 
outlier pollution therefore causing negative influence on 
corresponding data processing. To address on this aspect, an 
outlier detection method based on stacked autoencoder (SAE) 
was proposed in [17]. The proposed SAE had the significant 
potentiality of feature extraction and heavily maintained the 
indigenous information of data to a greater extent. 

Accuracy and time involved in outlier detection was not 
focused. To address this aspect, a Neighbor Entropy Local 
Outlier Factor was presented in [18] that with the aid of self 
organizing feature map not only improved accuracy but also 
reduced the execution time to a greater extent. Moreover, 
semantic information was focused on [19] for outlier detection 
employing meta path based outlier detection. Outlier detection 
based on the multivariable panel data was designed in [20] via 
correlation coefficient that in turn indicated high accuracy 
detection ability. 

Motivated by the above mentioned techniques in this work, 
a novel cluster-based outlier detection method called, Random 
Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation is proposed (RPDEL-CRC). The 

elaborate description of RPDEL-CRC method is presented in 
the following sections. 

III. RANDOM PROJECTION DEEP EXTREME LEARNING-
BASED CHEBYSHEV REFLECTIVE CORRELATION (RPDEL-

CRC) 
The proposed Random Projection Deep Extreme Learning-

based Chebyshev Reflective Correlation method concentrates 
on the detection of outliers based on clustering. Methods 
designed based on cluster detect the outliers by placing data 
objects into distinct clusters. Here, the data objects in a data set 
are initially clustered. To design cluster-based outlier detection, 
the RPDEL-CRC method is split into two parts. Fig. 1 shows 
the block diagram of RPDEL-CRC method. 

As illustrated in the figure below, the first part models 
robust cluster by means of Gaussian Random Projection-based 
Deep Extreme Learning. Here, the clustering based outlier 
detection initiates the outlier detection process by clustering the 
given input dataset, Nifty 50 Stock Market Data (2000 – 2021). 
Hence, to be more specific outliers are considered as data 
points within deviating clusters or the data points that deviate 
to the formed clusters. The second part uses the Chebyshev 
Temporal and Reflective Correlation-based Outlier Detection 
algorithm to detect outlier with minimum falsification. In this 
section, we first explain all prerequisites of the proposed 
method with a system model, and then finally we describe the 
proposed method. 

A. System Model 
Let ‘P ∈R^(m*n)’ represent a matrix with ‘m’ rows 

and ‘n’ columns of real numbers ‘P_ij∈R’. The matrix
‘P’ denotes a dataset ‘DS’ that includes the data for 
outlier analysis. The ‘n’ columns are called features and on 
the other hand, the ‘m’ are referred to as data points. Then, 
vector ‘〖DP〗_i∈R^n’ refers to the data point, which is a 
row in ‘P’. The matrix ‘P’ then consists of ‘m’ data 
points ‘DP={〖DP〗_1, DP_2,….,〖DP〗_n }’. Then, 
with the aid of the outlier detection algorithm the outliers 
present in the dataset ‘DS’ are detected. Finally, the overall 
feature space represents the vector space defined by the given 
features that in turn estimates the characteristics of the 
examined occurrence or event. Inliers are detected in subsets of 
the overall feature space and referred to as normal regions or 
normal data points. To be more specific, inliers are considered 
to as the data points in the normal regions. On the other hand, 
an outlier is a data point that does not belong in the normal 
region. 

 
Fig. 1. Block Diagram of Random Projection Deep Extreme Learning-based 

Chebyshev Reflective Correlation Method. 
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B. Case Analysis of Outlier Detection Accuracy 
To detect outliers based on the cluster in a given dataset, 

the data has to be initially clustered. In this paper, Gaussian 
Random Projection-based Deep Extreme Learning model is 
first employed for clustering. The objective behind the design 
of Gaussian Random Projection-based Deep Extreme Learning 
model remains in training feed forward network from a raw 
training data set with ‘N’  samples, ‘ {P,Q}={P_i,Q_i 
}_(i=1,2,3, … .,N) ’ , with ‘ P_i ∈ R^d ’  and ‘ Q_i ’ 
represents ‘M-dimensional’ binary vector where one entry 
denotes ‘1’ representing the cluster that ‘P_i’ belongs to. Fig. 2 
shows the block diagram of Gaussian Random Projection-
based Deep Extreme Learning-based Clustering model. 

 
Fig. 2. Block Diagram of Gaussian Random Projection-based Deep Extreme 

Learning-based Clustering Model. 

As shown in the above figure, the training process of GRP-
DEL includes two steps. In (1), the hidden layer with ‘K’ nodes 
employing distinct numbers of neurons are constructed. Next, 
for the ‘i-th’ hidden layer node, a ‘d-dimensional’ vector ‘x_j’ 
and a metric ‘y_j’ are generated in an arbitrary manner. Then, 
for each input vector ‘P_i’, the pertinent output on the ‘i-th’ 
hidden layer node is obtained by utilizing Sigmoid activation 
function. This is mathematically stated as given below. 

𝑔�𝑃𝑖 , 𝑥𝑗 ,𝑦𝑗� = 1

1+exp�−�𝑥𝑗
𝑇∗𝑃𝑖+𝑦𝑗��

            (1) 

Then, using the resultant value of the above Sigmoid 
activation function, the hidden layer outputs the matrix as 
given below. 

𝐻 =  �
𝑔(𝑃1, 𝑥1,𝑦1) … . 𝑔(𝑃1, 𝑥𝐾 ,𝑦𝐾)

… . … . … .
𝑔(𝑃𝑁 , 𝑥1,𝑦1) … . 𝑔(𝑃𝑖 , 𝑥𝐾 ,𝑦𝐾)

�
𝑁∗𝐾

          (2) 

In (2), an ‘M-dimensional’ binary vector ‘α_j’ represents 
the output weight that associates the ‘j-th’ hidden layer with the 
resultant output node. Here, a random projection is applied that 
states that if points associating the ‘j-th’ hidden layer in a 
vector space are of sufficiently high dimension, then the ‘j-th’ 
hidden layer may be projected into a lower-dimensional space 
in such a manner that it preserves the distances between points 
(therefore minimizing dimensionality). With original input 
vector being ‘P_(K*M)’, using a random ‘K*d’ matrix 
dimensional matrix ‘R’, then the projection of data on to a 

lower dimensional subspace is mathematically formulated as 
given below. 

𝑃𝐾∗𝑀 = 𝑅𝐾∗𝑑𝑃𝑑∗𝑀             (3) 

Then, with the above lower dimensional subspace random 
projection dimensionality of set of points and output matrix ‘Q’ 
is mathematically stated as given below. 

𝐻.𝛼 = 𝑄              (4) 

𝛼 = �

𝛼1
𝛼2
…
𝛼𝐾

�

𝐾∗𝑀

;𝑄 = �

𝑄1
𝑄2
…
𝑄𝑁

�

𝑁∗𝑀

            (5) 

Next, with the resultant matrices ‘H’ and ‘Q’, the objective 
of GRP-DEL model remains in solving the output weights ‘α’ 
by reducing the losses of prediction errors, leading to the 
following equation. 

𝛼𝑖(𝑛) = 𝛼𝑖(𝑛 − 1) − 𝛽𝑖(𝑛) 𝑀𝐴𝑖(𝑛)
�𝐺𝑖(𝑛)

            (6) 

From the above (6), ‘〖MA〗_i (n)’ symbolizes the 
moving average of feature or attribute ‘i’ at iteration ‘n’, 
with square gradient denoted by ‘G_i (n)’ and learning rate 
‘β_i (n)’ respectively. 

𝑀𝐴𝑖(𝑛) = 𝛾𝑛𝑀𝐴𝑖(𝑛 − 1) + (1 − 𝛾𝑛)           (7) 

𝐺𝑖(𝑛) = 𝜃𝑛𝐺𝑖(𝑛 − 1) + (1 − 𝜃𝑛)            (8) 

𝛽𝑖(𝑛) = 𝛽𝑖(𝑛 − 1) �(1−𝜃𝑛)𝑛

(1−𝛾𝑛)𝑛
            (9) 

From the above (7), (8) and (9) the factors ‘γ_n’ and ‘θ_n’ 
are utilized in fine tuning the decay rates of moving averages 
close to one (i.e., ‘γ_n=0.85’ and ‘θ_n=0.9’). The pseudo code 
representation of Gaussian Random Projection-based Deep 
Extreme Learning-based Clustering is given below. 

Algorithm 1: Gaussian Random Projection-based Deep 
Extreme Learning-based Clustering 

Input: Dataset ‘𝐷𝑆’, data points ‘𝐷𝑃 = {𝐷𝑃1,𝐷𝑃2, … . ,𝐷𝑃𝑛}’ 
Output: obtain cluster ‘𝑄𝑖’ corresponding to ‘𝑃𝑖’ in computationally 
efficient and precise manner 
1: Initialize ‘𝑚’ rows and ‘𝑛’ columns 
2: Begin 
3: For each Dataset ‘𝐷𝑆’ with data points ‘𝐷𝑃’ and input vector ‘𝑃𝑖’ 
4: Obtain pertinent output on the ‘𝑖 − 𝑡ℎ’ hidden layer employing 
Sigmoid activation function as in (1) 
5: Obtain output matrix via hidden layer as in (2) 
6: Evaluate Gaussian Random Projection as in (3)  
7: Estimate hidden layer output and calculate the output matrix as in 
(4) and (5) 
8: Repeat (training of neural networks) 
9: Solve output weights by minimizing prediction loss error as in (6) 
10: Treat each row of ‘𝑄’ as a point and cluster them into ‘𝐾’ clusters 
11: Estimate learning rates for cluster parameter as in (7), (8) and (9) 
12: Until (first-order gradients for neural networks is arrived at)  
13: Return ‘𝑄’ 
14: End for 
15: End  
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As given in the above Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering algorithm, with the 
objective of reducing the outlier detection time along with the 
improvement in precision, two different functions are 
employed. First, by employing Gaussian Random Projection 
the dimensionality of data is said to be reduced by projecting 
original input space (i.e., the raw data) with the aid of a sparse 
random matrix. Second, by estimating the learning rate by 
means of square gradient minimizes the error involved during 
the process of clustering to a greater extent. As a result, with 
these two function, clusters are formed both in a 
computationally efficient and precise manner. 

IV. CHEBYSHEV TEMPORAL AND REFLECTIVE 
CORRELATION-BASED OUTLIER DETECTION MODEL 

Outlier detection remains to be one of the primary step in 
data mining tasks. The motive behind the outlier detection 
strategy here is to identify the features or parameters that are 
counterfeit from several other features. Different types of 
outlier detection models are said to exist. In order to determine 
the perpetual temporal outliers, we obtain outliers based on 
distance measures by analyzing temporal values of the objects 
employing Chebyshev Temporal and Reflective Correlation-
based Outlier Detection model. Fig. 3 shows the block diagram 
of Chebyshev Temporal and Reflective Correlation-based 
Outlier Detection model. 

 
Fig. 3. Block Diagram of Chebyshev Temporal and Reflective Correlation-

based Outlier Detection Model. 

As shown in the above figure, with the obtained clusters for 
the given dataset ‘DS’, in a ‘d-dimensional’ vector, with data 
point denoted by ‘DP={DP[1],DP[2],…DP[d] }’ at time 
instance ‘T’, distance between two points ‘〖DP〗_i’ and 
‘DP_j’ employing Chebyshev distance is mathematically, 
expressed as given below. 

𝐷𝑖𝑠 �𝐷𝑃𝑖 ,𝐷𝑃𝑗� = 𝑀𝑎𝑥��𝐷𝑃𝑖 − 𝐷𝑃𝑗��         (10) 

From the above (10), by employing the Chebyshev distance 
measure ‘Dis ( 〖 DP 〗 _i,DP_j )’, the greatest difference 
between two vectors (i.e., the data points) along any coordinate 
dimension (i.e., the cluster) is evaluated based on the 
maximum ‘Max(|〖DP〗_i-〖DP〗_j | )’ distance along one 
axis. To be more specific, based on the principle of chessboard 
distance as the minimum number of moves required by a king 
to go from one square to another is utilized; by means of 
Chebyshev distance, the overall outlier detection accuracy is 
said to be improved. Next, with the assumption of ‘m’ clusters 

‘〖Cl〗_1,〖Cl〗_2,…,〖Cl〗_m’ the centroid data point 
‘CP’ is then measured as given below. 

𝐶𝑙𝑖𝐶𝑃 [𝑖] =
∑ 𝐷𝑃[𝑖]𝑃 ∈ 𝐶𝑙𝑖

|𝐶𝑙𝑖|
           (11) 

With the above determination of the centroid (11), with the 
assumption that in a cluster ‘Cl’ most of the normal data points 
are hardly encircling the centroid data point of cluster ‘Cl’, the 
abnormal data points or the outlier are those generally farther 
from the centroid data point. Then the updated weight of a 
centroid data point is mathematically stated as given below. 

𝑊(𝐷𝑃) = 𝐷𝑖𝑠(𝐷𝑃,𝐶𝑙𝑖𝐶𝑃 [𝑖] )
∑ 𝐷𝑖𝑠(𝑆,𝐶𝑙𝑖𝐶𝑃 [𝑖] )𝑆∈𝑁𝑒𝑖𝑔ℎ(𝐷𝑃)

          (12) 

From the above (12), the weight of data point ‘DP’ in 
cluster ‘〖Cl〗_i’ is estimated based on the neighbors of 
‘Neigh(DP)’ in ‘〖Cl〗_i’. Finally, to reflect the robustness 
and direction of linear correlation between two data points and 
minimizing the false positive cases, Reflective Correlation 
Coefficient is applied. RCC function is employed to evaluate 
the amount of dependency between two distributions of 
normalized scores ‘G_i^Norm (DP),G_j^Norm (DP)’ and is 
mathematically stated as given below. 

𝑅𝐶𝐶 �𝐷𝑃𝑖 ,𝐷𝑃𝑗� =
𝑊(𝐷𝑃𝑖)𝑊�𝐷𝑃𝑗�

�(∑𝐷𝑃𝑖)2�𝐷𝑃𝑗�
2
          (13) 

From the above (13), reflective correlation coefficient 
‘RCC’ is obtained based on the weighted data points ‘W(〖DP
〗_i )’ and ‘W(〖DP〗_j )’ respectively. The final form of the 
objective function for minimizing the false positive cases of the 
‘j-th detector’ is mathematically stated as given below. 

𝑅𝑒𝑠𝑗 = �𝐺𝑗𝑁𝑜𝑟𝑚(𝐷𝑃)� − �𝐺𝑗𝑁𝑜𝑟𝑚(𝐷𝑃𝑂)�         (14) 

From the above (14) ‘G_j^Norm’ forms the normalized 
score function of the ‘j-th detector’, ‘DP’ denoting the 
data points with contaminated dataset and ‘〖DP〗_O’ 
denoting the outliers. The pseudo code representation of 
Chebyshev Temporal and Reflective Correlation-based Outlier 
Detection is given. 

Algorithm 2 Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection 

Input: Dataset ‘𝐷𝑆’, data points ‘𝐷𝑃 = {𝐷𝑃1,𝐷𝑃2, … . ,𝐷𝑃𝑛}’ 
Output: Accurate Outlier Detection 
1: Initialize time instance ‘𝑇’ 
2: Begin 
3: For each Dataset ‘𝐷𝑆’ with data points ‘𝐷𝑃’ and cluster ‘𝑄𝑖’ 
4: Evaluate distance between data points ‘𝐷𝑃𝑖’ and ‘𝐷𝑃𝑗’ as in (10) 
5: For each cluster ‘𝑄𝑖’ 
6: Evaluate centroid data point as in (11) 
7: Evaluate weight of data point as in (12) 
8: Estimate Reflective Correlation Coefficient as in (13) 
9: Obtain final form of the objective function of the ‘ 𝑗 −
𝑡ℎ 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟’ as in (14) 
10: Return (outliers ‘𝐷𝑃𝑂’) 
11: End for  
12: End for  
13: End  
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As given in the above Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection algorithm, with the 
objective of improving the outlier detection accuracy with 
minimum falsification, two different functions are employed. 
First with the obtained clusters based on the data points, 
Chebyshev distance function is applied to estimate the 
difference between two data points along any cluster. Based on 
the minimum number of positioning between clusters, 
according to time, results are obtained, therefore ensuring 
outlier detection accuracy. Second by employing the Reflective 
Correlation Coefficient function dependency between two 
distributions or data points are obtained therefore reducing the 
false positive rate to a greater extent. Finally, the outliers are 
obtained. 

V. EXPERIMENTAL SETUP 
In this section, experimental analysis of the Random 

Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation (RPDEL-CRC) method for outlier 
detection in data mining is presented. In this section, the 
performance of the proposed RPDEL-CRC is compared with 
the state-of-the-art methods, fuzzy rough granules-based outlier 
detection (FRGOD) [1] and Iterative ensemble method with 
distance-based data filtering [2] using NIFT-50 Stock Market 
Dataset (https://www.kaggle.com/datasets/rohanrao/nifty50-
stock-market-data). Simulations are performed in R 
Programming language. Fair comparison between proposed 
RPDEL-CRC method and existing fuzzy rough granules-based 
outlier detection (FRGOD) [1] and Iterative ensemble method 
with distance-based data filtering [2] are made for evaluating 
different parameters like, outlier detection time, outlier 
detection accuracy, false positive rate and error for different 
iterations. 

A. Case Analysis of Outlier Detection Time 
The first metric significant for cluster based outlier 

detection is the time consumed in detecting the outlier. To be 
more specific, outlier detection time refers to the time 
consumed in detecting the outliers. Lower the outlier detection 
time more efficient the method is said to be because earlier the 
time consumed in detecting the outlier is more efficient the 
method is. The outlier detection time is mathematically stated 
as given below. 

𝑂𝐷𝑡𝑖𝑚𝑒 =  ∑ 𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑖 ∗ 𝑇𝑖𝑚𝑒 �𝑅𝑒𝑠𝑗�𝑛
𝑖=1          (15) 

From the above (15), the outlier detection time ‘〖OD〗
_time’ is measured based on the samples involved in the 
simulation process ‘〖Samples〗_i’ and the time consumed 
in detecting the outliers ‘Time [〖Res〗_j ]’. It is measured 
in terms of milliseconds (ms). Table I given below shows the 
results of outlier detection time observed for three different 
methods, RPDEL-CRC, FRGOD [1] and Iterative ensemble 
method with distance-based data filtering [2]. 

Fig. 4 illustrated above shows the outlier detection time 
with respect to 50000 different numbers of samples obtained at 
different intervals from different companies stock values 
between years 2007 and 2021. These curves are plotted with 
increasing cardinality of training samples ranging between 
5000 and 50000. With the increasing cardinality, the number of 

samples involved in analysis for outlier detection increases and 
therefore an increase in the outlier detection time is observed. 
However, simulations with 5000 samples observed ‘250ms’ for 
detecting outliers with respect to single stock sample using 
RPDEL-CRC, ‘350ms’ for detecting outliers with respect to 
single stock sample using [1] and ‘450ms’ for detecting 
outliers with respect to single stock sample using [2]. From this 
analysis it is inferred that the outlier detection time using 
RPDEL-CRC is comparatively lesser than [1] and [2]. The 
reason behind is the incorporation of Gaussian Random 
Projection-based Deep Extreme Learning-based Clustering 
model. By applying this model, dimensionality of data or data 
points are said to be reduced using Gaussian Random 
Projection based on projecting original input space (i.e., the 
raw data) with the aid of a sparse random matrix. With this, 
data points considered to be outliers are obtained that in turn 
assist in detecting the outliers altogether. Therefore, the outlier 
detection time using RPDEL-CRC method is found to be 
reduced by 20% compared to [1] and 37% compared to [2]. 

TABLE I. TABULATION FOR OUTLIER DETECTION TIME 

Samples 
Outlier detection time (ms) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 250 350 450 

10000 295 395 555 

15000 355 435 635 

20000 410 485 680 

25000 435 535 745 

30000 485 625 795 

35000 525 685 835 

40000 595 745 890 

45000 685 800 920 

50000 735 835 955 

 
Fig. 4. Graphical Representation of Outlier Detection Time. 

B. Case Analysis of Outlier Detection Accuracy 
The second parameter of significance for cluster based 

outlier detection is the accuracy rate. In other words, the outlier 
detection accuracy is measured based on percentage ratio 
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between the samples involved in simulation process ‘〖
Samples〗_i’ and the actual samples accurately detected with 
outliers ‘〖Samples〗_ODC’. This is mathematically stated 
as given below. 

𝑂𝐷𝑎𝑐𝑐 = ∑ 𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑂𝐷𝐶
𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑖

𝑛
𝑖=1 ∗ 100          (16) 

Table II given shows the results of outlier detection 
accuracy observed for three different methods, RPDEL-CRC, 
FRGOD [1] and Iterative ensemble method with distance-
based data filtering [2]. 

Fig. 5 illustrates the outlier detection accuracy for 50000 
different stock samples obtained from the NIFTY-50 stock 
dataset at different time instances. From the figure it is inferred 
that the outlier detection accuracy is found to be inversely 
proportional to the stock samples involved in the simulation 
process. In other words, increasing the stock samples for 
detecting the outlier causes an increase in the overall data 
points involved in the process and this in turn minimizes the 
outlier detection accuracy. However, sample simulations 
performed with 5000 samples 4845 samples were accurately 
detected with outliers as it is using RPDEL-CRC, 4755 
samples using [1] and 4695 samples using [2]. With this the 
overall accuracy using the three methods were found to be 
96.90%, 95.1% and 93.9% respectively. The overall accuracy 
was found to be improved using RPDEL-CRC upon 
comparison with [1] and [2]. The reason behind the outlier 
detection accuracy improvement was owing to the application 
of Chebyshev distance function. By applying this distance 
function, the difference between two data points along any 
cluster was first evaluated. Then, on the basis of the minimum 
number of positioning between clusters, according to time, 
results were obtained, i.e., outliers were detected, therefore 
ensuring outlier detection accuracy. This in turn improved the 
outlier detection accuracy using RPDEL-CRC method by 3% 
compared to [1] and 7% compared to [2]. 

C. Case Analysis of False Positive Rate 
False positive rate is measured as the ratio between the 

numbers of negative events (i.e., negative outliers) wrongly 
categorized as positive (i.e., outliers) and the total number of 
actual negative events (i.e., actual outliers). This is 
mathematically stated as given below. 

𝐹𝑃𝑅 =  𝐹𝑃
𝐹𝑃+𝑇𝑁

            (17) 

From the above (17), the false positive rate ‘FPR’ is 
measured based on the false positive samples ‘FP’ (i.e., 
actually the data are not outliers) and the true negative samples 
‘TN’ (i.e., outliers detected as outliers) respectively. Table III 
given shows the results of false positive rate observed for three 
different methods, RPDEL-CRC, FRGOD and Iterative 
ensemble method with distance-based data filtering [2]. 

TABLE II. TABULATION FOR OUTLIER DETECTION ACCURACY 

Samples 
Outlier detection accuracy (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 96.9 95.1 93.9 

10000 95.35 94.35 91.15 

15000 94.15 92.85 90.35 

20000 94.05 91.55 88.15 

25000 93.85 91 88 

30000 93.25 90.85 87.35 

35000 93 90.25 86 

40000 92.55 89.85 85.25 

45000 92.15 89.15 84.35 

50000 92 89 83 

 
Fig. 5. Graphical Representation of Outlier Detection Accuracy. 

TABLE III. TABULATION FOR FALSE POSITIVE RATE 

Samples 
False positive rate (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 0.007 0.015 0.025 

10000 0.015 0.018 0.026 

15000 0.018 0.025 0.028 

20000 0.02 0.028 0.033 

25000 0.022 0.031 0.035 

30000 0.025 0.032 0.036 

35000 0.027 0.035 0.038 

40000 0.029 0.037 0.042 

45000 0.035 0.039 0.044 

50000 0.038 0.042 0.048 
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Fig. 6. Graphical Representation of False Positive Rate. 

Fig. 6 given depicts false positive rate for different stock 
samples. From the figure, it is inferred that the false positive 
rate also increases with the increase in the number of stock 
samples involved in the simulation and hence the false positive 
rate is found to be directly proportional to the stock samples or 
samples. However, simulations conducted for 5000 samples 
show a false positive rate of 0.007 using RPDEL-CRC, 0.015 
using FRGOD [1] and 0.025 using Iterative ensemble method 
with distance-based data filtering [2]. From this, it is observed 
that the false positive rate is comparatively lesser using 
RPDEL-CRC when compared to [1] and [2]. The reason 
behind is the application of Chebyshev Temporal and 
Reflective Correlation-based Outlier Detection algorithm. By 
applying this algorithm, dependency between two distributions 
of data points or data are separated. First, according to different 
weight of data points, i.e., based on the neighbors or data 
points in cluster, updated weight of a centroid data point is 
obtained. Next, with the identified updated weight of a centroid 
data point, outliers are detected based on the linear correlation 
between data points. Hence, by applying different updated 
weight of a centroid data point for each cluster, false positive 
rates are significantly reduced using RPDEL-CRC method by 
24% compared to [1] and 36% compared to [2]. 

D. Case Analysis of Error Rate  
Finally, the error rate involved in outlier detection is 

discussed in this section. The error rate is one of the significant 
parameters involved in the outlier detection process. This is 
owing to the reason that while clustering certain data points are 
said to be misplaced in the adjoining clusters, therefore 
resulting in error. This error rate is mathematically stated as 
given below. 

𝐸𝑅 = �𝑉𝑎𝑐𝑡𝑢𝑎𝑙−𝑉𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
𝑉𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

� ∗ %          (18) 

From the above (18), the error rate ‘ER’ is measured based 
on the actual value ‘V_actual’ or the actual data point 
positioning and the expected value ‘V_expected’ or the 
expected data positioning. It is measured in terms of 
percentage (%). Finally, Table IV lists the error rate obtained 
using the (18). 

Finally, Fig. 7 illustrates the error rate observed during the 
process of outlier detection. From the figure, an increasing 

trend is found to be observed using all the three methods, 
RPDEL-CRC, FRGOD [1] and Iterative ensemble method with 
distance-based data filtering [2] increasing the stock samples. 
This is due to the reason that with the increase in the stock 
samples provided as input obtained during different time 
instances from different companies, first, clusters are 
performed. While performing the clustering based on data 
points certain data points due to temporal instances cause a 
small shift in the positioning of clusters. This in turn results in 
the deviation and therefore error. However, simulations 
conducted with 5000 samples with actual data positioning 
observed to be 53, the expected data positioning using the three 
methods were observed to be 48, 45 and 43. Hence, the error 
rate were found to be 9.4%, 15.09% and 18.86% respectively 
using the three methods, therefore reducing the error with 
RPDEL-CRC method. The reason behind the minimization of 
error using RPDEL-CRC method was due to the application of 
Gaussian Random Projection-based Deep Extreme Learning-
based Clustering algorithm. By applying this algorithm, the 
learning rate for solving the output weights were estimated by 
means of square gradient. As a result, the error rate using 
RPDEL-CRC was said to be reduced by 28% compared to [1] 
and 45% compared to [2]. 

TABLE IV. TABULATION FOR ERROR RATE 

Samples 
Error rate (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 9.4 15.09 18.86 

10000 9.75 16.15 21.32 

15000 10.35 16.35 22 

20000 10.85 17.25 22.85 

25000 11.35 17.85 24.35 

30000 13.15 18.35 24.85 

35000 15.25 20 25 

40000 17.35 21.35 28 

45000 19.55 22.45 29.35 

50000 21.25 23 30 

 
Fig. 7. Graphical Representation of Error Rate. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

515 | P a g e  
www.ijacsa.thesai.org 

VI. CONCLUSION 
In spite of the fact that there has been an improvement in 

outlier detection, nevertheless mushrooming outliers are still 
found in its disastrous intents. In this day and age, it has 
become a big ultimatum that the behavior of outliers has to be 
monitored in many data mining tasks. In this paper, we 
proposed a new outlier detection method, called, Random 
Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation (RPDEL-CRC). The main contributions 
of our proposed RPDEL-CRC method is to the field of outlier 
detection that reduces the outlier detection time, error and false 
positive rate involved with maximum accuracy. The proposed 
method reduces the outlier detection time and error for 
operating the outlier detection via Gaussian Random 
Projection-based Deep Extreme Learning model that initially 
performs the clustering process by means of Gaussian Random 
Projection function. Next, with behavior grouping and 
clustering using Deep Extreme Learning, false positive rate is 
reduced in a timely manner. Third, the actual outlier detection 
process based on the clustering results is performed by means 
of Chebyshev Temporal and Reflective Correlation-based 
Outlier Detection model. Simulations were performed to 
evaluate the performance of RPDEL-CRC, FRGOD and 
Iterative ensemble method with distance-based data filtering 
method. Simulation results revealed that the proposed RPDEL-
CRC method outperforms, FRGOD and Iterative ensemble 
method with distance-based data filtering method 
implementations, in terms of outlier detection time, accuracy, 
error rate and false positive rate. 
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Abstract—Blockchain is an emerging technology that is used 
to address ownership, centrality, and security issues in different 
fields. The blockchain technology has converted centralized 
applications into decentralized and distributed ones. In existing 
sharing economy applications, there are issues related to low 
efficiency and high complexity of services. However, blockchain 
technology can be adopted to overcome these issues by effectively 
opening up secure information channels of the sharing economy 
industry and other related parties, encouraging industry 
integration and improving the ability of sharing economy 
organizations to readily gain required information. This paper 
discusses blockchain technology to enhance the development of 
insurance services by proposing a five-layer decentralized model 
using Ethereum platform. The Najm for Insurance Services 
Company in Saudi Arabia was employed in a case study for 
applying the proposed model to effectively solve the issue of 
online underwriting, and to securely and efficiently enhance the 
verification and validation of transactions. The paper concludes 
with a review of the lessons learned and provides suggestions for 
blockchain application development process. 

Keywords—Blockchain; decentralized; Ethereum; multichain; 
Najm; sharing economy 

I. INTRODUCTION 
 Blockchain is a new technology that is defined as “a 

distributed database, which sequentially stores a chain of data 
packaged into locked blocks in a safe and unchanging way” 
[1]. Traditionally, most of the electronic service providers are 
centralized entities that are required to be validated and 
verified, and they need to be trusted by their stakeholders. By 
utilizing the concept of platform cooperation with peer-to-peer 
(P2P) rather than centralized services, blockchain technology 
offers the infrastructure for decentralized security, 
verifiability, and trust [2]. However, several blockchain 
designs and implementations resulted in principally different 
governance structures, such as hierarchy over meritocracy, 
necessitating comprehensive communication among all 
involved stakeholders [3]. To ensure a balance in sharing 
economy settings, a trusted platform in centralized 
architectures should be replaced with blockchain technology 
and associated protocols to ensure trust, security, and privacy 
[4]. The design of such decentralized platforms based on 
blockchain technology and its practical implications regarding 
security, privacy, and trust is extremely reliant on the type of 
blockchain technology used [5]. 

Along with the advancement of blockchain technology, 
sharing economy is another IT-mediated development that is 
growing rapidly. Sharing economy can be defined as: “the 
sharing activity of underutilized assets with the help of IT-
based technology” [6]. It is an umbrella term related to 
activities of sharing goods and services such as exchanging or 
renting them via IT, without the need to change their 
ownership. It enhances efficiency and effectiveness by 
minimizing the cost of transactions and raises the utilization 
and exchange of goods and services. It also enhances 
competition between competitors within a marketplace and 
minimizes the complacency of suppliers [7], [8]. Integrating 
blockchain into sharing economy would improve the sharing 
economy in terms of security and privacy, and it might 
increase the distribution of P2P businesses due to the 
provision of a high level of data integrity and nonexistence of 
third parties; consequently, data security would be ensured. 

Therefore, in this study, a new model for integration of 
blockchain and sharing economy was proposed as a five-layer 
decentralized model and it was applied to the Najm for 
Insurance Services Company as a case study. The main 
contributions of this study are the following: 

• A model for car accident report application was 
designed for the Najm for Insurance Services Company 
using a blockchain platform. 

• The proposed model was developed. 

The remainder of this paper is organized as follows: 
Section 2 discusses related works; Section 3 details existing 
car insurance services; Section 4 discusses the design of the 
proposed car insurance application based on blockchain; 
Section 5 covers the implementation of the proposed model; 
and Section 6 presents the conclusions and discusses 
directions for future work. 

II. RELATED WORK  

A. Blockchain Concept 
Blockchain is a new technology that is operated without 

the need for third parties to exchange their transaction data. 
Blockchain can also be defined as “an appending only, ever-
growing chain of blocks, which are linked sequentially using 
the hash pointers as a linear linked list” [9]. Specifically, as 
shown in Fig. 1 the block header contains a hash pointer that 
is linked directly to the previous block, called the parent 
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block, and this linkage extends all the way back to the first 
block, called the genesis block. Further, all transactions are 
ordered based on Merkle trees. As a result, data on the 
blockchain cannot be changed unless all the subsequent blocks 
are altered. 

 
Fig. 1. Structure of Blockchain. 

Blockchain can be one of three types: public blockchain, 
private blockchain, and consortium blockchain. The core 
components of the blockchain architecture are described 
below [10]: 

• Node: the blockchain transaction that represents a user 
or a computer. It is the smallest construction unit of any 
blockchain system. 

• Block: a data structure utilized to control a sequence of 
transactions disseminated to other network nodes. 

• Chain: a series of blocks in a specific order. 

• Miners: a collection of rules and agreements to conduct 
blockchain operations; these are unique nodes that 
conduct block verification processes. 

• Consensus mechanism: it is called the consensus 
protocol and is the core of blockchain platforms. Its 
algorithm is used to validate the blocks, order them, and 
ensure agreement between nodes across the distributed 
P2P network. There are two main types of consensus 
mechanisms: proof-of-work (PoW), which is trusted 
and has a strong history, and proof-of-stake (PoS), 
which requires relatively fewer computations, less 
energy-consumption, and is more reliable and scalable. 

The main driving features of the blockchain technology 
include: decentralization, transparency, security, immutability, 
and privacy. These are explored below [11]: 

• Decentralization refers to governing the transactions to 
be updated from the ledger through transmission of the 
responsibilities to regional nodes that independently 
verify the transactions and then transmit them for 
computation with high throughput such as by 
employing the longest chain rule. Under decentralized 
consensus, no central authority or integration point is 
needed to receive the transactions and verify set rules. 
Further, no failure or trust is possible at a single point. 

• Transparency refers to auditing of records by a 
predefined set of participants that can either be less or 
more open. These records are traceable and transparent, 
and the participants have the choice to combine their 
individual weighted rights. 

• Security is a blockchain feature that takes the form of 
irreversible records stored in shared, replicated, and 
tamperproof ledgers. Additionally, the records cannot 
be forged because of the use of one-way cryptographic 
hash-functions. Blockchains are secure to some extent; 
however, security is a relative feature and having a 
private key allows data to be transferred throughout a 
blockchain. 

• Immutability refers to the features of non-repudiation 
and irreversibility of records that control blockchain 
function. The data recorded in the ledger, which is 
tamper-resistant, cannot be secretly altered unless the 
alteration is done with the knowledge of the network, 
thereby making blockchains immutable. 

Blockchain infrastructure is defined and implemented 
using interconnected devices in the hardware layer. The 
infrastructures of two major blockchain platforms are 
discussed below [12]: 

‘Ethereum’ blockchain is a decentralized, open-source, 
generic and public blockchain network in which the 
transactions are validated through the PoS consensus. Its 
business model is used for business-to-consumer (B2C) 
activities. Every node has equity and can participate in 
creating new blocks. In contrast, the 'Hyperledger Fabric' 
blockchain is a decentralized, open-source, modular and 
private blockchain network in which the transactions are 
validated by different types of consensuses. Its business model 
is used for business-to-business (B2B) activities. Further, each 
node in this blockchain does not have equity and thus, it 
cannot participate in creating new blocks. 

B. Blockchain-related Application 
Blockchains may be used in different fields. The following 

are some examples where blockchain is used to enhance 
different functionalities [13]: 

 Gem is a Central Disease Control system that uses 
blockchain to provide effective disaster relief by inputting 
outbreak information onto a blockchain having an immutable 
ledger to help researchers collect and analyze data, and make 
the circumstances of the disease spread evident. The Ethereum 
platform has been used in Gem [14]. 

 Abra is a cryptocurrency wallet that employs the Bitcoin 
blockchain network to control balances saved in different 
regions. It operates an interest-earning service for stable coins 
and cryptocurrencies, a trading service for buying and selling 
cryptocurrencies, and lending services. The Ethereum 
platform has been used in Abra [15]. 

Augur is a market prediction system that uses blockchain 
technology for financial services and it is based on a 
decentralized ecosystem. The main purpose of creating the 
Augur platform was to serve as a warning system in all 
matters. It also allows people to invest and profit through their 
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expectations and opinions, which enables Augur to provide 
more accurate forecasting of upcoming events. The Ethereum 
platform has been used in Augur [16]. 

Skuchain is a control goods and services system based on 
blockchain that is used to track the services provided through 
a supply chain. It assists businesses in overcoming the 
difficulties and expenses associated with their inventory and 
help to advance the concept of "collaborative commerce." The 
Hyperledger platform has been used in Skuchain [17]. 

OpenBazaar was a blockchain-based decentralized trading 
market where no middlemen were needed to trade goods and 
services. It also utilized Bitcoin, which is a censorship-
resistant, decentralized, and inexpensive digital currency. The 
Ethereum platform has been used in OpenBazaar [18]. 

Blockchain is used to enhance the functionality of car 
reporting systems in different ways. For instance, the 
blockchain-based reporting system proposed in [19] provides 
a new mechanism to provide indisputable accident forensics 
by guaranteeing verifiability and trustworthiness of 
information. The proposed mechanism is used to verify and 
validate a new block of event data in a trusted manner without 
any central ownership. In addition, the model proposed in 
[20], called (IV-TP), is used to communicate between 
intelligent vehicles using blockchain technology. The data 
shared between the intelligent vehicles are secure and reliable. 
The (IV-TP) model provides trustworthiness for vehicles’ 
histories (i.e., behavior) and their actions (legal or illegal). 
Blockchain is used to store all the details of each vehicle. 

The present paper proposes an architecture of a car 
accident reporting application for the Najm for Insurance 
Services Company using the blockchain platform. Najm is a 
Saudi company started in 2007 to implement an effective 
platform for facilitating, overcoming, and resolving accident-
related transactions and formalities [21]. This organization has 
obliged itself to offer hassle-free and smooth processing 
among insurance companies. Najm initially had only 13 
insurance agencies as its core shareholders but now, it works 
with more than 26 Saudi insurance companies. 

III. EXISTING CAR INSURANCE SERVICES 
This section demonstrates the existing accident reporting 

systems for the Najm for Insurance Services Company [21]. 

As shown in Fig. 2, the process begins when the insured 
party first records the accident on an application or contacts 
the car accident reporting company. Second, the company 
appoints a surveyor located close to the accident spot. Third, 
the surveyor arrives at the accident spot. Fourth, the surveyor 
examines and evaluates the accident. Fifth, the insured party 
receives a report from the surveyor. Sixth, the insured party 
goes to the traffic police to get a repair paper in the report 
stamped. Seventh, the insured party gets the estimated damage 
cost from the authorized assessment Center. Eighth, the 
insured party goes to the insurance company. Finally, the 
insured party obtains a final clearance or written approval 
from the insurance company to get the vehicle repaired. 

 
Fig. 2. Existing Accident Procedure in the Najm for Insurance Services 

Company. 

Therefore, the existing accident reporting systems such as 
that of the Najm for Insurance Services Company, are 
suffering from various challenges, including the need to 
enhance user security, increase service availability, and 
provide service flexibility at the lowest cost. Moreover, the 
accident report data must not be changed after they are 
inputted into the database. Further, accident reports should be 
shared and distributed among different stakeholders such as 
the insured party, reporting company, surveyor, traffic police, 
assessment centers, and insurance company in a consistent and 
secure manner. These issues should be addressed to provide a 
trusted accident reporting system. 

IV. DESIGN OF THE PROPOSED CAR INSURANCE 
APPLICATION BASED ON BLOCKCHAIN 

After conducting a thorough synthetic analysis about the 
use of blockchain technology in sharing economy 
applications, this study combined the blockchain technology 
with sharing economy applications to create a decentralized 
P2P sharing economy model for a car accident reporting 
application. In general, the sharing economy for businesses 
connects service providers and consumers, and enables people 
to offer services through online platforms in a private and 
secure manner. As mentioned hereinabove, the blockchain 
technology facilitates decentralization of data storage and 
communication. The decentralized processes can be 
automated when deploying ‘smart contracts’ that are a part of 
the blockchain technology. 

To build a decentralized sharing economy using the 
blockchain technology, several design elements should be 
considered, including the features of blockchain and its main 
components, as well as decentralized infrastructures and 
platforms. As previously stated, the blockchain architecture 
presents benefits for businesses in gaining several features 
such as improved security and privacy. 

The proposed model is adapted from the ‘Blockchain 
Market Engineering Framework’ [22]. The Ethereum platform 
was selected for implementation in the proposed model 
because it is an open-source, public, and generic blockchain 
architecture in which the transactions are validated by the PoS 
consensus. The proposed blockchain architecture is 
independent of any specific platforms and it consists of five 
main layers, as shown in Fig. 3. 
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Fig. 3. Five-layer Architecture of the Proposed Model. 

The blockchain platform (BaaS) provider manages the 
setup, maintenance, and support of the blockchain 
infrastructure. A node is any electronic equipment that is 
linked to the internet and has an IP address, such as a 
computer, mobile phone, or printer. The node can copy the 
blockchain and process transactions. 

The data layer manages encrypted data that are maintained 
in a standard form to ensure compatibility and inter-sectoral 
communication requirements. 

The data access layer integrates the data generated from 
various sources to enable user registration, user authentication, 
user authorization and accessing of policies. Effective access 
control is required to ensure that only the involved actors (i.e., 
legal users) have access to the relevant transaction data. The 
implementation of a role concept is critical in this context. 
Furthermore, a precisely designed role concept combined with 
effective access control makes illegal data alteration more 
difficult. Furthermore, the integration of related organizational 
parties and relevant metadata is supported by a metadata 
repository. 

The application logic layer manages data analysis, 
communication, socioeconomic support, and workflow of the 
integrated applications and systems. Therefore, the processed 
and retained data are available for all purposes. This 
predominantly concerns research trends and allows to conduct 
statistical assessments. 

The application layer represents the platform features, 
business services and user-controlled services that are given to 
the users of sharing economy organisations, such as the 
surveyor application submission process, surveyor registration 
process, addition of a vehicle, making an accident inquiry, 
evaluation of an accident, querying the manager system, smart 
contract generation, and other services. 

Lastly, the presentation layer enables the services provided 
by the system to be displayed to stakeholders such as the 
surveyor, insurer, reporting company and operational 
department. The functions and features provided to each user 
differ depending on their role and permission. For instance, 

the registration process, submission process, accident 
evaluation, and making an accident inquiry are available for 
the surveyor; addition of vehicles is available to the 
operational department; selling of insurance contracts is 
available to the insurers; and recruitment of surveyors is 
available to the reporting company. Note that it is vital to 
ensure responsiveness in the proposed model by allowing 
access through web or desktop applications supported by 
various operating systems. Also, the model can be further 
extended by applying security mechanisms in smartphones, 
such as fingerprint and iris scanning. 

To demonstrate the effectiveness of the proposed model, it 
was adapted in the Najm for Insurance Services Company 
[21]. 

V. IMPLEMENTATION OF THE PROPOSED APPLICATION 
To implement the prototype, the following steps were 

undertaken: 

• Creating a blockchain for data storing: A multichain 
platform was used with the Windows 10 OS; the chain 
consisted of only one computer and all data about 
stakeholders were saved in the chain as bytecode that 
was then converted to the JSON format to be read. 
Further, any stakeholder computer could be added, and 
the command prompt (CMD) scripts were used to 
create the chain. 

• Connecting with the chain: To connect with the chain 
and cover its complexity, an API was created using the 
Python programming language. The created API offers 
data storage and retrieval from the chain. Further, the 
Flask web server was used to allow a client to connect 
to the chain. 

• The application: To create a GUI app for users, an 
android app was used to connect with the API. 

A. Code and Functions for Computer Program 
The system consists of a mobile application and a 

computer program. The computer program consists of two 
elements: one is responsible for the blockchain and the other is 
responsible for the web server. The blockchain and web server 
functions are listed in Tables I and II, respectively. 

B. Proposed Mobile Application 
The proposed application contains different screens for 

executing different functionalities. Fig. 4 represents the pre-
step of using the system. The user needs to enter their IP 
address to link the application to the blockchain and then, 
select one of three options: ‘Create New User’, ‘Login’, or 
‘Report an Accident’. 

The surveyor is provided two options: ‘Create New User’ 
and ‘Login’. 

Create New User: When the surveyor chooses to create an 
account, the screen contains fields to receive information 
about the user. The surveyor should enter their name, email, 
password, form number, car plate, identification number and 
mobile number and then, click on the ‘Create User’ icon, as 
shown in Fig. 5. 
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TABLE I. BLOCKCHAIN FUNCTIONS 

Functions Description 

Create It is used to create a new blockchain. 

Start It is used to start a blockchain activity. 

Storage 
It is used to create a stream on blockchain to start writing on it 
and give permission for commuters who are connected to the 
blockchain to write on it. 

add_data It is used to take (chain, stream, path) of blockchain to write on 
it and publish. 

converter It is used to take the existing data and convert it to 
hexadecimal. 

find_data It is used to find data inside a blockchain. 

distance It is used to calculate the distance between the surveyor and the 
insured party. 

find_ac It is used to store all the data in the JSON file and search for 
the existing data. 

TABLE II. WEB SERVER FUNCTIONS 

Functions Description 
app.route(users) It is used to add a new user to the company. 
app.route(acid) It is used to report an accident. 

app.route(Log) It is used to log in to the user account and locate the 
nearest accident. 

app.route(Select) It is used to the nearest accident for serving. 

 
Fig. 4. Initial Registration. 

 
Fig. 5. Create an Account. 

After the surveyor account creation process is completed, 
the screen shown in Fig. 6 is presented to the surveyor, which 
contains the message “Your Req Has been sent, wait for a 
phone call”. 

 
Fig. 6. Request Message. 

Login: When the surveyor selects the “Login” option, they 
will be allowed to login. This screen contains two fields: email 
and password. After providing this information, the surveyor 
is logged into the application, as shown in Fig. 7. 

 
Fig. 7. Login. 

After the surveyor login process is successfully executed, 
the screen shown in Fig. 8 appears which contains longitude 
and latitude coordinates of the nearest accidents. 

 
Fig. 8. Nearest Accidents. 

On the other hand, the insurer has one option: 

Report an Accident: When the insurer chooses the third 
option, a screen appears containing information about the 
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accident, mobile number of the insured party, car plate 
number, username, and accident degree. There are three 
different accident degrees: “small no injury”, “medium no 
injury”, and “With injury”, as shown in Fig. 9 and 10. 

 
Fig. 9. Report an Accident. 

 
Fig. 10. Accident Degree. 

After determining the accident degree, the insurer presses 
submit and the screen shown in Fig. 11 appears for the insurer, 
which contains the message “Accident Data Has been 
Received”. 

CMD scripts are used for interacting with blockchain. 
Fig. 12 shows how the user information is saved in 
blockchain. Fig. 13 shows how the accident report is stored in 
blockchain. 

 
Fig. 11. Submit Accident Report Form. 

 
Fig. 12. User Information. 

 
Fig. 13. Accident Reporting Information. 

VI. CONCLUSION AND FUTURE WORK 
Blockchain plays an important role in increasing data 

security and integrity in sharing economy applications. 
Therefore, proposing a blockchain-based framework to 
enhance sharing economy application is important to solve the 
issues related to existing accident reporting systems, including 
the need for significant data harvesting, providing secure 
storage, and enabling frequently updated transactions. 
Moreover, the old reporting data must not be changed after 
inputting it into the database. Also, accident reports should be 
shared and distributed among different stakeholders in a 
consistent and secure manner. These issues should be 
addressed to provide a trusted accident reporting system. In 
this paper, a new business method is proposed for sharing 
economy using the blockchain architecture. The proposed 
model features a software architecture that was used to 
develop the sharing economy application based on blockchain 
and the identified business pattern and architectural model of a 
car accident reporting application was adopted as a prototype 
of the proposed blockchain platform and subsequently 
implemented for the Najm for Insurance Services Company in 
Saudi. With regards to future work, we need to add new 
functions and evaluate the adaptation of the architecture and 
business pattern identified through the case study. 
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Abstract—Virtual Communities of Practice (VCoPs) are 
networks of people who share a common interest and a desire to 
learn together in the same domain via ICT. The limitations of the 
existing concepts for developing VCoPs in general contexts are 
not explained in terms of the integration between virtual learning 
technologies and digital learning strategies used to promote 
expected learning outcomes in the agricultural sector. This 
research aims to propose the conceptual framework for 
developing the Virtual Communities of Practice through Digital 
Inquiry (VCoPs-DI Model) to promote digital agriculturists’ 
learning competencies and engagement. The research 
methodology was divided into three stages: the first stage 
involves a literature review for document analysis and synthesis, 
the second stage involves constructing the conceptual framework, 
and the third stage involves evaluating the content validity index. 
The key results showed that the developed conceptual framework 
has three parts: (1) The fundamentals of concept formation were 
divided into four concept bases: (1.1) Communities of Practice 
(CoPs), (1.2) Virtual Learning Environments (VLEs), (1.3) 
Digital Learning Resources (DLRs), and (1.4) Critical Inquiry 
Method; (2) The identification of the manipulated variable was 
divided into two compositions: (2.1) VCoPs and (2.2) Digital 
Inquiry (DI); (3) The identification of the dependent variable was 
divided into two compositions: (3.1) Digital agriculturists' 
learning competencies, and (3.2) learning engagement. Findings 
from an expert’s review show that the scale levels of the content 
validity index (SCVI) were 0.958. We anticipate that our 
conceptual framework could be used for reference as part of the 
design and development of the VCoPs model to promote learning 
in the agricultural sector. 

Keywords—VCoPs; digital inquiry; digital agriculture; learning 
competencies; learning engagement 

I. INTRODUCTION 
Many global issues, such as climate change, lack of natural 

resources, demographics, and food waste, are putting pressure 
on the overall sustainability of agricultural systems. In this 
digital age, traditional agricultural management approaches 
need to be radically transformed so that smart technologies can 
contribute to innovation and redesign the entire value chain to 
maintain the sustainability of the agricultural sector. Current 
advances in advanced digital technology tend to lead to the 

fourth phase of the revolution in the agricultural sector, known 
as "Agriculture 4.0" [1]. 

Agriculture 4.0 in developing countries is characterized by 
low technological levels of technology. The main reasons for 
this are the high cost of advanced digital technology (e.g., 5G, 
cloud computing, Internet of Things, blockchain, data mining, 
artificial intelligence, augmented reality, virtual reality, etc.) 
and the dynamics of today's business environment. However, 
these types of systems are becoming increasingly important, 
especially for achieving the Sustainable Development Goals 
(SDGs), which are related to three specific goals: Zero Hunger 
(Goal 2), Clean Water and Sanitation (Goal 6), and Life on 
Land (Goal 15). One alternative to achieving this goal is to 
adopt Logistics 4.0 technologies and educational technology. 
This is because these technologies can address issues such as 
nutrition, food safety, and soil and water conservation [2]. 

Information and communication technologies (ICT), such 
as the Internet, e-mail, and videoconferencing, have made the 
human learning process more efficient and productive in terms 
of daily operations. However, ICT not only improves people's 
daily productivity but also supports the ability to share that 
information and tacit knowledge with both internal and 
external organizations as well as social networks. One of the 
most popular ways to share large amounts of information and 
tacit knowledge is through an informal learning environment 
such as a Community of Practices (CoPs) [3] or Virtual 
Community of Practices (VCoPs) [4]. 

Digital learning resources are characterized by being virtual 
spaces that learners can access through information and 
communication technology. Managing learning resources in a 
virtual space requires consideration of the media exposure and 
lifestyle of digital learners. Digital learning resources can be 
classified into five categories [5–7]: 1) search engines and 
translation tools; 2) data and storage management tools; 
3) content creation, presentation, and publishing tools; 
4) distance learning tools; 5) social networking tools. 

The limitations of existing concepts for the development of 
VCoPs in general contexts are not explained concerning the 
integration between virtual learning technologies and digital 
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learning strategies used to promote expected learning outcomes 
in the agricultural sector for digital learners of all ages, 
regardless of their background and geographical location [3–4]. 
Thus, this research paper focused on proposing the conceptual 
framework for the development of the Virtual Communities of 
Practice through Digital Inquiry (VCoPs-DI Model) to promote 
digital agriculturists’ learning competencies and learning 
engagement that can be used for reference in the design and 
development of the VCoPs model by integration between 
virtual learning technologies and digital learning strategies 
used to promote learning in the agricultural sector in the future. 

II. RESEARCH OBJECTIVES 
1. To synthesize the conceptual framework for the 

development of the Virtual Communities of Practice 
through Digital Inquiry (VCoPs-DI Model) to 
promote digital agriculturists’ learning competencies 
and learning engagement. 

2. To construct the conceptual framework for the 
development of the VCoPs-DI Model to promote 
digital agriculturists’ learning competencies and 
learning engagement. 

3. To validate the conceptual framework for the 
development of the VCoPs-DI Model to promote 
digital agriculturists’ learning competencies and 
learning engagement. 

III. RESEARCH METHODOLOGY 
Stage I: Synthesis of the conceptual framework for the 

development of the VCoPs-DI Model to promote digital 
agriculturists' learning competencies and learning engagement. 
This stage was a qualitative research method based on a 
literature review. The researchers conducted studies, analyzed, 
and synthesized research papers that included Communities of 
Practice (CoPs), Virtual Learning Environments (VLEs), 
Digital Learning Resources (DLRs), the Critical Inquiry 
Method, Digital Agriculturists' learning competencies, and 
learning engagement from ERIC, Scopus, and Web of Science 
online databases published during 2015–2021 using content 
analysis [8] of text data in research papers. 

Stage II: Construct the conceptual framework [9] for the 
development of the VCoPs-DI Model to promote digital 
agriculturists’ learning competencies and learning engagement 
was developed by conducting studies, analysis, and synthesis 
through content analysis in stage I. 

Stage III: Validation of the conceptual framework for the 
development of the VCoPs-DI Model to promote digital 
farmers' learning competencies and learning engagement was 
an expert judgement by five educational technology experts on 
a four-point Likert scale for the Content Validity Index (CVI) 
[10] The scale used in this study was used and responses 
included 1 = Not Relevant, 2 = Somewhat Relevant, 3 = 
Relevant, and 4 = Highly Relevant. Researchers recommend 
that a scale with excellent content validity should be composed 
of I-CVIs of 0.78 or higher and S-CVI/UA and S-CVI/Ave of 
0.8 and 0.9 or higher, respectively. 

IV. RESEARCH FINDINGS 

A. The First Stage 
• The results of the synthesis of components of 

Communities of Practice (CoPs) as shown in Table I 
[11-18]: 

TABLE I. RESULTS OF THE SYNTHESIS OF COMPONENTS OF COPS 

Components of 
CoPs 

Reference 

[11] [12] [13] [14] [15] [16] [17] [18] 

1. Purpose/ 
Vision/ Mission         

2. Participant/ 
Members/ 
People 

        

3. Perspective/ 
Paradigm/ 
Shared values/ 
Negotiation 

        

4. Processes/ 
Methods/ 
Activity 

        

5. Platforms/ 
Technology         

6. Products/ 
Productivity         

According to the result of the synthesis indicated in Table I, 
it can be summarized that the CoPs comprise six components: 
1) purpose, 2) participants, 3) perspective, 4) processes, 
5) platforms, and 6) products. 

• The results of the synthesis of components of Virtual 
Learning Environments (VLEs) as shown in Table II 
[19-26]: 

TABLE II.  RESULTS OF THE SYNTHESIS OF COMPONENTS OF VLES 

Components of 
VLEs 

Reference 

[19] [20] [21] [22] [23] [24] [25] [26] 

1. Learning aims 
and objectives         

2. Learning 
contracts         

3. Learning 
issues/ Topic / 
Agenda 

        

4. Learning 
activities/ Task         

5. Learning 
technologies         

6. Learning 
assessments         

According to the result of the synthesis indicated in 
Table II, it can be summarized that the VLEs comprises six 
components: 1) learning aims, 2) learning contracts, 3) learning 
issues, 4) learning activities, 5) learning technology and 
6) learning assessments. 
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• The results of the synthesis of components of Digital 
Learning Resources (DLRs) as shown in Table III [5, 7, 
27-29]: 

TABLE III. RESULTS OF THE SYNTHESIS OF COMPONENTS OF DLRS 

Components of DLRs 
Reference 

[5] [7] [27] [28] [29] 

1. Search engine and translation tools      

2. Data and storage management tools      

3. Content creation, presentation, and 
publishing tools      

4. Distance learning tools      

5. Social networking tools      

According to the result of the synthesis indicated in 
Table III, it can be summarized that the DLRs, comprise five 
components: 1) search engine and translation tools, 2) data and 
storage management tools, 3) content creation, presentation, 
and publishing tools 4) distance learning tools, and 5) social 
networking tools. 

• The results of the synthesis of components of the 
critical inquiry method as shown in Table IV [30-32]: 

TABLE IV. RESULTS OF THE SYNTHESIS OF COMPONENTS OF CRITICAL 
INQUIRY METHOD 

Components of critical inquiry method 
Reference 

[30] [31] [32] 

1. Observing/ Exploring and questioning    

2. Information seeking/ Information searching/ 
Problem-posing    

3. Knowledge building/ Knowledge gathering/ 
Knowledge construction/Taking action    

4. Creative communicating    

5. Knowledge sharing/ Knowledge exchange    

According to the result of the synthesis indicated in 
Table IV, it can be summarized that the critical inquiry method 
comprises five components: 1) exploring and questioning, 
2) information searching, 3) knowledge building, 4) creative 
communicating and 5) knowledge sharing. 

• The results of the synthesis of components of the digital 
agriculturists’ learning competencies as shown in Table 
V [33-38]. 

According to the result of the synthesis indicated in 
Table V, it can be summarized that the digital agriculturists’ 
learning competencies comprise six components: 1) seeking 
lifelong learning opportunities, 2) self-concept of being an 
effective digital learner, 3) initiative, creativity, and 
independent learning concerning digital agriculture learning 
issues, 4) self-responsibility in digital agriculture occupations, 
5) optimistic about agriculture's evolution in the digital era, 
6) problem-solving and decision-making concerning 
agriculture practices in the digital era. 

TABLE V. RESULTS OF THE SYNTHESIS OF COMPONENTS OF DIGITAL 
AGRICULTURISTS’ LEARNING COMPETENCIES 

Components of Digital agriculturists’ 
learning competencies Reference 

1. Seeking lifelong learning opportunities [33], [34], [35], [36], [37] 

2. Self-concept of being an effective digital 
learner [33], [34], [36] 

3. Initiative, creativity and independent learning 
concerning digital agriculture learning issues [33], [34], [35], [38] 

4. Self-responsibility in digital agriculture 
occupations 

[33], [34], [35], [36], [37], 
[38] 

5. Optimistic about agriculture evolution in the 
digital era 

[33], [34], [35], [36], [37], 
[38] 

6. Problem solving and decision-making 
concerning agriculture practices in the digital 
era. 

[33], [34], [35], [36], [37] 

• The results of the synthesis of components of the 
learning engagement as shown in Table VI [39-41]: 

TABLE VI. RESULTS OF THE SYNTHESIS OF COMPONENTS OF LEARNING 
ENGAGEMENT 

Components of learning engagement 
Reference 

[39] [40] [41] 

1. Behavioral engagement    

2. Emotional engagement    

3. Cognitive engagement     

According to the result of the synthesis indicated in Table 
VI, it can be summarized that learning engagement comprises 
three components: 1) behavioral engagement, 2) emotional 
engagement, 3) cognitive engagement. 
B. The Second Stage 

• The results of the construction of the conceptual 
framework for the development of the Virtual 
Communities of Practice through Digital Inquiry 
(VCoPs-DI Model) to promote digital agriculturists’ 
learning competencies and learning engagement are in 
Fig. 1. 

 
Fig. 1. Conceptual Framework. 
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From Fig. 1, this conceptual framework consists of the 
following three parts: (1) The fundamentals of concept 
formation were divided into four concept bases: 
a) Communities of Practice (CoPs), b) Virtual Learning 
Environments (VLEs), c) Digital Learning Resources (DLRs), 
and d) Critical Inquiry Method. (2) The identification of the 
manipulated variable was divided into two compositions: 
a) Virtual Communities of Practice (VCoPs), which has six 
elements: i) desire and passion for learning, ii) digital learning 
platforms, iii) decentralized learning contracts, iv) deep 
learning issues of practice, v) dynamic learning processes, 
vi) developmental learning assessments and b) Digital Inquiry 
(DI), which has five elements: i) exploring and questioning, 
ii) information searching, iii) knowledge building, iv) creative 
communicating, v) knowledge sharing. (3) The identification of 
the dependent variable was divided into two compositions: 
a) Digital agriculturists' learning competencies, and 
b) Learning engagement. 

C. The Third Stage 
The results of the validation of the conceptual framework 

for the development of the VCoPs-DI Model to promote digital 
agriculturists’ learning competencies. 

TABLE VII.  RESULTS OF THE VALIDATION OF THE CONCEPTUAL 
FRAMEWORK FOR THE DEVELOPMENT OF THE VCOPS-DI MODEL TO 

PROMOTE DIGITAL AGRICULTURISTS’ LEARNING COMPETENCIES 

Evaluation Items 
Experts Number in 

Agreement 
I-
CVI Meaning 

1 2 3 4 5 

Part I: Fundamentals of concept formation 
 1. Communities 
of Practice (CoPs)  4 4 4 4 4 5 1.00 Valid 

 2. Virtual 
Learning 
Environments 
(VLEs) 

4 4 4 4 4 5 1.00 Valid 

 3. Digital 
Learning 
Resources 
(DLRs) 

4 4 4 4 4 5 1.00 Valid 

 4. Critical 
Inquiry Method 2 4 4 4 4 4 0.80 Valid 

Part II: Identification of manipulated variable 

1. Virtual Communities of Practice (VCoPs) 
 1) Desire and 
passion for 
learning 

4 4 4 4 2 4 0.80 Valid 

 2) Digital 
learning platforms 3 4 4 4 4 5 1.00 Valid 

 3) Decentralized 
learning contracts 3 3 4 3 4 5 1.00 Valid 

 4) Deep learning 
issues of practice 3 3 4 3 4 5 1.00 Valid 

 5) Dynamic 
learning processes 3 3 3 3 4 5 1.00 Valid 

6) Developmental 
learning 
assessments 

2 3 4 3 4 4 0.80 Valid 

 2. Digital Inquiry (DI) 

 1) Exploring and 4 4 4 4 4 5 1.00 Valid 

questioning 

 2) Information 
searching  4 4 4 4 4 5 1.00 Valid 

 3) Knowledge 
building 3 4 4 4 4 5 1.00 Valid 

 4) Creative 
communicating 3 4 4 4 4 5 1.00 Valid 

 5) Knowledge 
sharing 4 4 4 4 4 5 1.00 Valid 

Part III: Identification of dependent variable 

 1. Digital agriculturists’ learning competencies 
 1) Seeking 
lifelong learning 
opportunities 

4 4 4 4 4 5 1.00 Valid 

 2) Self-concept 
of being an 
effective digital 
learner 

4 4 4 4 4 5 1.00 Valid 

 3) Initiative, 
creativity and 
independent 
learning 
concerning digital 
agriculture 
learning issue 

3 2 4 4 4 4 0.80 Valid 

 4) Self-
responsibility in 
digital agriculture 
occupations 

4 4 4 4 4 5 1.00 Valid 

 5) Optimistic 
about agriculture 
evolution in the 
digital era 

4 4 4 4 4 5 1.00 Valid 

 6) Problem-
solving and 
decision-making 
concerning 
agriculture 
practices in the 
digital era 

3 4 3 4 3 5 1.00 Valid 

 2. Learning engagement 
 1) Behavioral 
engagement 4 4 4 4 4 5 1.00 Valid 

 2) Emotional 
engagement 4 4 4 4 4 5 1.00 Valid 

 3) Cognitive 
engagement 4 4 4 4 4 5 1.00 Valid 

S-CVI/Ave 0.958 
Excellent 
content 
validity 

From Table VII, based on the experts’ review, the results of 
the validation of the conceptual framework for the 
development of the VCoPs-DI Model to promote digital 
agriculturists’ learning competencies found that the item levels 
of the content validity index (I-CVI) were in the range of 0.80–
1.00. 

In addition, the scale levels of the content validity index 
(SCVI) also showed excellent content validity (S-CVI/Ave ≥ 
0.90). 
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V. CONCLUSION AND DISCUSSION 
The proposed conceptual framework for developing the 

Virtual Communities of Practice through Digital Inquiry 
(VCoPs-DI Model) to promote digital agriculturists' learning 
competencies and learning engagement has three parts as 
follows: 

1. The fundamentals of concept formation are divided 
into four concept bases: a) Communities of Practice (CoPs), 
b) Virtual Learning Environments (VLEs), c) Digital Learning 
Resources (DLRs), and d) Critical Inquiry Method. 

2. The identification of the manipulated variable was 
divided into two compositions: a) Virtual Communities of 
Practice (VCoPs), which has six elements: i) desire and 
passion for learning, ii) digital learning platforms, iii) 
decentralized learning contracts, iv) deep learning issues of 
practice, v) dynamic learning processes, vi) developmental 
learning assessments and b) Digital Inquiry (DI), which has 
five elements: i) exploring and questioning, ii) information 
searching, iii) knowledge building, iv) creative 
communicating, v) knowledge sharing. 

3. The identification of the dependent variable was 
divided into two compositions: a) digital agriculturists' 
learning competencies and b) learning engagement. The five 
educational technology experts evaluated the validity of the 
conceptual framework for developing the VCoPs-DI Model to 
promote digital agriculturists' learning competencies and 
found that the validity of the proposed conceptual framework 
has excellent content validity. 

From the findings, we anticipate that our conceptual 
framework could be used for reference in the design and 
development of the VCoPs model to promote learning in the 
agricultural sector. We expect that our framework will lead to 
practical ways to incorporate agricultural communication to 
increase participation in VCoPs among the agricultural 
workforce, including for all ages in the digital transmedia era, 
towards the Digital Agriculturists' learning competencies, 
which include six expected learning outcomes: 1) Seeking 
lifelong learning opportunities, 2) Self-concept of being an 
effective digital learner, 3) Initiative, creativity and 
independent learning concerning digital agriculture learning 
issues, 4) Self-responsibility in digital agriculture occupations, 
5) Optimistic about agriculture's evolution in the digital era, 6) 
Problem-solving and decision-making concerning agriculture 
practices in the digital era. 
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Abstract—Traffic signal control is a way for reducing traffic 
jams in urban areas, and to optimize the flow of vehicles by 
minimizing the total waiting times. Several intelligent methods 
have been proposed to control the traffic signal. However, these 
methods use a less efficient road features vector, which can lead 
to suboptimal controls.  The objective of this paper is to propose 
a deep reinforcement learning approach as the hybrid model that 
combines the convolutional neural network with eXtreme 
Gradient Boosting to traffic light optimization. We first 
introduce the deep convolutional neural network architecture for 
the best features extraction from all available traffic data and 
then integrated the extracted features into the eXtreme Gradient 
Boosting model to improve the prediction accuracy. In our 
approach; cross-validation grid search was used for the hyper-
parameters tuning process during the training of the eXtreme 
Gradient Boosting model, which will attempt to optimize the 
traffic signal control. Our system is coupled to a microscopic 
agent-based simulator (Simulation of Urban MObility). 
Simulation results show that the proposed approach improves 
significantly the average waiting time when compared to other 
well-known traffic signal control algorithms. 

Keywords—Convolutional neural network; extreme gradient; 
traffic control; traffic optimization; urban mobility 

I. INTRODUCTION 
Congestion causes serious social problems such as long 

distance travel, fuel consumption, and air pollution. Factors 
that contribute to traffic congestion include the proliferation of 
vehicles, poor road infrastructure, and poor signal control. But 
it doesn't stop people from buying cars, and building new road 
infrastructure is expensive. A relatively simple solution is to 
improve the efficiency of traffic light control. Approaches to 
reduce congestion are still priority topics for researchers from 
different disciplines. There have been several technological 
developments to help solve these problems; but there is a real 
need for further study and analysis of the impact of this 
problem on the daily lives of millions of people. 

According to World Bank statistics released in 2017, 64% 
of the world's oil is consumed in the transportation sector. The 
sector also contributes 27% of his CO2 emissions globally. 
According to the same source, according to 2022 statistics, 
domestic and international transport already accounts for 20% 
of global greenhouse gas emissions. It could rise as much as 
60% by 2050 [1]. 

Artificial intelligence plays a very important role in this 
topic; agent-based simulations have attained a sufficient degree 
of complexity and scalability and have shown their ability to 

manage traffic in the urban environment with other means to 
improve the quality of life of users. 

Some researchers have proposed an optimization method 
for dynamic routing systems. Although this technique has 
proven effective in improving computation time, it is rarely 
used nowadays. Another technique for improving dynamic 
routing systems is to predict traffic conditions, like in [2] 
where, a machine learning approach for short-term traffic 
forecasting was proposed. This approach uses common 
conditions such as traffic volume, speed, and road segment 
occupancy to forecast short-term traffic volumes. 

Our work presents a contribution to this line of research; 
and more precisely we will study a simple and always 
interesting situation: an isolated intersection regulated by 
traffic lights, which we want to manage by means of an agent 
capable of exploiting the experience acquired from its learning, 
possibly representing the admissible traffic conditions. We 
describe a Convolutional eXtreme Gradient Boosting 
(ConvXGB) algorithm as a deep reinforcement learning 
algorithm that automatically extracts all useful functions for 
adaptive traffic light control from raw real-time traffic data and 
learns the optimal policy for traffic light control instead of 
using human-crafted functions. We model the control problem 
as a reinforcement learning problem. A deep convolutional 
neural network is then used to extract useful features from the 
raw real-time traffic data (vehicle positions, velocities, waiting 
times of each vehicle on the road, traffic light status, etc.) to 
output the optimal traffic signal control decision. ConvXGB 
combines the performance of a Convolutional Neural Network 
(CNN) and eXtreme Gradient Boosting (XGBoost). A key 
feature of ConvXGB is a systematic strategy for choosing 
between these two models: XGBoost, widely used by data 
scientists, is a scalable machine learning system for tree 
boosting that avoids overfitting. It works well on its own and 
has proven its prowess in many machine learning competitions. 
Adding machine learning with CNN, a deep learning class that 
involves hierarchical learning at multiple different levels, 
brings clarity. 

The simulations are carried out using SUMO (urban 
mobility simulation tool) of [3] in which we can see the results 
of the potential regulation of the actions carried out. A 
considerable reduction in waiting times and vehicle delays is 
achieved by using the proposed method. 

The paper morphology will be as follows: the second 
section provides a literature research on the applications of 
Reinforcement Learning (RL) algorithms dedicated to traffic 
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light control. The third section, we briefly present an 
explanation of the different techniques used. In the fourth 
section, we present the studied environment and its concepts. 
The fifth section describes the structure of the proposed model 
architecture. The simulation results and performance compared 
to other reference models are presented in the sixth section and 
the concluding remarks are given in the last section. 

II. RELATED WORK 
In general, traffic signals are based on repeated "cycles", 

where a cycle is a full rotation of all information provided at 
the intersection, and consisting of a number of phases. 
According [4] the "phase" is a group of traffic movements 
through the intersection; undergoing a "green" time interval, 
followed by "yellow" time and then "red" time.  The dedicated 
time for each phase follows a fixed plan according to [5] 
method, or by adopting an adaptive green time scenario for 
each phase according to the traffic dynamics. The RL method 
applied to adaptive traffic light control has been proven 
effective in many papers. Multi-agent systems for solving 
many traffic management and control problems as in [6] 
research, a challenge in multi-agent environments is whether to 
approach traffic control as a collaborative problem/domain. In 
other words, the local optimum usually competes with the 
global optimum (the entire road network). Dimensional 
problems related to learning in multi-agent systems. Each 
implicitly influences the decisions of other agents. Co-
evolution and the role of driver behavior in transport networks. 
The reference [7] introduced Q-learning algorithm for a single 
isolated intersection, we know that it is a tabular algorithm 
dealing with a restricted modeling of the environment based on 
a finite number of states and actions, which only works for this 
kind of problem and which will suffer from the curse of 
dimensionality if we ever think of expanding the state space 
and giving more details on the traffic state. The reference [8], 
the authors introduced a RL method with context detection for 
traffic signal control optimization, the detection of the change 
of context requires the installation of very sophisticated 
sensors, which is not at all acquired in various road networks 
throughout the world. The authors of [8] used a variety of RL 
algorithms to define the impact of the representation of state 
and action spaces, as well as the choice of actions and the 
definition of rewards on traffic models for a real-world 
intersection, and proved the effectiveness of the phasing 
variable, especially in large and dynamic traffic models. Most 
of the works deal with the problem of traffic signal control 
based on human-designed characteristics such as vehicle queue 
length and average vehicle delay. Human-designed features are 
abstractions of raw traffic data that ignore useful traffic 
information and result in suboptimal signal control. For 
example, vehicle queue length does not take into account 
vehicles that are not in the queue but are due to arrive soon. 
This is also useful information for traffic light control. Average 
vehicle delay reflects only historical traffic data, not real-time 
traffic demand. 

In this work, we draw on the work of [9] and [10] by 
establishing a more detailed representation of the state space of 
the studied environment in order to provide more information 
of the intersection state. In addition, in this paper we propose a 
new deep learning model for reinforcement learning problems, 

called "ConvXGB" which is a combination of CNN and 
XGBoost. 

The ConvXGB model does not use human features, nor 
does it use vehicle queue lengths, instead it automatically 
extracts all useful features from the raw traffic data. Our 
algorithm works efficiently at realistic intersections. Our 
ConvXGB consists of several stacked layers of convolutions 
that learn the properties of the input and can learn the 
properties automatically. Then XGBoost predicts the class 
labels in the last layer. The ConvXGB model is simplified by 
reducing the number of parameters under suitable conditions, 
as it does not require readjusting the weight values in the 
backpropagation cycle. 

III. METHODOLOGY 

A. Deep Reinforcement Learning 
The treatment of a problem by reinforcement learning (RL) 

using Deep Neural Networks (DNN) is called deep 
reinforcement learning (DRL). RL is a goal-oriented machine-
learning algorithm aimed at achieving it by interacting with the 
environment. For a problem handled by RL, the environment is 
iteratively observed by the agent (in our case the road 
network), and it takes an action (by changing the phase or the 
duration of the phase of the signal). As a result, it receives from 
the environment a reward (in the case of traffic light control: 
waiting time …) for the chosen action, the reward will be 
cumulated with its long-term goal (minimize delay, minimize 
stops …). Then according to its rules and the state transition 
probability, the environment switches to the next state. 

The RL agent tries to optimize the correspondence between 
the state space and the action space called policy, by analyzing 
the rewards discounted, and accumulated in the long run, and 
from the application of different action sequences. The agent's 
policy can be adjusted to converge to an optimal policy, by 
maximizing the expectation of the long-term reward during the 
learning process. Fig. 1 shows an RL-agent for traffic signal 
control. 

The value function of the reinforcement-learning problem 
is the estimate of the reward of each pair of state-action in the 
long run. The value of environment state is the estimated long-
run reward discounted by a factor following the policy, as 
defined in the Bellman equation as follows: 

v(s) = ∑P(s′, r|s, a)[r + γVπ (s′)]            (1) 

 
Fig. 1. Reinforcement Learning Agent for Traffic Signal Control. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

531 | P a g e  
www.ijacsa.thesai.org 

Where s represent the environment state, a the chosen 
action, r the reward received from the environment, P the state 
transition probability, 𝛾 the discount factor, π the agent policy 
and 𝑠′ the next state according the probability P. 

B. Q-learning 
Tabular Q-learning according to [11] is a widely used off-

policy RL algorithm. Where the chosen action a ϵ A 
corresponds to the largest Q-value taken from a grid called Q-
table. All discrete values of states and actions s ϵ S and a ϵ A 
will match in this grid. At each time step, Q-learning improves 
its policy according to the following equation: 

𝑄𝑡(𝑠, 𝑎) =
(1 − 𝛼)𝑄𝑡−1(𝑠,𝑎) + 𝛼(𝑟 + 𝛾 𝑚𝑎𝑥𝑎′∈𝐴 𝑄𝑡−1(𝑠′, 𝑎′))          (2) 

At time step t when the agent chooses to execute action a 
on states it receives a reward r, the parameters α and γ 
represent respectively the learning rate and the discount factor 
defining the importance of the upcoming state. 

Tabular Q-learning needs a grid to store the Q-values of all 
pairs (s, a). The learning process suffers from the curse of 
dimensionality using [11], [12] and [13] approaches, if the sets 
of states S and actions A increase and if, in addition, the 
representation of the state is very detailed, so that the grid of Q 
values becomes giant. Therefore, the function approximation 
Q(s, a; θ) introduced (where θ is the hyper-parameter of the 
approximator) aimed at the generalization of the function from 
an example to estimate the correspondence. In this paper, we 
used this method by convolutional neural networks while 
adopting a continuous state representation. 

C. Deep Q-Network 
The Deep Q-Network (DQN) is a RL algorithm that uses 

Deep Neural Networks (DNN) as function approximators. Its 
effectiveness in handling the large state-action space in RL 
problems as in [14] and in [15] is very significant. In addition, 
it uses two very important mechanisms to solve instability and 
divergence problems: experience replay and target network as 
introduced in [10]. At each learning step, the agent stores the 
quadruplet (s,a,r,s') in the replay memory, then it takes a 
random samples as a mini-batch from the memory to update 
the weights θ. Thus, it eliminates strong correlations between 
consecutive states. The target network mechanism, which is a 
neural network identical to the original one, but where weights 
are updated less frequently, also reduces the correlation 
problem. 

D. XGBoost 
XGBoost (Extreme Gradient Boosting) as explained in [16] 

is a trendy model widely used in several machine-learning 
challenges. Indeed, it runs faster than other model and is 
popular for its scalability in all scenarios discussed in [17]. 
There are many other boosting algorithms such as parallel 
boosting, regression tree boosting, stochastic gradient boosting, 
but in [16], the XGBoost model is one of the leading boosting 
algorithms. 

The performance of many machine-learning algorithms 
depends on their hyper parameter tuning, it is important to tune 
a hyper-parameter; we used the cross-validation grid search 

technique to tune the hyper-parameters of XGBoost in this 
paper. Our results show that this step helped our model achieve 
impressive scores and consequently beat older methods. 

E. Cross-validation Grid Search Tuning Hyper-parameters 
XGBoost is a powerful and flexible machine learning 

algorithm and also it performs very well in general, but there 
are some problems. Notably the large number of hyper-
parameters it has, as well as the fact that different combinations 
of parameters generate different evaluation scores. Hence it is 
essential to find the optimal hyper-parameters to get the most 
out of it. Grid search is method to find optimal hyper-
parameters by testing every combination of them. In our case, 
we choose to tune three common parameters to prevent over 
fitting: learning rate, minimum child weight and maximum 
depth. 

F. ConvXGB Model 
As a fresh deep learning model for categorization issues, 

we introduce the Convolutional eXtreme Gradient Boosting 
(ConvXGB) technique. ConvXGB combines the strengths of a 
Convolutional Neural Network (CNN) with eXtreme Gradient 
Boosting (XGBoost) [16], resulting in a state-of-the-art 
performance and high accuracy, as we will demonstrate. The 
ConvXGB architecture consists of three sub-CNN-networks 
each containing three stacked convolutional layers, the outputs 
of which are merged and reshaped, thus serving as the input to 
the XGBoost which is the final layer of the model. They differ 
from conventional CNN in that there is neither a pooling couch 
nor a fully connected (FC) couch. This adds simplicity and 
reduces the number of calculation parameters because it is not 
necessary to adjust the weight in the FC couches in order to 
adjust the weight in the preceding couches. 

IV. DESCRIPTION OF THE REINFORCEMENT LEARNING 
ENVIRONMENT FOR TRAFFIC LIGHTS CONTROL 

A. Intersection Model 
The environment, on which the agent operates, is a four-

armed intersection shown in Fig. 2. Each arm is 500 meters 
long, the maximum speed is 70km/h and the adopted traffic 
scenario handles an average of 1000 vehicles per hour. There 
are three lanes on each arm defining the possible directions of a 
vehicle: the rightmost lane allows vehicles to turn strictly right, 
the middle lane allows the driver to go straight only, while on 
the leftmost lane the driver can turn left or make a U-turn. 

In the center of the intersection, the agent controls an 
adaptive traffic light system. Pedestrians, pavements and 
pedestrian crossings are not included in our environment. 

 
Fig. 2. Intersection Model. 
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B. State Representation 
A detailed representation of the state of the environment is 

provided for the RL agent. The state is provided in the form of 
three matrices on each incoming road: a matrix of the vehicle's 
position and the matrix of the vehicle's speed used in [10], [18], 
[19] and [20]; and a waiting time matrix of the vehicle's, and 
also the last traffic lights status [21]. To create the three 
matrices Pi, Vi and Wi, we will need to consider two 
parameters the segment length l and the cell length c for each 
road i = 0, 1, 2, 3; Fig. 3. 

In this paper hot coding has been used to define the position 
matrix of the road i, the result is the matrix Pi. The speed 
matrix Vi is calculated by normalizing each vehicle’s speed by 
the edge maximum allocated speed. In our case, we consider 
the waiting time from the moment the vehicle enters the 
incoming route i of the network, and the result is recorded at 
the corresponding entry in the matrix Wi. The waiting time of a 
vehicle is defined as the amount of time during which a vehicle 
has been in the "waiting" state. 

From the state of the last activated traffic lights, a matrix L 
is generated, where: L = [1, 0] is a value that defines green 
lights on horizontal roads whereas L = [0, 1] represents green 
lights on vertical roads as used in [10]. In this way, the state 
representation of the intersection at each time step t provided to 
the RL agent will be St = (P, V, W, L) ∈ S, where S is the 
entire state space. 
C. Action Definition 

In Fig. 4, at each time step the agent observes the state of 
the intersection then chooses and executes either action (At = 
0): “0” setting green lights on for horizontal roads or action(At 
= 1):  “1” setting green lights on for vertical roads. A transition 
phase is required if the action taken at time step t is different 
from the one chosen at time step t+1, it will be executed as 
follows: 

1) Switching the lights for straight ahead vehicles to 
yellow. 

2) Switching the lights for straight ahead vehicles to red. 
3) Switching the lights for left-turning vehicles to yellow. 
4) Switching the traffic lights for vehicles turning left to 

red. 

The times allocated for the yellow and green lights are 
fixed and are worth six seconds and ten seconds respectively. 

D. Reward Definition 
In reinforcement learning, the feedback that the agent 

receives from the environment as a result of his choice of 
action is called a reward. This crucial concept of the training 
process is used to measure the effectiveness of the choice of 
action and thus allows the RL agent to improve future choices 
of his actions. 

The reward can generally take positive or negative values. 
The positive value is the result of the right choice of actions; 
whereas a negative value is due to the wrong choice of actions. 
In our case, the objective is to minimize the total waiting times 
of all vehicles in the intersection. So that the RL agent can 
measures the effect of the action taken on the effectiveness of 

the adaptive control of traffic lights at the intersection in terms 
of reduction or increase, the reward must be derived from a 
performance measure of traffic efficiency, so the goal will be 
met. The intersection is observed for two times, once at the 
beginning of the time step and then at the end of the time step. 

The waiting times in the arrival lanes are noted for each 
observation and for all vehicles present in the intersection. The 
formula for the total reward Rt also used in [10] is therefore: 

𝑅𝑡 = 𝑟1 − 𝑟2               (3) 

The values of 𝑟1  and 𝑟2  are respectively the sum of the 
waiting times recorded at the beginning and at the end of the 
green light interval according to [10]. The agent will only be 
rewarded if the value of 𝑟2 decreases; in case a transition phase 
is mandatory (𝐴𝑡  ≠ 𝐴𝑡+1), the two values  𝑟1  and 𝑟2  will be 
saved at the end of the execution of the transition phase 
discussed in section IV.C. 

 
Fig. 3. Illustration of One Arm of the Intersection and the Three Matrices 

Position (a), Speed (b) and Waiting Time (c) of each Vehicle in the Incoming 
Lane. 

 
Fig. 4. Chronological Sequence of Events of the Agent: State Observation, 

Action Choosing, Executing, Getting Rewards and Training Model 
According. 
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V. ADAPTATIVE SIGNAL CONTROL ALGORITHM DESIGN 
BASED ON CONVXGB 

The ConvXGB agent, which is a RL agent, long-term 
objective is to reduce congestion at the intersection. After 
making a series of decisions (actions) in accordance with a 
policy, we consider St, the intersection's status at the start of 
time step t, into consideration. A sequence of rewards Rt, Rt+1, 
Rt+2, Rt+3... is given to the agent, after taking a sequence of 
actions by adopting a policy π for a state St of the environment 
at the beginning of each time step t.  The action At should 
maximize the reward Rt shown in equation (4) to allow the 
agent to reduce the total waiting times of all vehicles at the 
intersection at time step t.  The agent is supposed to find an 
optimal policy for choosing actions, denoted π∗ defined in (5) 
that maximizes the cumulative future reward (Q-values) and 
that helps it achieve its goal. 

𝑄𝜋(𝑠, 𝑎) = 𝐸[∑ 𝛾𝑘 𝑅𝑡+𝑘∞
𝑘=0 | 𝑆𝑡 = 𝑠,𝐴𝑡 = 𝑎]           (4) 

𝜋∗𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑄𝜋(𝑠, 𝑎) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴           (5) 

To avoid infinite returns in cyclical processes, rewards 
must be discounted. Thus at each time step the reward is 
weighted by a reduction (or discounting) factor γ ϵ [0, 1]. This 
discount factor means that the further into the future one is, the 
less important the rewards become. We denote the optimal 
values of Q under policy 𝜋∗  as  𝑄∗(𝑠, 𝑎) = 𝑄𝜋∗(𝑠, 𝑎) . Our 
model extract useful traffic features, and predict the Q-values 
while trying to find the optimal policy π∗ and thus find the 
optimal Q-values 𝑄∗(𝑠, 𝑎). Bellman's optimality equation (6), 
gives a recursive relation for the optimal Q-values  𝑄∗(𝑠, 𝑎). 

𝑄∗(𝑠, 𝑎) = 𝐸[𝑅𝑡 + 𝛾𝑄∗(𝑆𝑡+1,𝐴𝑡+1)| 𝑆𝑡 = 𝑠,𝐴𝑡 = 𝑎]          (6) 

In order to calculate (6), we would need to have complete 
knowledge of the underlying system mode (state transition 
probabilities and associated rewards), which is actually not 
feasible. Due to the complexity and size of the intersection 
traffic space, ConvXGB model is used to approximatively 
determine the optimal Q-values. It receives as input the state 
representation St = (P, V, W, L). Based on this traffic data, the 
CNN sub-networks extract useful features, which they then 

input to XGBoost to forecast the estimated Q(St, a) for all 
actions a ∈ A given the observed condition St. 

A. Proposed ConvXGB Architecture 
Our paper is based on a new deep learning model, 

dedicated to reinforcement learning problems called 
"ConvXGB". It is a hybridization between convolutional 
neural network and an XGBoost model. The architecture of 
ConvXGB is shown in Fig. 5. The model has five layers: 1) 
input layer, 2) three identical CNN sub-networks each 
containing three stacked convolutional layers, 3) reshape layer, 
4) Q-values prediction layer and 5) output layer. These layers, 
each of which has unique talents and duties, are crucial to the 
model's success. Further, the model can be divided into two 
parts: one for feature learning and the other for Q-values 
prediction. 

These three identical sub-networks having respectively as 
inputs the matrices (P, V, W). The outputs of these three sub-
networks is flattened, and then we merge them with the vector 
L (last state of the traffic lights) to provide the result to the 
third layer for reshaping, Table I shows all the CNN 
parameters. 

The second part of the ConvXGB model is an XGBoost 
model, with tuned parameters using GridSearchCV technique, 
to predict the Q-values. XGBoost are optimized by a cross-
validation grid search. 

The performance of the hybrid ConvXGB model is 
compared to the classical DQN model using only convolutional 
networks to show its robustness. ConvXGB effectively uses 
features learning and predicts Q-values, thus significantly 
reducing the total waiting times for all vehicles in the 
intersection, which will be detailed in the results section. 

TABLE I. PARAMETERS OF THE CNN LAYERS 

CNN Layers Number  
of filters Stride Activation 

function 
Conv1 16 of 4x4 2 ReLU 
Conv2 32 of 2x2 1 ReLU 

Conv3 64 of 2x2 1 ReLU 
 

 
Fig. 5. Architecture of the ConvXGB Model. 
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B. Algorithm and Training Process 
The algorithm in Fig. 6 summarizes the process of forming 

the ConvXGB model used. We use a hybrid model composed 
of three identical CNN sub-networks to extract useful features 
from an environment representation (state). In the prediction 
phase, we use XGBoost to make Q-values predictions given 
the features extracted by CNN sub-networks. We also used the 
experience replay used in [10] to break correlations and 
improve agent performance during the training phase. The 
replay memory provides to the RL agent a set of random 
experiences for its learning, called a mini-batch. Each 
experience is represented as a quadruplet { St, At, Rt+1, St+1}, 
collected and stored in memory M during the learning phase, 
after choosing and applying the action At from the state St, the 
agent receive Rt+1 as reward. 

The environment undergoes a transition from the state St to 
the state St+1. This is why the observations extracted from this 
environment are correlated. This correlation can limit the 
learning capacity of the RL agent and prove the need to use the 
replay memory. The oldest experiments are erased if the 
memory is full during learning. The agent needs training data: 
input data set X = {(St, At): t ≥ 1} and the corresponding 
targets y = {𝑄∗(St, At) : t ≥ 1}. For input data set, (St, At) can 
be retrieved from replay memory M. However, target 
𝑄∗(St, At)  is not known. This formula Rt + γ maxa′ Q (St + 1, 
a′) is used to estimate the optimal Q-values. Thus, targets y = { 
Rt + γ maxa′ Q (St + 1, a′) : t ≥ 1}. 

The RL agent randomly takes 32 quadruples ({ St, At, Rt + 

1, St + 1}) of the replay memory used to form training data X = 
{(St, At): t ≥ 1} and also to tune and update XGBoost 
parameters using GridSearchCV technique to efficiently 
estimate optimal Q-values (Q*). 

 
Fig. 6. ConvXGB Algorithm for Adaptative Traffic Light Control using Q-

Learning. 

The exploration / exploitation problem is a frequent 
problem facing the policy of choice of actions in reinforcement 
learning; exploration, where we seek more information to 
improve future decisions; or exploitation, where the decision is 
made based on current information. In this paper, we have 
adopted a ε-greedy exploration policy as used in [18]; given in 
equation (7). For the current episode e we have the probability 
ε of an exploratory action, and the probability 1 - ε of an 
exploiting action. 

𝜀𝑒 = 1 − 𝑒
𝑇𝑜𝑡𝑎𝑙_𝑒𝑝𝑖𝑠𝑜𝑑𝑒𝑠

             (7) 

At the start of his training, the agent only explores his 
environment, which is logical and obvious; he begins to use the 
information received during his training; an exclusive 
exploitation of the knowledge acquired by the agent takes place 
towards the end of his training. 

VI. EXPERIMENT AND EVALUATION 

A. Simulation Settings 
In this study, we used the SUMO simulator [1], to generate 

urban traffic simulations. It allowed us to implement and 
customize road infrastructure functionalities. Moreover, 
subsequently extract useful data during the traffic simulation. 

1) Intersection: We have an intersection of four roads, 
each road having three lanes, as shown in Fig. 2. The length of 
the road is 500 meters, the maximum speed is 19.44 m/s (i.e. 
70 km/h), and the length of the vehicles is 5 meters with a 
minimum distance between vehicles of 2.5 meters. Moreover, 
the flow of vehicles (an average of 1000 per hour) is uniformly 
distributed. 

2) Traffic: Vehicles, while selecting their route in advance 
make the choice of entry routes randomly. Horizontal roads 
will be heavily used while vertical roads, which will be less 
frequented, we also increase the frequency for left deviating 
roads compared to right deviating roads. Specially, P1 = 1/7 
(for horizontal roads), P2 = 1/11 (for vertical roads), P3 = 1/30 
(for roads deviating to the right), P4 = 1/25 (for roads deviating 
to the left). The setting of the traffic lights and the transition 
phase used in this paper are detailed in Section IV. 

3) Agent parameters: The training process takes place over 
2000 episodes. Where each episode corresponds to two hours 
of traffic and 7000 time steps, simulating the same traffic load 
at peak hours. For ε-greedy method in Algorithm 1, parameter 
ε is set to be 1 and the discount factor γ = 0.95. Learning rate of 
RMSProp α is set to 0.0002 and the replay memory can store 
the experiences of 200 episodes. The training of the hybrid 
agent took a few days non-stop high-end laptop. 

4) Simulation data: The time (in seconds) that a vehicle 
takes to cross an intersection (between entering and exiting the 
lanes) defines the delay that it can make. Therefore, the waiting 
(stopping) time of a vehicle is closely related to its delay. 
During the simulations, the total waiting time of all vehicles at 
the intersection is recorded in a file for all episodes. 
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Fig. 7. ConvXGB Agent Improvement. 

Our approach is based on a hybrid model as detailed in 
Section V according to an architecture defined in Fig. 6 and 
inputs (P, V, W, L) explained in Section IV. The results of our 
contribution using used a tuned ConvXGB approach, shown in 
Table II, are compared to the fixed time policy, in which the 
phase cycle is fixed throughout the day, however the timing of 
each phase is designed by an expert to accommodate traffic 
volume ratios and to prioritize arterial traffic for green-waves, 
and also compared to the approach of [10] that we simulated 
for our intersection. Approach of [10] showed a clear 
improvement over the fixed traffic light configuration, but the 
hybrid ConvXGB agent we developed was able to outperform 
the fixed time policy and the mentioned approach very well. 
Fig. 7 presents the performance of the mentioned methods. 

Using our agent, we obtain approximately 192k seconds as 
average waiting times for all episodes, while for the agent in 
[10] it was approximately 285k seconds. This proves that our 
ConvXGB hybrid model with XGBoost hyper-parameter 
tuning has significantly improved the problem of reducing 
traffic congestion. 

TABLE II. TOTAL WAITING TIMES OF ALL VEHICLES FOR THE 
IMPLEMENTED APPROACHES 

 
Mean of total WT 
of all vehicles in 
seconds 

Best total WT 
of all vehicles in 
seconds 

Improvement 
over the static 
scenario 

DQN agent 
[10] 285503 231444 54% 

ConvXGB 
agent 192213 145425 72% 

Fixed 
time policy 505850 

B. Training Evaluation Results and Discussion 
The problem of this study was as follows: can a hybrid 

model "Convolutional Neural Network-Extreme Gradient 

Boosting" statistically outperform the "DQN" model in 
optimizing the control of traffic lights in the urban 
environment? 

The quantitative and complete description of the traffic 
situation provided to the agent helped a lot. It is clear that the 
states are more complex but the agent gains in performance. 
The inputs of our model were designed in a suitable way, in 
contrast to [22] where the authors used binary position 
matrices. They defined the binary matrix to cover the entire 
rectangular area around the intersection instead of just covering 
the area of the street relevant to traffic light control. Most 
entries in the binary matrix are null and redundant, making the 
binary matrix inefficient because the vehicle can't travel on 
non-road areas. In our case the vehicle position matrix covers 
only intersecting roads. This reduces the cost of training 
computation. We were able to boost the performance of our 
ConvXGB model by using the GridSearchCV technique for 
fine-tuning the XGBoost model. And since the tests we were 
able to do this step really helped our model to show better 
results. 

Based on the evaluation and comparison of the two models, 
the results clearly showed the performance difference of the 
ConvXGB hybrid model. As shown in Fig. 7, the results 
obtained are significantly larger than the approach of [10]. The 
ConvXGB-based Q-learning algorithm is an effective choice 
over traditional traffic control methods, solving the problem of 
traffic congestion in large cities. 

In the future, a better prediction model could be developed 
by using a heuristics methods for fine-tuning of the XGBoost 
and experimenting with new hybrid algorithms is 
recommended for future work. 

VII. CONCLUSIONS 
We have developed a new deep learning model for traffic 

light control problems using reinforcement learning. ConvXGB 
has two parts: one for useful feature extraction based on 
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detailed traffic situation definition and one for predicting Q 
values according to Q learning algorithm. We evaluated 
ConvXGB, on a single intersection, by adopting a traffic 
scenario illustrating clear peak hour congestion. ConvXGB 
was simplified by reducing the number of parameters needed 
and did not require back-propagation in the fully connected 
layer. ConvXGB based on CNN and XGBoost, was improved 
by tuning the most common XGBoost hyper-parameters. Our 
experimental results show that our model is significantly better 
than the classic DQN model, which also performed well when 
comparing it to the fixed time policy, but its performance is 
clearly inferior to our ConvXGB. 
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Abstract—Due to the rapid development of internet 
technology, social media and popular research article databases 
have generated many open text information. This large amount 
of textual information leads to 'Big Data'. Textual information 
can be recorded repeatedly about an event or topic on different 
websites. Text summarization (TS) is an emerging research field 
that helps to produce summary from a single or multiple 
documents. The redundant information in the documents is 
difficult, hence part or all of the sentences may be omitted 
without changing the gist of the document. TS can be organized 
as an exposition to collect accents from its special position, rather 
than being semantic in nature. Non-ASCII characters and 
pronunciation, including tokenizing and lemmatization are 
involved in generating a summary. This research work has 
proposed an Entity Aware Text Summarization using Document 
Clustering (EASDC) technique to extract summary from multi-
documents. Named Entity Recognition (NER) has a vital part in 
the proposed work. The topics and key terms are identified using 
the NER technique. Extracted entities are ranked with Zipf’s law 
and sentence clusters are formed using k-means clustering. 
Cosine similarity-based technique is used to eliminate the similar 
sentences from multi-documents and produce unique summary. 
The proposed EASDC technique is evaluated using CNN dataset 
and it shown an improvement of 1.6 percentage when compared 
with the baseline methods of Textrank and Lexrank. 

Keywords—Named entity recognition; text summarization; k-
means clustering; Zipf’s law 

I. INTRODUCTION 
Internet technology paves the way for information 

resources. Excessive data is in text form and contains a lot of 
hidden information. Natural Language Processing (NLP) is one 
of the basic techniques used to extract hidden information from 
large amounts of textual data. Social media such as news 
channels and Facebook play an important role in generating 
high level text information. Reading huge amount of 
information is difficult task for human. Text summarization 
(TS) is the interesting research field that helps to generate 
summary from the text documents. Due to the data deluge and 
public consumption, information in the social media has 
redundant information in all normal dialects. For generating the 
summary, it is sometimes conceivable to delete words, 
expressions, rules and complete sentences without disrupting 
the significance of the message. 

TS is the process of creating only brief outlines of the text 
without redundancies. Statistical analysis has its own 
limitations with the use of traditional ontological methods for 
deriving summary [1]. The content writers have different 

perspective and use their own writing styles. Hence, traditional 
ontology does not support to find the cognisance of the 
knowledge in the documents. This makes more complex for 
extracting the summary from the documents. Also, the text 
summary cycle may require an alternative overview of the 
information. Homogeneous depiction empowers a single 
representation to gather information from different form of 
resources using primary integration. This will help in summary 
productivity. In general, text summarization process is based 
on finite state automation [2]. 

These days, a huge number of research articles, news 
articles, blogs and forums are distributed in every field of 
study. It represents a great challengeable task for industry 
experts and researchers to know the latest developments in 
their specific fields. A new report reveals that many logical 
articles are copied at regular intervals [3]. The solution of 
logical essays overcomes this challenge by providing 
significant findings and commitments to the essay. In the 
scientific document summary generation, the summary 
generated by experts have help them to reduce the data 
collection (secondary research articles) work. It also reduces 
the work and time required to review any logical article. This 
was the essential inspiration to run this work. 

In general, the text summarization can be done in two ways 
to get a summary of single or multiple documents. In the 
primary way, the paper's theory is considered an outline, 
although the problem with the theory is that it does not reveal 
the immeasurable significant commitments and findings of an 
article as a result of length limitations. The findings and 
confirmations made by the author of an article may be essential 
from the writer's point of view, but it may not be relevant to the 
local area. In addition, there is no data from all parts of the 
theoretical article [4]. The next method overcomes the 
weaknesses of the main system. Given a note sheet (sheet to be 
compressed), a note-based summary is generated using the 
notes in the note sheet. This approach has negative pages based 
on various authors composing reference texts, and any 
misconception by them may present mistakes in the last 
outline; As a result, facts, findings, and basic structure of the 
reference sheet may be missed. Reference Ecology [5] can take 
care of this problem. Here every sentence referring to the note-
taking notes will be removed first. This arrangement of 
sentences is called reference systems. It can create the last 
summary using extracted sentences. 

As it is discussed above, two methods are used to obtain the 
outline of the text: extractive and abstractive [6]. The 
Extractive Text Summarization (ETS) technique combines the 
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deletions obtained from the corpus to the frame outline. The 
Abstractive Text Summarization (ATS) technique creates new 
sentences from the data obtained from the corpus. The ETS 
technique is inapt for multiple document resolution. The cause 
is the likelihood of creating a one-page summary of a few 
sources [7]. Again, little effort has been made to summarize the 
evaluation records and differentiate between the components 
that affect the presentation of each method. Valuation logs 
contain ratings and preferences, e.g., websites or client surveys. 

The goals of this research work are as follows: 

• Proposing an entity ranking method to rank the 
important entities. 

• To find the sentence similarity using Cosine similarity. 

• Grouping the sentences of multi-document using k-
means clustering. 

• Generate the text summary using entity aware and 
document clustering. 

The organization of this research article is as follows: the 
detailed overview of text summarization and its methods are 
discussed in this introduction Section I. The literature review of 
previous work on text summarization on various applications 
such as clinical summary generation, news articles summary 
generation and scientific article summary generation are 
discussed in the Section II. The proposed EADSC method is 
given with a big picture in the Section III. Results of the 
proposed work is discussed in the Section IV. Finally, this 
research article is concluded with the future work in section V. 

II. BACKGROUND STUDY 
The introduction of the Transformer encoder-decoder 

models briefly sparked [8], [9] news [10] and logical articles 
[11] and significant improvements. By the way, their 
application for summary of medical notes has not been 
satisfactorily examined. A prototype in the light of Pointer-
Generator-Networks [10], [12] has been proposed for a concise 
outline of radioactivity by combining materials in the medical 
specifications of UMLS [13] and RadLex [14]. They use 
inventions and impression pairs for abstract work, where 
inventions form communications and create objective 
definitions for creating records. 

Sotudeh et al. [15] have proposed a two-level model that 
includes material selection and abstract summary for medical 
abstraction. Selector is ready to distinguish ontological terms 
from discoveries through medical metaphysics (Radlex) and 
create concise records. Two-LSDMs are used to encrypt 
inventions and LSDMs are used to create solutions following 
the LSDM-based decoder. Liang et. al [16] have developed a 
model for differentiating clinical symptoms in patients with 
diabetes and hypertension and developing obvious contractions 
of the disease. They examined a database of 3,453 medical 
records collected for 762 patients, outlining the difficulty in 
determining age as a punishment. The authors [17] have 
proposed a model that incorporated the syntax-based 
misdiagnosis and approval of the syntax medical idea for 
extracting the medical message. They conducted their 
experiments on the MIMIC-III [18] database. 

Text report outline is the focus of much research in the 
research field of NLP. Different kind of methods have been 
used to solve this problem, such as passive semantic 
investigation [19], object visualization and poison models [20] 
and the meta-heuristic method [21]. The essence of live models 
is the control of information, because a lot of coded 
information is needed to solve a brief task [22]. In recent days, 
many researchers involved in developing graph-based models 
for generating summary from multi-documents. Sentences are 
considered as vertex or nodes, and the margins between the 
vertex indicate the similarity between the sentences. The key 
aspect of the graph-based approach is to determine the most 
focal sentence in the record. Part of the graph-based models are 
LexRank [23] and TextRank [24]. The logical solution from 
the bat made by Duffel et al is correct. [25]. 

The benefit of using the reference method to create the 
exterior of a research paper has been demonstrated by Elkis 
et.al. [26] and Hernandez et.al. [27]. Hong et.al. [28] have 
developed logical outline practices using various stabilized 
material wood. Cohen et al. [29] proposed a search-organized 
approach to separating significant sections of the reference 
sheet. Most experts are involved in reference contextualization 
to create a logical solution to the dissertation. The shared tasks 
in the TAC 2014 database, CL-SciSumm 2016 and the 2017 
Logical Report solution [30] provided databases for local 
education for select reason. Although the CL-SciSumm 2016 
and 2017 datasets compile the logical articles of the 
Computational Semantics section, the TAC database is linked 
to the Biomedical Article solution. 

In a research work, the authors [31] have developed a 
group-based methods. The important notes are compiled first 
and more focused phrases are selected from different clusters 
to create the exterior. Li et al. [32] SVM classifiers are used to 
outline vocabulary and sentence proximity. The authors [33] 
have published a semi-ethnic model using similarities based on 
brain structure and tfidf, which scores relevant text that can be 
memorized for abstraction. The developers [34] proposed a 
revised TextRank calculation called TextSentenceRank to sort 
the sentences; here, a solution is designed in view of the 
stabilized sentences. 

Baki et al. [35] Cosine similitude was used using the term 
frequency-inverse document frequency vector and a subgroup 
using SVM (Support vector Machine) [36]. The SVM is 
combined with Decision Tree (DT) to identify the reference 
length. The outline is created by removing the sentences 
considering the average notch in each quote. In another 
research work, the authors [37] have used TF as a vector space 
model that uses a characteristic approach to the representation 
of text and a non-negative structure. Lapalme G et al. [38], 
used similitude ability to identify reference text, including tips 
and very serious small fit to create the solution. Cao et al. [39] 
was used SVM model to rank the reference text for each 
reference, and the final solution was prepared by complex 
stabilization [40]. The authors [41] have worked on the tfidf 
comparison, jacquard similitude and proximity system were 
used to differentiate the reference length, which is further 
applied to the outline. 
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Chiruzzo et al. [42] have experimented the ACL Collection 
Note that uses a variety of embeds, such as Corpus Word 
Matching [43] and Google Newsword Installation. Jacquard 
used similarity [44], LDA [45] and more, with less emphasis 
on reference identity intimacy and outline age. Glavas et al. 
[46] the design of the reference summary used element-based 
features, level-based content, vector space likeness and 
unigram to obtain text-range. Dipankar et al. [47]. The cosine 
proximity was used to differentiate the reference length for the 
solution from the point of view of the scoring system. 

The author proposed a work that, [48] reference length was 
extracted using a standard language model [49], printed content 
[50] and basic writing learning [51], which are additionally 
used to relate to the abstract design score. Cohen et al. [52] 
proposed a logical abstract technique. In another work, similar 
authors [5] proposed a technique for applying the reference 
context using question correction, word formation and direct 
learning. In another work, the researchers [53], have a separate 
reference structure using cosine likeness and jacquard 
comparison, and selects phrases in the light of different 
highlights from the note sheet to create a summary that is 
closely linked to the notes. 

In another research work, authors have proposed a 
framework for logical resolution [54] to recognize the 
reference system using the mover's distance and the LDA 
model; also, they used a set age process (DPP) for the 
abbreviated age. The authors have proposed a framework [55] 
and used weighted democratic classifiers to extract the citation 
system. Clustering method was used to generate the summary. 
The researchers [56] have used the open NMT an application 
for the TS. Nghiem et al. [57] an adjusted two-way transformer 
was used to differentiate the reference system. Furthermore, 
they have proposed a semi-ethnic outline technique for the 
compression age. The table I represents the scope and 
drawbacks of the different automatic text summarization 
approaches. 

TABLE I. SCOPE AND RESTRICTIONS OF THE CONVENTIONAL ATS 
APPROACHES  

Refere
nce Year Description Limitations 

[58] 2009 
important ways to summarise 
the content and a taxonomy of 
summarising techniques 

Missing from NLP is 
extractive, abstract, 
machine learning, 
and deep learning. 

[59] 2014 
Reviewed works from 2000 to 
2013 and suggested a statistical 
approach. 

excludes cognitive 
components 

[60] 2014 
A hybrid strategy can 
effectively use both extractive 
and abstractive Techniques 

avoided difficult 
procedures 

[61] 2016 
Introduces the concepts of 
abstractive and extractive 
summarization. 

only describe 
strategies and 
procedures 

[62 ] 2017 
Extractive approaches for 
summarising multilingual texts 
are presented. 

There is a lack of a 
definite classification 
and concept of 
feature score. 

[63 ] 2021 
to manage several materials for 
comparison and summary 
based on recent research work 

does not constitute a 
quick conversation 

Li et al. [64] have distinguished between the Word 2 
reference system for the CNN model and the determining point 
processes (DPP) for the text summarization. Cagliero et al. [65] 
have used a writing model for the reference system for 
individual sources. The short path amongst the selected text 
length is predicted and the summary is generated. The authors 
[66] have used a variety of classification and ballot systems to 
identify the reference system. To format the summary, they 
compile phrases and select high-quality phrases from each 
encounter. Researchers [67] have diagnosis of the use of 
intermediate brain systems and how to monitor the reference 
system; for a long time, abstraction was designed by selecting 
phrases such as notes. 

III. MATERIALS AND METHODS 
Extracting a summary from multi-documents are created by 

cutting key pieces of text from the collected documents. 
Statistical analysis is involved to find the important of 
sentences. The overall process involves in the proposed 
EASDC technique is given in the Fig. 1. 

 
Fig. 1. Research Process of Proposed EASDC Work. 

The proposed EASDC technique works using the following 
components: pre-processing, entity extraction, entity ranking, 
similarity filtering and EAS clustering. These components are 
well explained in the following sub-sections. 

A. Pre-processing 
In the text mining, preprocessing plays a major role to 

provide the documents in structured representation. Multi-
document is defined by the following equation (1). 

�
{𝑑1,𝑑2,𝑑3, … ,𝑑𝑛} ∈ 𝑀𝐷
𝑖𝑓 𝑑 > 1,𝑀𝐷 𝑖𝑠 𝑡𝑟𝑢𝑒

𝑖𝑓 𝑑 > 0 𝑎𝑛𝑑 𝑑 ≤ 1,𝑀𝐷 𝑖𝑠 𝑓𝑎𝑙𝑠𝑒
�            (1) 

From the equation 1, d resembles document and MD 
resembles collection of documents. If d is lesser and equal to 
one, then it is single document. In English language, each 
sentence is identified by the full stop (.) at the end of a word. In 
preprocessing step, each sentence is tokenized using the regular 
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expression. The sentence tokenization is given in the equation 
(2), if number of sentences is lesser than five then the 
summarization process is not needed. 

�
{𝑠𝑒𝑛1, 𝑠𝑒𝑛2, 𝑠𝑒𝑛3, … , 𝑠𝑒𝑛𝑛} ∈ 𝑆

𝑖𝑓 𝑠𝑒𝑛 ≥ 5, 𝑆 𝑖𝑠 𝑡𝑟𝑢𝑒
𝑒𝑙𝑠𝑒, 𝑆 𝑖𝑠 𝑓𝑎𝑙𝑠𝑒

�               (2) 

The preprocessing phase involves the following technical 
process: 

1) Tokenization: Each word is classified by a token in the 
sentence. As it is given in the equation 2, each sentence is 
classified by a token in a document. The sentences are 
tokenized and store into a desired format. In this proposed 
work, the tokenized sentences are stored in the array format 
and resembled as a sequence of tokenized-sentences. 
Removing non-ASCII characters are essential before 
proceeding the tokenization process. The non-ASCII characters 
are meaningless and it is not necessary for the text mining 
process. 

2) Removal of stopwords: After tokenization, stopwords 
are important to remove the useless word in the sentences. For 
generating the summary, the subjective words are sufficient to 
find the important sentences. Hence the useless words such as 
the, of, a, an, in can be removed and generate new tokens. 

B. Entity Extraction 
Entities are the key terms that helps to identify the 

important sentences. The word ambiguity is the important 
challenge in the entity extraction. Named Entity Recognition 
(NER) is the important task in NLP to extract the important 
keywords. For example, consider the following sentence, 
Chennai super kings won the T20 match that was held in 
Chennai. In the given sentence, Chennai is location and 
Chennai super kings is an organization. The output of the entity 
extraction must be as follows: Chennai super kings 
(Organization) won the T20 match that was held in Chennai 
(location). The ambiguous words can be identified by the 
human easily, whereas the human generated computational 
application needs lot of training. 

For this research work, the fastest Spacy 3.0 library is used 
to extract the entities. The extracted entities are converted into 
numerical using token-2-vector model that is present in the 
spacy library. Conditional Random Field (CRF) technique is 
used to tag the ambiguous word with its identified entities. The 
CRF can be calculated using the following equation (3). 

𝑝(𝑦|𝑋) =  1
𝑍(𝑋)

∏ 𝑒𝑥𝑝{∑ 𝛿𝑚𝑓𝑚(𝑦𝑛 ,𝑦𝑛−1,𝑋𝑛)𝑀
𝑚=1 }𝑁

𝑛=1            (3) 

where y is the part-of-speech of the current token and X is 
the observed entity. The weight of the words are resembles 
using δ_m f_m and y_n,y_(n-1),X_n resembles the features of 
the sentences. Z(X) is the total quantity of the named entities 
(NE). The weight estimation of the NE token is calculated 
using the maximum-likelihood estimation. 

C. Entity Ranking 
NE ranking is used to identify the importance of a NE 

present in the documents. In general, the frequency of NE 
across the document gives the importance of a NE (i.e., number 
of appearances of NE in the document). The actual frequency 
of word has to be calculated using the inverse proportional of 
entity in the whole document. Zipf’s law is one of the popular 
methods to identify the rank of the word in the given 
document. Zipf’s law states that, the rank frequency of word is 
inversely proportional to the rank in the frequency table. The 
Zipf’s law is defined in the equation (4) given below, 

𝑍(𝑟,𝛽) ∝  1
𝑟𝛽

               (4) 

where β≈1, r denotes the rank of word and Z(r,β) represents 
the frequency of entity in documents. The identified entities are 
ranked and organized using the above equation 4. 

D. Similarity Filtering 
Cosine similarity is calculated with the following equation 

(5) given below. It is used to find similarity in the sentences. 
From the equation (4), if the rank value is lesser than 0 is not 
considered for the document summary and it is eliminated from 
the tokenized entities. For the proposed EASDC work, the 
threshold value for the similarity index is set to greater than 75 
percentage to get perfect similarity [68]. 

In the equation (5), sentence similarity is evaluated by 
comparing a sentence with all other sentences. The similarity 
matrix is created based on the values. The highly identical 
sentences based on the cosine value are removed from the 
documents. This reduced the redundant information from the 
multiple documents. 

𝑐𝑜𝑠�𝑠𝑖 , 𝑠𝑗� =
∑ 𝑠𝑖
𝑛
𝑘=1 ∗𝑠𝑗

�∑ 𝑠𝑖
2𝑛

𝑘=1 𝑋�∑ 𝑠𝑗
2𝑛

𝑘=1

            (5) 

where S is sentences and si and sj denotes the current and 
next sentence respectively. 

E. EAS Clustering 
Sentences in multiple documents are ranked based on the 

presence of entities. The entities are ranked by using the 
equation 4. The duplicate sentence is eliminated using the 
equation 5. The unique sentences are embedded using the 
Doc2Vec mechanism. It is the extension of word embedding. 
For sentence embedding, this research work uses the 
Distributed Memory version of Paragraph Vector (PVDM) 
technique. The embedded sentence is represented with a unique 
token and stored in a matrix format. 

The document clustering is one of the popular methods that 
is used to group the documents. In the proposed EASDC 
research work, it used k-means clustering mechanism to 
grouping the sentences based on the cosine similarity. Cosine 
distance method is applied to find the distance between the 
similar sentences. The equation for the cosine distance is given 
in the equation 6. 

𝑐𝑜𝑠𝑖𝑛𝑒𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = ∑ 𝑠𝑛−𝑝𝑥𝑁
𝑛=0

∑ (𝑠𝑛)2∗𝑁
𝑛=0 ∑ (𝑝𝑥)2𝑁

𝑛=0
            (6) 
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where sn is the sentence with the position n, where n is 1, 2, 
3..., N. N is the total number of sentences. Px is the next 
sentence with point of observed x. The pseudocode of k-
means-clustering pseudocode is given below. 

Pseudocode 1: k-means clustering 
Input: embedded sentences 
Output: grouped sentences 
 Set number of k  
 Set centroids p1, p2, …px randomly  
 Repeat steps 4 and 5 till the end of iterations 
 for n in px: 
 find the nearest centroid  
 assign the point to that cluster  
 for j in cluster_k: 
 find new centroid by calculating the mean of 
centroids 
 End 

The clusters are pre-defined based on the length of 
summary that has to be created. The vector of the sentences is 
used to find the distance between the sentences. The number of 
clusters is set based on the entities and the chosen topic. 

The clustered sentences may have different topics, because, 
the cluster is formed based on the entities and topics that has 
discussed in the documents. Therefore, each cluster may have a 
higher probability of being different topics. The top sentence in 
each cluster is considered and helps to form the summary. Each 
sentence from a cluster is sufficient to exaggerate the important 
of the topic. If there is one cluster, then the sentences in the 
cluster is extracted to form the summary. In another situation, 
if similarity is found between the topics, the top sentence of 
each cluster is taken and the similarity of the sentences is 
calculated. The redundant sentence from those clusters is 
eliminated and summary can be generated. The summary 
generation is given in the pseudocode below. 

Pseudocode 2: Summary Generator 
Input: clustered sentences 
Output: Summary 
 Load the clustered sentences as C 
 Set T_C = [ ] //list of topics, i.e., cluster head. 
 Set summary = [ ] 
 For j in C: 
 If [T_(C_(j ) ) and〖  T〗_(C_(j+1) )]>0.75 : # 
T_(C_(j ) ) denotes, jth sentence of a cluster C under topic T 
 For s in j: 
 Summary.append(s) 
 Break 
 If [T_(C_(j ) ) and〖 T〗_(C_(j+1) )]<0.75 : 
 Eliminate the redundant sentence T_(C_(j ) ) 
 End 

IV. RESULTS AND DISCUSSIONS 
The proposed EASDC method generates summary using 

document clustering and named entity recognition. The 
identified entities are ranked and create the cluster using the 
equation 5 and 6. The clustered sentences are involved in 
generating the summary. The summary of the multi-documents 

is restricted based on the required length. The sentence 
similarity plays major role in eliminating the redundant 
sentences. The sentences are embedded and it helps to diminish 
computational sparsity. 

To evaluate the recital of the proposed EASDC research 
work CNN dataset is used. The entity extraction played a major 
role in the proposed research process. It turned out to be more 
difficult than we had anticipated. The DUC dataset looks to 
have a perfectly functioning XML structure, but we were 
unable to load it using numerous Python modules because of 
errors in the XML format. After that, we had to separate the 
lengthy text dumps into sentences. Our initial, basic 
implementation simply divided the text into paragraphs using 
periods. To speed up the loading of data, this data was saved to 
disc. This process can take over an hour to perform from 
scratch, but once finished, it doesn't need to be repeated. 

The entities are extracted using the python spacy library. 
The named entities such as person, organization, location, GPE 
(geographical place), date, time and money. These entities are 
ranked based on their occurrences using Zipf’s laws. The 
document-clustering using k-means cluster helps to grouping 
the sentences and generate the summary. 

ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation) is used to measure the efficient of proposed 
summarization technique, which is given in the equation 7. 

𝑅𝑂𝑈𝐺𝐸 − 𝑁(𝑐, 𝑟) =
∑ ∑ 𝐶𝑜𝑢𝑛𝑡𝑛−𝑔𝑟𝑎𝑚∈𝑟𝑖𝑟𝑖∈𝑟 (𝑛−𝑔𝑟𝑎𝑚,𝑐)

∑ 𝑛𝑢𝑚𝑁𝑔𝑟𝑎𝑚𝑠𝑟𝑖∈𝑟 (𝑟𝑖)
            (7) 

Where N is the grams or tokens or words, c and r is 
candidate and reference respectively. 

In this article, the following metrics are tested to evaluate 
the efficiency of the proposed EASDC technique: 

• ROUGE - 1 

• ROUGE - 2 

• ROUGE - L 

Table II denotes the outcome of comparison between 
EASDC with TextRank and LexRank methods. The proposed 
EASDC method outperformed well. 

The comparative outcomes of the tested strategies for 
graphical representation are shown in Fig. 2. The LexRank 
algorithm yielded an average of 38.3%, compared to 39.06% 
for the TextRank algorithm. The proposed EASDC method 
performed better and generated 40.73%. It demonstrated a 1.67 
percent improvement over the TextRank algorithm. The 
ROUGE scores improved with entity extraction-based 
extractive summarization. 

TABLE II. SCOPE AND RESTRICTIONS OF THE CONVENTIONAL ATS 
APPROACHES 

 LexRank TextRank EASDC 

Rouge - 1 36.6 37.6 39.2 

Rouge - 2 37.4 38.4 39.9 

Rouge - L 40.9 41.2 43.1 
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Fig. 2. ROUGE Scores of Proposed EASDC Technique and Existing Works. 

V. CONCLUSION 
The size-sensitive expansion of the World Wide Web has 

created better access to textual information. This work presents 
a technique for generating literary information that solves the 
problem of repetition and error in one of these ways. 
Implementing the proposed framework is not significantly 
different from business text summaries. The entity ranking and 
sentence similarity calculation helps to extract the unique 
sentences from the multiple documents. The extracted NE are 
then passed to the document clustering methods. By 
estimation, k-implies are a group calculation and high-level 
cluster calculations are used for incomparable effects. 
Similarly, the tendency to extract the sentence from each group 
is not based on random correlation rather to develop a 
particular calculation. The proposed EASDC technique shown 
an improvement of 1.67 percentage and 2.3 percentage 
compared to TextRank and LexRank algorithm respectively. 

In order to further enhance the summary quality in the 
context of multidocument summarizing, we would like to 
investigate more strategies in the future, such as methods based 
on reinforcement learning. We also want to use our approach 
for additional tasks, such answering multidocument questions. 
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Abstract—Pneumonia is a type of acute respiratory infection 

caused by microbes, and viruses that affect the lungs. Pneumonia 

is the leading cause of infant mortality in the world, accounting 

for 81% of deaths in children under five years of age. There are 

approximately 1.2 million cases of pneumonia in children under 

five years of age and 180 000 died in 2016. Early detection of 

pneumonia can help reduce mortality rates. Therefore, this paper 

presents four convolutional neural network (CNN) models to 

detect pneumonia from chest X-ray images. CNNs were trained 

to classify X-ray images into two types: normal and pneumonia, 

using several convolutional layers. The four models used in this 

work are pre-trained: VGG16, VGG19, ResNet50, and 

InceptionV3. The measures that were used for the evaluation of 

the results are Accuracy, recall, and F1-Score. The models were 

trained and validated with the dataset. The results showed that 

the Inceptionv3 model achieved the best performance with 72.9% 

accuracy, recall 93.7%, and F1-Score 82%. This indicates that 

CNN models are suitable for detecting pneumonia with high 

accuracy. 

Keywords—Neural networks; transfer learning; pneumonia; 

detection; Convolutional 

I. INTRODUCTION 

Pneumonia is a type of acute respiratory infection caused 
by bacteria, viruses, or fungi that affects the lungs. Pneumonia 
is the leading cause of child mortality worldwide, with 
pneumonia killing an estimated 920136 children under five 
years of age in 2015, accounting for 15% of all deaths in 
children under five years of age worldwide [1]. Pneumonia is 
more prevalent in underdeveloped countries, where the lack of 
basic conditions is notorious, pollution worsens the situation 
and, at the same time, medical resources are increasingly 
scarce [2]. Therefore, early diagnosis and treatment play a very 
important role in preventing the disease from becoming fatal. 
Chest radiographs (X-rays) are most often used for the 
diagnosis of pneumonia. However, X-rays are prone to 
subjective variability [3][4]. Therefore, this paper presents four 
CNN models to detect pneumonia from chest X-ray images, 
which can be used by medical centers to detect pneumonia in 
their patients. The four deep CNN models were trained to 
classify the X-ray images into two types: normal and 
pneumonia. 

The CNN-based transfer learning (TL) models used for this 
research work are: VGG16, VGG19, ResNet50, and 
Inceptionv3, these models have been trained with the ImageNet 
database, a database with millions of images, and have 
obtained very satisfactory results, considered as successful. 
However, for this work, we used the Kaggle dataset, which is a 
less extensive dataset, basically due to computational 
resources. The four classification models were developed using 
CNNs for the purpose of detecting pneumonia from chest X-
ray images. It is important to note that none of the four models 
used in this work have the same number of convolutional 
layers, so there is no direct relationship with the accuracy of 
the model [5]. Therefore, each of the models delivers different 
results with respect to accuracy.  Each of the models follows its 
training architecture. To obtain the best accuracy in each 
model, at first, it is trained with a certain amount of 
convolutional combinations, dense layers, dropout, and other 
optimizers evaluating each model after each iteration, later, the 
complexity was increased to obtain a better model accuracy. 
The aim of this work is to classify and detect pneumonia from 
chest X-ray images, using CNNs with TL. If the model 
manages to achieve high accuracy, but with low recall values, 
it is considered an unreliable, ineffective, or even unsafe 
performance, since high false negative values represent a 
higher number of cases where the model predicts an output as 
normal, but in reality, the output is not normal. Therefore, to 
avoid this, we consider only the models with the highest recall 
and accuracy values [6] [7]. This is why, in the case of medical 
image processing, retrieval is preferred over other performance 
evaluation parameters. 

This paper is organized as follows: Section 1 provides an 
introduction to the subject, addressing the problems, 
importance, purpose, and objective for undertaking this work. 
Section 2 explores the main works related so far. Section 3 
describes the work methodology, the architectures of the 
models to be trained, the process diagram, and the data set to 
be trained. Section 4 presents the results obtained by the four 
CNN models and discusses the results. Finally, Section 5 
provides the conclusions of the work. 
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II. RELATED WORK 

Academic researchers and scientists in the medical sciences 
have published research papers addressing the problem of 
pneumonia detection with neural networks. 

The authors in [5] presented a CNN model to detect 
pneumonia with high accuracy from chest images. The 
experiment worked with chest X-ray images, achieving an 
accuracy of 89.67%. Similarly, in [8][9] they developed work 
to automatically detect bacterial pneumonia, through the TL, 
for which they used 5247 chest X-ray images. Classifying in 
three groups: normal, bacterial, and viral pneumonia, obtaining 
results in classification accuracy of 98%, 95%, and 93%, 
respectively. Similarly, in [10] they developed four models: 
CNN, VGG16, VGG19, and InceptionV3, where they used TL 
techniques with CNN. They used 9992 normal chest 
radiographs and 2972 pneumonia. The results were tested with 
854 pneumonia and 849 normal chest images, obtaining an 
accuracy higher than 97% in all four models. As well as, in 
[11] applied an automated TL approach with CNN using four 
pre-trained models (VGG19, DenseNet121, Xception, and 
ResNet50, to identify pneumonia. the performance of the four 
models provided an accuracy higher than 83.0%.  Also, in [12] 
they trained different CNNs to classify X-ray images into two 
types, normal and pneumonia. As well as, in [13] they 
proposed a learning framework combining residual thinking 
and convolution to diagnose childhood pneumonia. 

CNNs have the function of automatically extracting 
features. Currently, it is the area of choice for disease diagnosis 
related to radiographic image analysis, the purpose of which is 
to aid in the early detection of symptoms and risk factors of the 
Covid-19 virus. Also, [14] explored the effectiveness of AI to 
quickly and accurately identify COVID-19 from a set of 
images with different deep learning (DL) models and adjust 
them to achieve better detection accuracy of the best 
algorithms. Also, in [15] they evaluated the performance of 
CNN architectures for X-ray image classification, concluding 
that the procedure called TL produces the best results for the 
detection of various anomalies. Similarly, in [16] they 
proposed a DL technique based on object detection, CNN, and 
TL, combined with the pre-trained VGG19 model.  For this, 
they used 1583 healthy samples and 5273 with pneumonia. The 
proposed model achieved an accuracy of over 99%. 

III. METHODOLOGY 

Convolution is the main element in the construction of a 
CNN. The convolution is composed of several layers of 
convolutional filters, to which activation functions and 
optimizers are added to achieve a better result. The work 
involves a series of steps, starting with the import of the dataset 
from Kaggle, and then the processing of the dataset is 
performed. Next, the dataset was trained with the following 
models: VGG16, VGG19, ResNet50, and Inception-v3 for 
classification. A total of 5216 chest X-ray images with 
Pneumonia were used for training and 624 for validation. The 
following sections describe the above steps in more detail. The 
phases of this work are shown in Fig. 1. 

 

Fig. 1. Diagram of the Process that Follows the Work. 

 Dataset Processing 

For preprocessing, a total of 5840 images were used, 
divided into 5216 chest X-ray images for training and 624 for 
experimental validation. At this stage, we assigned the 
parameters and standardized the channel numbers, image 
dimensions, Bach size, validation size, regulation, and early 
stopping techniques, and applied the data for training and 
validation as shown in Fig. 2. 

 Training with the Models 

The images are classified into two types: normal and 
pneumonia, as shown in Fig. 3. In addition, fine-tuning is 
applied to match the outputs to the classes according to the 
problem. This consists of four densely connected layers; the 
first and second are assigned 4096 neurons respectively, the 
third is reduced to 1000 neurons, and finally, two neurons are 
used for the output, one for each class. Then the function to 
generate the model is applied, and with that, the training is 
started by defining the number of epochs, the batch size, the 
number of images to train, the number of test images, and the 
validation steps. 

 

Fig. 2. Training and Test Code. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

546 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Chest X-Ray Images Include Two Types of Images: Normal and with 

Pneumonia. 

A. CNN Architecture 

CNN is a type of multilayer artificial neural network. As 
shown in Fig. 4, it is composed of four convolutional layers 
and among other reduction layers, these are assigned 
alternately, and at the end, total connection layers are added, 
similar to a multilayer perceptron network. In the following, 
each of the layers is discussed. 

 

Fig. 4. CNN Architecture. 

B. Convolutional Layer 

The convolutional layer is in charge of processing the 
output of the neurons that are connected in the local input 
areas, calculating the product to be scaled between their 
weights. One of the functions of this layer is to reduce the 
dimensions of the images, facilitating their processing. 
However, this leads to the loss of some information, but the 
integral part of the image features is preserved since it is 
retained by the detector [17]. Also, in this layer filters, and 
attribute detectors were applied to the input matrix. Then a 
clustering process is applied to obtain our first convolutional 
layer. 

C. Activation Functions 

The activation function (AF) is the one that returns an 
output that is generated by the neuron given an input. Each of 
the layers that make up a neural network has an AF that allows 
prediction. The AF is divided into two types: linear and 
nonlinear. The linear function allows the input data to be equal 
to the output data, it is also applied when linear regression is 
required as output. Meanwhile, the nonlinear function is 
applied when you want to classify or when you have 
categorical outputs. 

D. Pooling Layer 

This layer is applied between the two convolution layers, as 
input, it receives the feature map formed at the output of the 
convolution layer; its main function is to reduce the size of the 

images while preserving their most resolving features [18]. 
Finally, in the output of each Pooling layer, the same number 
of features is obtained as in the output, but considerably 
compressed [16]. 

The most commonly used clustering techniques with the 
different models are Max Pooling and Average Pooling. Also, 
max Pooling is used to create a feature map with reduced 
sampling. Average Pooling is used to calculate the average 
value of the filter size. The application of these two pooling 
techniques provides the ability to learn invariant features and 
also acts as a regularizer to reduce the overfitting problem. In 
addition, they significantly reduce the computational cost and 
training time of the networks, which are important criteria to 
consider. 

E. Fully Connected Layer 

This layer allows the feature maps generated from the 
neural network to be processed in a very facial way. Next, the 
image to be trained (input) passes through the convolution and 
clustering layer then enters the fully connected (FC) layer. In 
this way, the input image continues forward by calculating the 
weights. An FC neural network is composed of a set of FC 
layers and, connects to each neuron in a layer. The FC layer 
also functions as a classifier in the CNN. This layer has a 
behavior similar to a traditional network. For this case study, 
the FC layer is implemented through a convolutional operation. 
The FC layer is FC to the previous layer and, the convolution 
layer is used to replace the FC layer. Usually, a 1x1 
convolution kernel is used. This type of CNN does not include 
an FC layer; thus, it can be converted into a full convolution of 
a neural network [19].  In Fig. 2, the first two layers are used to 
manage the features, while the last two layers are FC, and are 
used for classification. 

F. Reducing Overfitting 

The dropout technique was applied to reduce the overfitting 
in the VGG16, VGG19, and RestNet50 models. Dropout is a 
regulation technique based on the elimination of neurons in the 
neural network layers that are applied based on the probability 
given by the distribution [20]. The main objective of this 
technique is to mitigate the possible occurrence of phenomena 
known as overfitting. This phenomenon is very characteristic 
of neural networks and occurs in most training. There are 
multiple ways to reduce overfitting. Increasing the volume of 
data is one way to reduce overfitting, however, this leads to an 
increase in computational resources and training time. 

G. Transfer Learning 

With new advances in CNNs, the margins of error in image 
classification have been reduced. Models such as ResNet and 
DenseNet were developed to improve image classification, 
achieving exceptional performance in large-scale visual 
recognition. In recent years, TL has been used very 
successfully in different fields, such as manufacturing 
processes, medicine, and baggage screening, among others 
[21][8]. This has allowed eliminating the requirement of large 
amounts of data for training, it also allows reducing the 
training time, hence less computational resources. Fig. 5 shows 
the model from large volumes of data, and how it can be used 
for smaller data. 
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Fig. 5. Transfer Learning Behavior. 

H. Model Architecture 

Four models were trained with the normal and pneumonia 
images used in this work. The following is a detailed 
description of the models presented in this work. 

1) VGG16: VGG16 is a CNN model that achieved 92.7% 

accuracy among the top five in the ImageNet dataset 

containing more than 14 million images divided into 1000 

categories [22]. The main reasons for using this model are 

a) its architecture is easy to understand as well as its 

implementation; b) it contains relatively few convolutional 

layers: 13 convolutional and 3 dense layers; c) it has been 

trained with the ImageNet database. 

This model starts with an input image of dimensions 
(224,224,3), as shown in Fig. 6. The first two layers are 
composed of 64 channels with a filter size of (3,3), then, after a 
layer (2,2), there are two convolutional layers with 256 
channels and with a filter size of (3,3). After that, there are two 
sets of three convolution layers and a maximum group layer, 
with 512 channels and filter size (3,3). And so on, successively, 
until the dense layers are reached. 

 

Fig. 6. Architecture of VGG16. 

2) VGG19: The VGG19 model is very similar to VGG16, 

they follow the same logic, with the difference that VGG19 

has a greater number of layers, but the objective of both 

models is common: to filter the image keeping only the 

discriminant information. The VGG19 model has five blocks 

as shown in Table I. The first two contain two convolutional 

layers with filter sizes of 64 and 128; the middle block 

contains four convolutional layers with a filter size of 256, and 

the last two contain two convolutional layers with a filter size 

of 512 each [23]. 

This model, in its first phase, freezes the entire network, 
except for the fully connected layer. In a very similar way, as 
in the VGG16 model, the same connected layer has been used 
in the VGG19 model. Then, in the second layer, the last four 
convolutional layers are unfrozen to learn new features. The 
architecture of the model is shown in Table I. 

TABLE I. VGG19 MODEL ARCHITECTURE 

Type N° Filters / Parameters 

2 Conv2D 64 64 

Max Pool N/A 

2 Conv2D 128 128 

Max Pool N/A 

4 Conv2D 256 256 256 256 

Max Pool N/A 

4 Conv2D 512 512 512 512 

Max Pool N/A 

4 Conv2D 512 512 512 512 

Max Pool N/A 

3 layers Fully-

Connect 
4096 4096 1000  

Softmax N 

3) ResNet50: ResNet is classified in the residual networks 

category. It was developed by Microsoft Research and 

managed to win first place in the IRSVRC 2015 competition, 

obtaining a 3.57% margin of error in the top five [12]. It is 

mainly used for image classification. In this type of network, 

instead of waiting for the layers to conform to the desired 

mapping, it is left to conform to a residual mapping. Residual 

learning is adopted for every certain number of stacked layers. 

Formally, a building block described in equation 1.1 is 

considered. 

𝑦 = 𝐹(𝑥, 𝑤ⅈ) + 𝑥           (1.1) 

Where x is the input y, y is the output of the considered 
layer group, and F (X, Wi) represents the residual mapping to 
be learned. There are two types of blocks for residual networks 
[24]. The building block is composed of two convolutional 
layers with a 3x3 size filter; and the bottleneck building block 
is composed of three convolutional layers, the first and third 
layers with 1x1 filters, the second with a 3x3 filter as can be 
seen in Fig. 7. 

 

Fig. 7. Representation of the Building Block and the Bottleneck Building 

Block. 
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4) Inception-v3: Inception -v3, is a deep CNN with 42 

layers, developed by Google, has a high image classification 

performance, and is integrated by: convolution layers, avg 

Pool, MaxPool, Concat, DropOut, Fully Connected and 

softmax, as shown in Fig. 8. The network has multiple 

versions from Inception -v1, Inception -v2 and Inception -v4, 

each version has been presenting significant improvements for 

a better adaptation of the model [25]. This version is much 

more complex to train; it takes more time, even days. 

However, this problem is solved with TL [26], since the last 

layer of the model is preserved for the new classes and, the 

Inception-v3 model is undone by removing the last layer 

through the TL technique. 

 

Fig. 8. Architecture of Inception-v3. 
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IV. RESULTS AND DISCUSSIONS 

This section presents the results of the four models trained 
and validated with a dataset of 5840 chest X-ray images with 
pneumonia and, is organized as follows: 5216 chest X-ray 
images for training and 624 images for model validation. The 
same processing technique, the same amount of data, and the 
same number of partitions were used for all four models. With 
the predicted values, the confusion matrix was constructed for 
all models, where the predictions are synthesized and 
compared with the real values. For example, Fig. 9 shows the 
confusion matrix of the VGG19 model, where the true 
positives (correct positive predictions), true negatives (correct 
negative predictions), false positives (incorrect positive 
prediction), and false negatives (incorrect negative prediction) 
can be observed. 

Similarly, to measure the performance of each of the 
models, the Accuracy function was used to evaluate the overall 
correct predictions (true positives and true negatives) among 
the total predictions (true positives, false positives, true 
negatives and false negatives). Loss, this function calculates 
the incorrectly classified predictions (false positives and false 
negatives), among the total predictions (true positives, false 
positives, true negatives, and false negatives). This gives us a 
clearer picture of how well the model is performing. Recall 
allows us to determine how many of the predicted positives 
were found to be correct. 

The recall or sensitivity to measure the quality of a machine 
learning model is extremely important in classification tasks. 
Recall, which is responsible for calculating the percentage of 
hits, is also known as sensitivity. F1-Score allows the 
combining of both Accuracy and Recall into a single weighted 
measure. If the F1-Score is high, this means that false positives 
and false negatives are low. 

 

Fig. 9. Confusion Matrix of the VGG19 Model. 

Graphs were also constructed to evaluate the performance 
of each of the models as the epochs developed. As shown in 
Fig. 10, 11, 12, and 13, the performance of the models 
presented in this work is analyzed below. 

Fig. 10, 11, 12, and 13 show a comparison between 
Accuracy and loss, i.e. the error with training and validation 
data. The error with the training data is much smaller as we 
increase the number of epochs. In contrast, in the validation 
data, Loss differs a lot from its real value as the number of 
epochs increases, thus it is very unstable. Regarding the 
accuracy, the blue line indicates that the accuracy percentage of 
the model is very close to one as the number of epochs 
increases, unlike the accuracy in the validation data, where it is 
very high for some cases. 

 

Fig. 10. Accuracy and Data Loss of the VGG16 Model. 

 

Fig. 11. Accuracy and Data Loss of the VGG19 Model. 

 

Fig. 12. Accuracy and Data Loss of the ResNet50 Model. 

 

Fig. 13. Accuracy and Loss of Data from Inception-v3. 
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In the evaluation of the results, the two types of patients 
were taken into account: normal patients and patients with 
pneumonia. The confusion matrix in Table II shows the error 
generated by each model. This helps us to know the 
performance of each model in the classification of the 
validation images. Table II shows the confusion matrix of the 
four CNN models. 

TABLE II. CONFUSION MATRIX OF THE MODELS UNDER STUDY 

Model Predicted  

VGG19 
71 194 

40 319 

VGG19 
73 189 

41 321 

ResNet50 
63 178 

18 365 

Inception-v3 
86 144 

25 369 

Concerning the performance values for each model, the 
recall and F1-Score are calculated based on the above-
described con suffusion matrices. A comparison of the training 
and data validation results for each model is presented below. 

With the results in Tables III and IV, it is resolved that the 
VGG16 model in training managed to obtain an accuracy of 
62.5% and a loss of 41%, respectively. Similarly, for the 
VGG19 model, the level of accuracy in training shows a slight 
improvement, reaching 63.1% and a 41% loss in validation. 
With the ResNet50 model, the training accuracy shows a 
significant improvement, reaching 68.6% accuracy, and a 37% 
loss in validation. Finally, the InceptionV3 model evidences a 
better performance, achieving 72.9% accuracy in training and a 
23% loss in validation. Therefore, it can be concluded that the 
InceptionV3 model has outperformed the VGG16, VGG19, 
and ResNet50 models, given that it has achieved the best 
values in each performance measure, both in accuracy and F1-
score, demonstrating that it is a coherent and effective model 
obtaining a score of over 93% in the recall, although ResNet50 
also obtained an excellent recall score of 95.3%. Inceptionv3 is 
superior in accuracy with 72.9% and F1-Score with 82%. 
Models VGG16, VGG19, and ResNet50 did not achieve the 
best score, as can be seen in Fig. 10, 11, and 12, which show 
the accuracy and loss value of each model. 

TABLE III. VALUES OF MODEL PERFORMANCE MEASURES 

Model Accuracy Recall F1 

VGG16 62.5% 88.9% 73.4% 

VGG19 63.1% 88.7% 73.8% 

ResNet50 68.6% 95.3% 79.8% 

InceptionV3 72.9% 93.7% 82% 

TABLE IV. PRECISION AND LOSS VALUES FOR EACH MODEL 

 Training Validation 

Model Accuracy loss Accuracy Loss 

VGG16 70% 31% 62.5% 41% 

VGG19 72% 32% 63.1% 39% 

ResNet50 69% 36% 68.6% 37% 

InceptionV3 83% 24% 72.9% 23% 

In the TL models, the confusion matrices represent the 
margin of error in the classifier models. The results obtained 
from the training and validation data are shown in Table IV. 
Note that models VGG16, VGG19, and ResNet50 show 
relatively high overfitting concerning InceptionV3 because the 
difference between the accuracy obtained in the training and 
the accuracy obtained with the validation data is very 
noticeable. These three models have high losses and their 
accuracy is also low, therefore, these three models have poor 
performance, and little efficiency could be improved or trained 
with more data volume. In general, the VGG19 model 
performs better than the VGG16 model; the ResNet50 model 
outperforms the VGG16 and VGG19 models in all metrics 
(accuracy, recall, and F1-score), respectively. The accuracy 
obtained in the training and the loss value can be seen in 
Fig. 10, 11, and 12, where the variations of the accuracies are 
shown according to the number of epochs that are increased. 
The models used in this work correspond to deep CNNs, each 
model with a certain number of layers. Their accuracy can 
improve with a higher volume of data for training. 

V. CONCLUSION 

This paper presents four high-performance CNN models 
for application in real medical cases. All four models have high 
training accuracy rates. Recall is an important factor in 
measuring performance since it is important to reduce the 
number of false negatives in the image processing to be 
trained.  While the ResNet50 model achieved the best recall of 
95.3%, the Inceptionv3 model also achieved a recall of 93.7%, 
and the two models with the best F1-Score of 79.8% and 82% 
respectively. 

The Inceptionv3 model is the best performing model in 
terms of accuracy and F1 score; therefore, it is the model that 
achieved the highest training efficiency. This model can be 
used by clinicians to detect pneumonia early in both children 
and adults. This model can be taken to an automated process to 
process a large number of X-ray images automatically and 
provide accurate diagnostic results, helping healthcare facilities 
to provide better patient services and thus reduce the mortality 
rate from this disease. 

For future work, they seek to improve the accuracy of the 
models with new tuning parameters and optimizers. In [27] 
they presented a model based on Xception for the detection of 
breast cancer in real-time. The InceptionV3 model, which is 
the best performing model in this work, can be extended to 
classify other diseases as [27] has done with good results. The 
performance of the models can be improved with a larger 
amount of data. 
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Abstract—The production flexibility required by the new 

industrial revolutions is largely based on heterogeneous Cyber-

Physical Production Systems models that cooperate with each 

other to perform complex tasks. To accomplish tasks at an 

acceptable pace, CPPSs should be based on appropriate 

cooperation mechanisms. To this end a CPPS must be able to 

provide services in the form of functionalities to other CPPSs, 

and also to use functionalities of other CPPSs. The cooperation of 

two CPPS systems is done by co-simulating the two models that 

allow the partial or total access of the functionalities of one 

system, by the other system. Requests from one CPPS to another 

CPPS create connection moments of the two models that can only 

be performed in certain states of the two models. Also, the 

answers to these requests create connections between the two 

models in other subsequent states. Optimal aggregation of the 

behaviors of the two models, by co-simulation, is essential 

because otherwise it can lead to very long waiting times and can 

cause major problems if not done correctly. We will see in this 

paper that the behavior of such a simulation model can be 

represented by a category, and the co-simulation of two models 

can be defined by a monad determined by two adjoint functors 

between the simulation categories of the two models. 

Keywords—Models; metamodels; co-simulation; adjoint 

functors; monads; cyber-physical production systems 

I. INTRODUCTION 

The new industrial revolutions ("Industry 4.0", "Industry 
5.0"), respond to the needs of individualization of production 
by the widespread introduction of Cyber-Physical Production 
Systems (CPPS) as central elements in making production 
flexible at all levels. In essence, CPPSs are complex systems 
made up of heterogeneous entities and subsystems that 
cooperate with each other depending on the context in which 
they evolve at all levels of production. 

CPPSs are composable systems, that is, they are systems of 
systems. The composition operation is determined by the 
interactions between the subsystems in all the phases of the life 
cycle of the production process. CPPSs are of overwhelming 
importance in the production process because they implement 
the interaction between physical and cybernetic components in 
distributed networks and therefore represent the fusion between 
the real and the virtual world as a whole. 

In this context, it is obvious the importance of approaches 
for the optimal design and implementation of CPPS. Modeling 
and simulation are the most common approaches in the process 
of designing these systems. Modeling makes it possible to 

simulate and analyze production processes as well as make 
decisions before the actual construction of the manufacturing 
line [7] [8]. Also, after the construction of the production line, 
the models can be used for its optimization and diagnosis. 

The primary artifact in the process of designing and 
implementing a CPPS is the model. In such a model the 
emphasis falls, most of the time, on the interaction and 
cooperation between the heterogeneous components of the 
system, and not on the internal functionality of these 
components [20]. Therefore, classical approaches, from 
systems theory, cannot satisfactorily respond to these 
interaction modeling requirements [9,22]. Our approach is 
motivated by the finding of a deficit of sufficiently strong 
mathematical mechanisms to be an adequate support for such 
models [14]. This vacuum of remarkable results is even more 
accentuated in the field of coupling simulators in dynamic 
structure scenarios at the level of states [21]. 

We will see further in this paper that category theory, 
which, unfortunately, is not used enough in modeling, provides 
all the ingredients needed to specify such models. Thus, in 
section 2 we will specify a categorical model of a CPPS, in 
section 3 we will specify the behavior of a model through a 
category we call Model Simulation Category, and in section 4 
we will see that the co-simulation of two models can be 
defined by a monad determined by two adjoint functors 
between the simulation categories of the two models. The 
paper ends with conclusions. 

II. CATEGORICAL MODELING OF CPPS 

An essential phase of the process of developing a model is 
the conceptualization of the domain [4]. A model is an artifact 
recognized by an observer as an abstract representation of a 
real system [1]. This artifact is a syntactic and semantic 
specification of the real system from the point of view pursued. 

The conceptualization of the modeling domain begins with 
the identification of the generic atomic concepts of the domain 
that will represent classes of entities in the modeling domain 
[5]. The state of these atomic concepts is generally specified by 
the values of some associated attributes. This process continues 
with the specification of the interaction rules of these atomic 
concepts in models. We will consider in the following that the 
models are structured as graphs that have as nodes atomic 
concepts and as arcs interactions between these atomic 
concepts. The elementary components of the modeling domain 
will become atomic concepts in models. The behavior of 
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atomic concepts is dependent on the state in which they are and 
the context in which they evolve, i.e., the graph structure in 
which they are integrated. 

The specification of a model involves two specification 
mechanisms, namely a model specification paradigm through 
the hierarchical assembly of components and a mathematical 
model that mimics the behavior of the system. The first 
mechanism must reflect the static dimension of the model and 
the second the behavioral dimension of it. Therefore, both the 
syntax and the semantics of a model are characterized by two 
dimensions, namely a static dimension and a behavioral 
dimension. 

A. The Static Dimension of CPPS Models 

To specify the syntax of the static dimension of CPPS 
models we use the categorical sketch (Fig. 1.) which is defined 
as a tuple 𝓢=(𝓖, 𝓒(𝓢)), where 𝓖 is a graph with typed nodes 
and arcs, and 𝓒(𝓢) is a set of constraints on the elements of the 
graph that specify in categorical terms the conditions that a 
model must meet. Thus, the categorical sketch becomes a 
metamodel of the static dimension of our model. 

The atomic concepts identified in the conceptualization 
phase of the domain become nodes of the graph 𝓖 of this 
sketch. Thus, the metamodel that specifies the static dimension 
of CPPS models is the graph 𝓖, which respects the constraints 
𝓒(𝓢), and which has as nodes the atomic concepts and as arcs 
the rules of aggregation of these concepts in models. 

Therefore, in the metamodel 𝓢 of the static dimension of 
CPPS models, 𝓖 is a graph whose nodes specify the types of 
atomic concepts they represent and whose arcs specifies the 
types of connections between these concepts. 

The (𝓢) component is defined at the metamodel level by a 
diagram predicate signature [13,15], which maps a set of 
predicates to a set of special graphs called shape graph arity. 
These special graphs, called shape graph arity, are then mapped 
by a set of functors, called diagrams, to the components of the 
graph of the sketch and therefore receive the types of these 
components. The set of models of the sketch 𝓢 is represented 
by the set of functors defined on the graph 𝓖 of the sketch 𝓢, 
with values in the category of sets and functions (Set), and 
which respects the constraints defined by 𝓒(𝓢) (Fig. 1.). These 
models are, from a syntactic point of view, also graphs that 
inherit from the graph of the sketch the type of components. 

The components, of the graph 𝓖 of the sketch 𝓢, are 
endowed with attributes that are mapped to data domains. The 
semantics of the static dimension of a model is given by the 
graph structure of the model and by the values of the attributes 
of the atomic components. 

In our approach, the set of static models represents the set 
of states in the behavioral model. Such a state is characterized 
by the graph structure of the model and the values of the 
attributes. 

 

Fig. 1. Generalized Sketch and Models. 

B. The Behavioral Dimension of CPPS Models 

The behavior of a CPPS is shaped by the multitude of states 
in which the CPPS model can be found and by the multitude of 
transitions that ensure the transition from one state to another. 
In our approach, the set of states is represented by the set of 
static models and the set of transitions by a set of 
transformations of the model that we have called behavioral 
rules. We associated these behavioral rules with the dynamic 
components of the model, such as workstation or transport 
machine components. 

We defined the behavioral rules by a tuple =(p,), formed 

by a graph transformation p and a behavioral action . A 

behavioral action , is a mathematical function that modifies 
the values of the attributes associated with the graph 
components in a certain area of the graph structure of the static 
model. The role of the graph transformation p is to locate the 
definition area of the behavioral action and to transform the 
graph structure from this area of the graph model into another 
graph structure, provided that the resulting graph structure is 
also a static model of the categorical sketch. 

The syntax of a behavioral rule , is composed of the 
syntax of the two components, namely the syntax of the graph 

transformation p, and the syntax of the behavioral action . 

Syntactically a graph transformation is a tuple p = (L, R), 
where L is a source graph to be transformed and R is the target 
graph in which the graph L is to be transformed. To define the 
semantics of a graph transformation we used the categorical 
mechanism called double-pushout (DPO) [16,17,18,19]. The 
DPO mechanism defines a graph transformation as a span 

p=(LK→R), where K is a common part of the graphs L and 
R, and therefore there are two total inclusion morphisms 

pL:K→L and pR:K→R. 

We defined the syntax of a behavioral action by a signature 
of a behavioral rule that maps a mathematical function to the 
components of the L and R graphs of the graph transformation. 
Thus, a signature of a behavioral rule is a tuple 

=(p,CL,Act,CR,), where p is a graph transformation, Act is a 
mathematical function, CL is a precondition, CR is a 

postcondition and :{CL,Act,CR}→p is an application that 
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maps the parameters of the Act action and of the preconditions 
CL and CR to the nodes of the graphs L and R. 

The L and R components of the graph transformation play 
in this case the role of shape graphs for the signature of the 
behavioral action and will be mapped, by means of diagrams, 
to the graph components of the categorical sketch, mechanism 
by which they will receive the types of these components. The 
semantics of behavioral actions will be defined by 
mathematical functions that recalculate the values of the 
attributes associated with the graph components L and R. 

The application of a behavioral rule is preceded by the 
finding of a total morphism, called a match, from shape graph 
L to the static model. If a match is found, the precondition CL 
is checked. If this precondition is verified, the corresponding 
graph transformation is performed using the DPO algorithm 
and then the Act action is executed. Finally, the postcondition 
is checked. If the post-condition is not verified, the behavioral 
rule cannot be applied and, therefore, we will have to cancel all 
the effects produced by the partial execution of the behavioral 
rule. As we can see, a behavioral rule must be applied by an 
indivisible instruction. We must also note that the behavioral 
rule must be endogenous, i.e., it must transform a static model 
of the categorical sketch into another static model of the same 
sketch. It is obvious that the application of behavioral rules can 
be done in parallel as long as this application is not conflicting 
[Ehrig2015]. 

III. MODEL SIMULATION CATEGORY 

The problem of CPPS optimization is a complex, multi-
objective problem, which involves dynamic behavior 
accompanied by elements of their uncertainty, and therefore 
cannot be solved by optimization models from classical 
mathematics. The saving solution to this problem is simulation, 
which allows the study of the behavior of these complex 
systems in order to optimize them and eliminate deficiencies 
from the design phase. 

We will understand by simulation the process of imitating 
the behavior of a materialized system through a multitude of 
possible trajectories through which it can evolve. Therefore, 
the simulation can be described as a language on the set of 
states through which the system can pass. We define an 
execution of the behavioral model as a word of this language. 

In our approach, a state of the behavioral model is 
represented by a static model of the categorical sketch 
𝓢=(𝓖,𝓒(𝓢)), and the transition between these states is made by 
the behavioral rules. A static model of the sketch 𝓢 is the 
image of a functor 𝕴:𝓢→Set that maps the nodes of the typed 
graph 𝓖 of the sketch to sets of components in the category Set 
and the arcs of the graph 𝓖 to functions in Set. Next, we will 
call the image of the sketch 𝓢 by a functor 𝕴, instance and we 
will also denote it with 𝕴. The component 𝓒(𝓢) of the sketch 
imposes restrictions on the image 𝕴(𝓢) in set, which will also 
be respected. Each node x of the graph 𝓖 represents a type of 
component of the system, and 𝕴(x) is a set of components of 
type x. We will consider that these components also contain 
values for the associated attributes. Also, each arc of the graph 
𝓖, represents an operator of the sketch and is mapped to a 

function in the Set category. These functions are constitutive 
elements of the constraints (𝓢). 

If we have an instance 𝕴1 and a behavioral rule , which 

transforms 𝕴1 into 𝕴2, then  must be endogenous, i.e., 𝕴2, 
must also be a static model of the same sketch 𝓢, this is a 
condition that must be respected by any behavioral rule. We 

will denote this by 𝕴1 

→  𝕴2. 

With these notations, an execution of a behavioral model, 

in an initial state 𝕴0, is a chain of behavioral rules: 𝕴0 
0

→  𝕴1 
1

→  

… 𝕴n 
n

→   …, where 𝕴k, k0 are instances and k, k0 are 
behavioral rules. 

We can introduce a partial operation of composing two 

behavioral rules. If we have two behavioral rules 1=(p1,1) and  

2=(p2,2) then the behavioral rule =1∘2 is defined by 

composing the components (p1∘p2, 1∘2). Since, 1 and 2 are 
mathematical functions, their composition is specific to these 
functions. For graph transformations, we have a theoretical 
result that demonstrates that any two sequential graph 
transformations can be composed into a single equivalent 
graph transformation that accumulates the effect of both 
transformations. 

Therefore, the set of behavioral rules is endowed with a 
composition operation. Obviously, this composition operation 
is associative and to the set of behavioral rules we can add the 
identity transformation which does nothing. It follows from 
these considerations that the set of instances together with the 
set of behavioral rules form a category that we call category of 
instances and behavioral rules (CIBR). The objects of this 
category are instances and its arrows are behavioral rules. 

Now we can define an execution of a behavioral model, 

also as the image of the category : 0 
0
→  1 

1
→  … k

𝑘
→  …  

through a functor :→CIBR that specifies the evolution of 

the model over time:  (i)= 𝕴i for all i0;  (i)= i for all i0 
as can be seen in Fig. 2. Any execution of a model starting 
from an initial state 𝕴0 produces a simulation trace that is a 
word in a language defined on the set ob(CIBR) of objects of 
the CIBR category, through the set of behavioral rules. 

Thus, if 𝕴=ob(CIBR) then the set of simulation traces, 

relative to the initial state 𝕴0, form a language L(𝕴) 𝕴* 

defined as follows: L(𝕴)={ 𝕴o𝕴1… 𝕴n 𝕴*| 𝕴k=( 𝕴j)  for k1, 

kj0 and  is a behavioral rule}. 

If L(𝕴) is the language of simulation traces over the 

vocabulary 𝕴 =ob(CIBR), and = 𝕴o𝕴1… 𝕴n L(𝕴), we will 

denote by () the set of instances involved in this trace, 

()={ 𝕴o,𝕴1,…, 𝕴n}. 

We now define a subcategory of the CIBR category, which 
we call model simulation category (MSC), which has the 

objects ob(MSC)= {𝖃|() L(𝕴) so that 𝖃()}, and as 
arrows the coresponding behavioral rules. The PSC category 
contains all the trajectories on which the CPPS model can 
evolve. We denote this category by MSC(𝕴). 
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Fig. 2. Execution of a Behavioral Model. 

IV. MONADIC CO-SIMULATION 

The essential role of CPPS in the production processes is to 
make these processes more flexible in order to realize a lot of 
individualized products or in small batches, adapted to the 
customers’ requirements. These CPPS must also cover many 
aspects of the production process. Therefore, there cannot be a 
single CPPS, which can deal with this variety of requirements. 
In order to carry out the tasks at an acceptable pace, the CPPS 
must contain adequate cooperation mechanisms. 

A CPPS is a fundamental component of a smart factory and 
therefore must monitor the status of all participants in the 
production process and be able to automatically react to any 
event in order to achieve the objectives. For this purpose, a 
CPPS must be able to offer services, in the form of 
functionalities to other CPPSs, and also to use functionalities of 
other CPPSs. 

The cooperation of two CPPS systems is done by co-
simulating the two models, which allows partial or total access 
to the functionalities of one system, by the other system. The 
co-simulation control is realized by an orchestrator that 
coordinates the system components according to a co-
simulation scenario. 

However, in order to achieve a good cooperation, each 
CPPS must know about the functionalities of the other CPPSs 
with which it collaborates and how to extract and use the 
knowledge from the specifications of these CPPSs with which 
it cooperates in order to achieve the goal. This means that it 
must encapsulate knowledge about the state and evolution of 
the other CPPS with which it could cooperate. 

The requests of a CPPS to another CPPS create moments of 
connection of the two models that can only be carried out in 
certain states of the two models. Also, the answers to these 
requests create connections between the two models between 
other subsequent states. This type of interaction between two 
models is realized between the simulation categories of the two 
models through co-simulation. The optimal aggregation of the 
behaviors of the two models, through co-simulation, is 
essential because, otherwise, it can lead to very long waiting 
times and can cause major problems if it is not done correctly 
[25]. We will further introduce a categorical modeling model 
of this type of connection based on the notion of monad 
specified by the adjunction of two functors. 

On the set 𝕴=ob(MSC), we introduce a relation ≼, defined 
as follows, 𝕴i≼𝕴j, if and only if in the category MSC(𝕴), there 
is a path from 𝕴i to 𝕴j, i.e. if 𝕴j can be obtained from 𝕴i 
through the successive application of a series of behavioral 
rules. Obviously, this relation is a partial preorder relation and 
therefore the set 𝕴 is a preordered set in reference to this 
relation. We observe that if L(𝕴) is the language of simulation 
traces over the vocabulary 𝕴=ob(MSC), then all simulation 

traces =𝕴o𝕴1… 𝕴n L(𝕴), respect the condition: 𝕴i≼𝕴j if and 

only if ij. 

We now consider two model simulation categories MSC1, 
MSC2 with 𝕴=ob(MSC1), 𝕷= ob(MSC2). The connection 
points between the states of the two models, relative to the first 
model, can be specified by two monotone functions; a request 

function :𝕴→𝕷 and a response function :𝕷→𝕴. To ensure a 
correct collaboration between the two models, without 
deadlock situations in the co-simulation flow, it is necessary 

that any two simulation traces 1=𝕴o𝕴1… 𝕴nL(𝕴) and 

2=𝕷o𝕷1…𝕷mL(𝕷), where m,n0, to respect the conditions: 

for each pair of states (𝕴i, 𝕷j),  𝕴i(1), 𝕷j(2) with the 

property, 𝕷j=(𝕴i), there is a state 𝕷k(2), such that 

(𝕴i)≼𝕷k, and 𝕴i≼(𝕷k). This condition is necessary to avoid 
deadlock situations, in which the two simulations block each 
other, because each is waiting for a response from the other. 

This type of cooperation between two models in the 

simulation process requires, therefore, that the functions  and 

 form a Galois connection [24]. A Galois connection between 

the sets 𝕴 and 𝕷 is a pair of monotone mappings :→𝕷 and 

:𝕷→𝕴 with the property: (𝕴i)≼𝕷j if and only if 𝕴i≼(𝕷j) 

where 𝕴i𝕴 and 𝕷j𝕷 . The two applications,  and  are the 
left adjunct and, respectively, the right adjunct of the Galois 
connection. 

A theoretical result [23,24] tells us that the condition in the 
above definition of the Galois connection can be replaced by 

the condition: 𝕴i((𝕴i)) and ((𝕷j))𝕷j. We will see, next, 
that this condition has a generalization in category theory and 
is called adjunction. 

Since MSC1 and MSC2 are categories, we can replace the 

applications  and  with two adjunct functors, 

:MSC1→MSC2 and :MSC2→MSC1, and thus obtain an 

adjunction between two functors, where  and  are the left 
adjunct and, respectively, the right adjunct of the adjunction. 

The adjunction of two functors  and  is denoted by ⊣, 

where  is the left adjunct and  is the right adjunct. The 
necessary and sufficient condition for two functors to be 

adjoint is that between the two-variable functors Hom(-,-

):MSC1→ Set and Hom(-,-):MSC2→Set, there must be a 
bijective natural transformation, i.e. we have the natural 

isomorphism Hom(-,-)Hom(-,-), where we have denoted 
with "-" the place of a variable. This condition generalizes the 
condition from the Galois connection. In other words, in the 

MSC1 and MSC2 categories, for each pair of objects 𝕴p𝕴 and 

𝕷q𝕷, there is a behavioral transformation from (𝕴p) to 𝕷q in 
the MSC2 category if and only if there is a transformation from 

𝕴p to (𝕷q) in the MSC1 category. But this condition is exactly 
the necessary and sufficient condition to be able to carry out a 
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co-simulation without deadlock on all the simulation traces 
defined by the MSC1 and MSC2 categories. 

Therefore, the necessary and sufficient condition for the 

functors  and  to form an adjunction is for the natural 

isomorphism Hom(-,-)Hom(-,-) to exist. From here it 

follows that in order to define the functors  and  so that 

they form an adjunction ⊣, it is enough to define a one-to-
one relationship between the traces from the categories of 
simulation models MSC1 and MSC2. This correspondence 
between the simulation traces is reduced to a bijective natural 
transformation defined on components 

f:Hom(𝕴p,𝕷q)→Hom(𝕴p,𝕷q), between the behavioral rules 

of the two behavioral models. Thus if 2Hom(𝕴p,𝕷q) then 

(2)=f-1(2), and if 1Hom(𝕴p,𝕷q), then (1)=f(1). Also, 

if in the state 𝕴p𝕴 of the MSC1 model, we have a request to 
the MSC2 model, which is in the state 𝕷r, and we need an 

answer in the 𝕴r𝕴 state, from the MSC2 model, in the 𝕷q𝕷 

state, then we define 𝕴p= 𝕷r and 𝕷q = 𝕴t. 

In the context of two adjunct functors we can define two 
special natural transformations called unit and counit. [10, 12]. 

For the two adjunct functors ⊣, there is a natural 

transformation :id1→○, where id1, is the identity functor 

from the MSC1 category, so that for any object 𝕴k𝕴 and 

𝕷l𝕷 and any arrow 1
𝑘𝑡:𝕴k→(𝕷l)=𝕴t, there is a unique arrow 

2
𝑡𝑙:(𝕴k)=𝕷t→𝕷l so that the diagram in Fig. 3 commutes [10, 

12]. The natural transformation  is called unit adjunction. 

Also, the adjunction property of the functors  and  
assumes the existence of a dual natural transformation 

:○→id2, where id2 is the identity functor from the category 

MSC2, so that for any arrow 2
𝑡𝑙 :(𝕴k)=𝕷t→𝕷l, there is a 

unique arrow 1
𝑘𝑡:𝕴k→(𝕷l)= 𝕷t, so that the diagram in Fig. 4 

commutes. The natural transformation  is called counit 
adjunction. 

The adjunction of two functors ⊣ is unambiguously 

specified by the tuple (,,,), where  is the adjunction unit 

and  is the adjunction counit. 

The adjunction unit :id1→○ is also called the insertion 
of generators and has the role of transforming each object 

𝕴k𝕴 into the format of an object ((𝕴k)). This function is 
executed in the MSC1 model and can be calculated on 
components starting from the adjunction condition which says 

that there is a natural isomorphism f:Hom(𝕴p,𝕷q)→ 

Hom(𝕴p,𝕷q). If in this natural isomorphism we make 

𝕷q=𝕴p, then we have the natural isomorphism 

f:Hom(𝕴p,𝕴p)→Hom(𝕴p,𝕴p) and therefore we can 

calculate  on the 𝕴p component, according to the formula: 


ℑ𝑝

=f(idℑ𝑝  where idℑ𝑝:(𝕴p)→(𝕴p) is the identity functor 

in MSC2. 

Similarly, we have the natural isomorphism 

f:Hom(𝕷q,𝕷q)→ Hom(𝕷q,𝕷q) and therefore we can also 

calculate the adjunction counit :○→id2 on components 
according to the formula: 𝔏𝑘 = f-1( id𝔏𝑘 ) where  

id𝔏𝑘 :(𝕷k)→(𝕷k) is the identity functor in MSC1. This 

function is executed in the MSC2 model and represents, in our 

case, the process of generating the response of the MSC2 model 
to the request of the MSC1 model. 

The adjoint of two functors defined by the tuple (,,,), 

where  and  are adjoint functors,  is the adjoint unit and  
is the adjoint counit, determines a monad [11]. An endofunctor 

T:MSC1→MSC1, together with two natural transformations 

:id →T, called "return", and :T2→T, called "join", which 
make the diagrams in Fig. 5 and Fig. 6 commutative is a 
monad in category MSC1, which is specified by a tuple 

(T,,). 

Based on the adjunction (,,,), we can calculate the 

monad components as follows: the endofunctor T=○,  is 

the adjunct unit, and = [11]. Monads are frequently used 
in functional languages that offer in this way facilitates for 
inserting imperative code into the functional code. Therefore, 
in a similar way, mechanisms for specifying monads can be 
introduced in domain specific modeling languages [6]. 

 

Fig. 3. Definition of Unit Adjunction. 

 

Fig. 4. Definition of Counit Adjunction. 

 

Fig. 5. First Constraint. 
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Fig. 6. Second Constraint. 

Most of the time, the co-simulation control is realized by an 
orchestrator that coordinates the system components according 
to a co-simulation scenario [3,25]. In this case, the two models 
must be encapsulated in software units that implement a 
standard interface [2]. The interaction between two CPPS 
models can be specified by defining shared variables between 
the two models or by passing data to the orchestrator. In the 

case of our approach, the adjunction unit  is executed in the 
MSC1 model and has the role of preparing the data, in the 

appropriate format, to be transmitted to the orchestrator. The  
application is executed in the MSC1 model, and specifies the 
operations to be executed by this model. Connecting the 
models through monads makes it possible to analyze the 
composite system resulting from co-simulation. 

V. ORIGINAL CONTRIBUTIONS AND CONCLUSIONS 

The most important finding, in our proposal, is simplicity 
and conceptual clarity. Thus, the static dimension of a model is 
the image of a categorical sketch through a functor. The 
behavioral dimension of a model is specified by a set of 
functors and a set of behavioral rules. The simulation space of 
a model is defined by a category. The co-simulation space of 
two models is specified by a monad induced by two adjunct 
functors. All the mechanisms involved in these definitions are 
generic and can be implemented at the metamodel level. 
Mechanisms for specifying monads can be included in the 
modeling language at the metamodel level, as happens in 
functional languages that offer such mechanisms especially to 
allow imperative specifications. Most of the times the 
interaction between two CPPS models can be specified by 
defining shared variables. Connecting the models through 
monads makes it possible to analyze the composite system 
resulting from co-simulation. To our knowledge, co-simulation 
through monads, which is the main objective of this work, has 
not been addressed until now. 
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Abstract—There is the continuous increase in death rate 

related to cardiac disease across the world. Prediction of the 

heart disease in advance may help the experts to suggest the pre-

emptive measures to minimize the death risk. The early diagnosis 

of heart disease symptoms is made possible by machine learning 

technologies. The existing machine learning models are 

inefficient in terms of simulation error, accuracy and timing for 

heart disease prediction. Hence, an efficient approach is needed 

for efficient prediction of heart disease. In the current research 

paper, a model based on Machine learning techniques has been 

proposed for early and accurate prediction of heart disease. The 

proposed model is based on techniques for feature optimization, 

feature selection, and ensemble learning. Using WEKA 3.8.3 tool, 

the feature selection and feature optimisation technique has been 

applied for irrelevant features elimination and then the 

pragmatic features are tested using ensemble techniques. 

Further, the comparison of the proposed model is made with the 

existing model without feature selection and feature optimisation 

technique in terms of heart disease prediction effectiveness. It is 

found that the results of proposed model gives the better 

performance in terms of simulation error, response time and 

accuracy in heart disease prediction. 

Keywords—Heart disease; diagnosis; ensemble; optimization; 

prediction 

I. INTRODUCTION 

Globally, coronary disease is the main cause of death. 15% 
to 20% of fatalities were thought to be caused by ischemic 
heart disease and strokes. Investigations including ECGs, 
chest radiographs, and echocardiograms are typically done at 
the patient's bedside for the diagnosis of these disorders, 
although more involved procedures like cardiac 
catheterization, nuclear scanning, CT scans, and MRIs may 
also be done. The data that are gathered as a result of these 
examinations take a long time to analyse, and it takes a long 
time to deliver medications, which could be harmful to the 
patient. Doctors, pathologists, and other medical professionals 
may find that machine learning can shorten test times while 
improving test accuracy. Data mining and machine learning 
facilitate quick extraction and helps in fast extraction of 
results from a large size data in comparison with manual 
analysis [1]. 

Data mining plays vital role in health care systems using 
machine learning. Data mining is regarded as a crucial work 
that must be carried out precisely and competently since it 
aims to address real health issues in the diagnosis and 
treatment of disease. Heart disease prediction model, an 
electronic approach for detecting the heart illnesses based on 

earlier data and information, can be used to determine the 
sickness and its impact on patients. In order to aid medical 
professionals in making early forecasts of heart disease, this 
research aims to replace the time-consuming method with a 
quick one. Early diagnosis, prompt treatment, and decreased 
likelihood of casualties [2]. 

The objective of the present study is to develop and 
improve ML model which may help medical workers to 
extend accurate and quick medical help to the needy. For the 
said purpose different machine learning ensemble algorithms 
are compared using optimization algorithms. Due to their 
adaptability, optimization algorithms are frequently employed 
in numerous research domains. These algorithms are created 
by simulating or illuminating specific natural processes. GA 
and PSO are employed for this purpose. GA resolves the given 
process by replicating the natural process of evaluation. While 
PSO, a computer method, optimises the problem by iteratively 
attempting to enhance an optimal solution with regard to a 
specific number of features.The key features are produced by 
applying these optimising strategies one after another [10]. 
The drawbacks of using a single optimization algorithm to 
solve complicated problems include limited accuracy and 
generalizability. 

In the research, GA and PSO are integrated, which means 
that exploitation and exploration capabilities are merged for 
binary and multi-class heart disease in order to further explore 
the application of optimization in bioinformatics. The 
wrapper-based feature selection approach is utilised in the 
study to eliminate redundant and unnecessary features, the GA 
optimization results are taken into account as the PSO's initial 
values, and finally the classification model for heart disease is 
built. Ensemble algorithms including Bagging, Boosting, 
Randomization, and Hybrid (Integration of Bagging, 
Boosting, and Randomization) are utilised to conduct the 
research. For the prediction and classification of the heart 
disease dataset, it has been found that randomization and 
hybrid models are better algorithms. 

The remaining part of the paper is organized as follows: 
The problem statement for the research is covered in Section 
II. The relevant literature is discussed in Section III. The 
proposed methodology employed for the current study 
endeavor is described in detail in Section IV. The data mining 
tool used to conduct the research is discussed in Section V. 
The dataset for heart disease is presented in Section VI. The 
experimental findings of the proposed model for the prognosis 
of heart disease are presented in Section VII. The conclusion 
and Future Scope is covered in the final part. 
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II. PROBLEM STATEMENT 

It has been observed in earlier studies that the research is 
only used to predict and categorise cardiac disease using 
machine learning approaches. However, the research does not 
focus on improving these techniques using optimisation 
techniques, simply on the unique consequences of various 
machine learning algorithms. 

To carry out the work the wrapper-based feature selection 
method is applied as an initial step, which is also called the 
pre-treatment step. The mining-relevant attribute selection 
attributes are chosen from among all the original attributes 
once all continuous attributes have been discretized. The pre-
processing stage of feature selection in machine learning is 
extremely successful at reducing dimensionality, removing 
irrelevant data, boosting learning accuracy, and enhancing 
comprehension of outcomes. The best attributes of the data set 
are chosen in the following stage by using PSO and GA. The 
classification will be more accurate thanks to these ideal 
features. The last phase, which diagnoses heart disease using 
ensemble approaches, assesses the performance of the 
suggested procedures by measuring classification accuracy. 

III. LITERATURE REVIEW 

Dilbag Singh [11] et al. compared and reviewed already 
existed models and extracted some major key attributes which 
are highly useful in creating and building an effective model. 
The effective model will therefore aid in the early diagnosis of 
cardiac problems, which will aid medical professionals in the 
patient monitoring process. 

Jasjit Singh Samagh [10] et al. suggested a machine 
learning model for the heart disease prediction. The model is 
an integration of wrapper-based feature selection and GA and 
PSO based feature optimisation technique which is tested on 
ensemble machine learning techniques. Ensemble techniques 
itself being the combination of two or more classification 
techniques resulted in predicting an efficient and more 
effective model. 

Youness Khourdifi [12] et al. associated the algorithms 
with different performance metrics with the help of machine 
learning. Different methods were used for prediction. 
Artificial Neural Networks, Random Forest, and K-Nearest 
Neighbor provide the greatest outcomes in this investigation. 
Then the research combines the algorithms and attempted to 
test the model effectiveness to see if it would be more 
effective or not. The results were later applied to a data set of 
heart disease, and his suggested models produced greater 
accuracy. 

K.Vembandasamy [13] et al. analysed some parameters 
and suggested a data mining-based technique for predicting 
cardiac disease. Naive Bayes is utilised in the study since it 
has a strong independence principle for the diagnosis. 500 
patients' worth of data from Chennai's premier diabetes 
research institute were utilised in the study. The tool used 
WEKA and achieved accuracy of 86.419%. 

Vikas Chaurasia [14] et al. suggested the use of data 
mining tools for heart disease detection. Due to its open 
source nature and inclusion of machine learning techniques for 
mining, the author believes WEKA to be the greatest tool. The 
J48, bagging, and Naive Bayes techniques were applied in the 
current investigation. The author employed only 11 of the 76 
features in the UCI data set, which was used to predict heart 
disease. Naive is accurately documented with 82.31%. J48 is 
recorded with an accuracy of 84.35%, and bagging records 
accuracy at an accuracy of 85.03%. 

On the basis of literature review, it can be concluded that 
to build an effective model for the heart disease prediction it 
should be an integration of feature selection, feature 
optimisation and ensemble method. 

IV. PROPOSED METHODOLOGY 

The research is carried out in stages for heart disease 
prediction. The process begins with the collection of data for 
the dataset. The creation of dataset for the heart disease 
prediction is the crucial part as ML techniques performance 
depends upon it. The raw data is collected from electronic 
source present in form of patient’s medical history, 
observations and laboratory tests. Redundancy is eliminated 
during pre-processing, which follows data collection, in order 
to get the information ready for heart disease prediction. The 
dataset is entered into the data mining tool after it is prepared 
to assess performance. 

The Fig. 1 explains the proposed method for the heart 
disease prediction. In Proposed method, heart disease training 
dataset will go through feature selection and feature 
optimisation technique which will eliminate the low ranked 
attributes and will result in providing the predominant 
features. The performance of these predominant features for 
heart disease prediction is assessed using ensemble 
approaches [9]. The results predicted by this method are 
exceptionally best. 

A. Feature Selection 

An attribute of a data collection that is used in machine 
learning is called a feature. Some machine learning experts 
hold the belief that features should only be applied to 
attributes that have relevance to a given machine learning 
problem, although this belief should not be taken at face value. 
A branch of feature engineering that has attracted a lot of 
research attention is the selection of the subset of useful 
features for machine learning. The most important pre-
processing step in any machine learning project is probably 
feature selection. It aims to choose a subset of system 
information or attributes that contributes most significantly to 
a machine learning activity [3]. 

Fig. 2 explains the process of the feature selection that is 
the internal structure of subset evaluation and resulting in 
getting the best features. 
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Fig. 1. Proposed Method (with Feature Selection and Feature Optimization). 

 

Fig. 2. Process of Feature Selection. 

B.  Feature Optimization 

The goal of optimization is to achieve the best outcomes 
possible in any situation. We use optimization to either 
maximise the expected benefit or reduce the amount of effort 
needed. Decision variables can be stated as a function of the 

work necessary or the intended benefit. Discovering the 
circumstances that maximise or reduce a function is, thus, 
optimization. The highest value of the negative of the function 
is at point x, which corresponds to the smallest value of the 
function f(x). As a result, since finding the minimum of a 
function's negative allows us to find its maximum, 
optimization can be thought of as a minimization problem. 
Any optimization problem cannot be solved with a single 
technique. Consequently, we employ several techniques [4]. 

 Particle Swarm Optimization (PSO) 

Every member of the population is referred to as a particle 
in particle swarm optimization. Particles in typical PSO 
update their velocity and location at each iteration based on 
their own experience, which is their personal best (best), and 
with the best experience of all the nearby particles, which is 
the global best (best), after the population has been initialised 
[7, 16]. 

A workflow diagram makes it simple to comprehend 
particle swarm optimization. Fig. 3 depicts this. It 
demonstrates in detail how PSO operates [8]. 

 

Fig. 3. Workflow of Particle Swarm Optimization (PSO) for Feature 

Optimization. 

 Genetic Algorithm (GA) 

The genetic algorithm, an evolutionary computational 
technique that has gained popularity recently, was created by 
Holland in the early part of 1975 and later improvised by 
Goldberg [9]. It is a method of searching that resolves a 
specific issue by simulating the course of evolution. An 
algorithm that uses the idea of "survival of the fittest" and is 
based on Darwin's theory is known as a genetic algorithm [5]. 
The use of fresh and better optimal solutions by a genetic 
algorithm is non-presumptive like continuity. The genetic 
algorithm as a method has enormous potential, and as a result, 
it has been applied in a variety of industries, including gaming 
and financial research. The Genetic Algorithm has grown to 
be highly sought-after in various industries since it can 
manage a variety of characteristics. Instead of taking a lifetime 
to solve the problem, it has an ideal solution or one that is very 
close to the ideal [9]. 

GA execution can easily be understood with the help of a 
workflow diagram. Fig. 4 shows the flowchart of GA, and it 
explains the steps it takes in execution [6]. 
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Fig. 4. Workflow of Genetic Algorithm (GA) for Feature Optimization. 

C. Ensemble Techniques 

An ensemble is a strategy that combines various models 
with varied strengths. Ensemble methods combine weaker 
learners to create stronger ones. Ensemble learning models are 
used to improve the predictive performance of statistical 
learning techniques by constructing a linear mixture of the 
simpler base learner. Ensemble learning models use decision 
trees as the base learner; in the case of random forest, many 
boosting and bagging implementations have been proposed 
[17]. 

One of the earliest and the most popular ensemble models 
is bootstrap aggregating or bagging. Bagging uses 
bootstrapping to generate multiple training datasets, and 
utilizing the same learning process, a collection of models are 
created using these training datasets [15]. 

Boosting is another crucial ensemble-based approach, 
similar to bagging. With boosting, weaker learning models are 
trained on resampled data, and the results are blended based 
on the performance of many models and a weighted voting 
mechanism. A specific type of boosting algorithm is adaptive 
boosting, often known as AdaBoost. Another well-liked 
ensemble learning strategy for creating prediction models is 
randomization [15, 17]. 

V. DATA MINING TOOL 

When doing numerous experiments on datasets for 
machine learning, the data mining tool is crucial. WEKA 3.8.3 
is the data mining tool utilised to carry out the current study. 
Waikato Environment for Knowledge Analysis is abbreviated 
as WEKA. It is created in the New Zealand's University of 
Waikato. Its platform is Java-based [21]. 

WEKA is a collection of AI algorithms used for data 
mining jobs. There are two ways to apply an algorithm when 
using WEKA, either directly on a dataset or by calling it from 
Java code. Numerous built-in features in WEKA allow for the 
prediction of the model's correctness [19]. 

VI. HEART DISEASE DATASET 

Data could be gathered for the research's objective from a 
variety of sources. The UCI machine learning repository and 
Kaggle are the two most frequently used sources. In 1987 at 

Irvine, David Aha and a few other students founded the UCI 
repository [22], whereas the Kaggle is Google Subsidiary 
founded by Anthony Goldbloom in April, 2010 at United 
States. 

Both UCI machine learning repository [18] and Kaggle 
contains number of datasets related to healthcare sector. 
Machine learning enthusiasts, from novices to experts, 
frequently use the dataset available from these sources to 
comprehend data empirically. 

Further, to carry out the present research the dataset from 
Staglog (heart) dataset from UCI repository is used which is 
provided by university hospital, Basel, Switzerland by 
Matthias Ptisterer, M.D. The data is then pre-processed to 
check for missing attributes and to eliminate duplication. 
Machine learning is used to forecast heart disease using a later 
dataset. The heart disease dataset utilised in the study has 
features that can number in the tens of thousands, but it also 
contains 14 attributes that are listed below [20]. 

TABLE I. HEART DISEASE DATASET 

Attributes Types Explanation 

Age Numeric 
Age in years 

(29 to 77) 

Sex Numeric 
Sex 

(1 = Male, 0 =Female) 

Chest Pain Type 

(cp) 
Numeric 

Chest pain type  

(1: typical angina, 2: atypical angina, 

3: 

non-angina pain, 4: asymptomatic) 

Rest Blood 

Pressure 

 (trestbps) 

Numeric 

Resting blood pressure ( in mm Hg on 

admission to the hospital) 

[94, 200] 

Serum Cholestoral 

(chol) 
Numeric 

Serum cholesterol in mg/dl 

[126, 564] 

Fasting Blood 

Sugar (fbs) 
Numeric 

Fasting blood sugar > 120 mg/dl 

(1 = True, 0= False) 

Resting 

Electrocardiogra

phic 

(restecg) 

Numeric 

Resting Electrocardiographic(ECG) 

results 

values(0: normal, 1: having ST-T wave 

abnormality, 2:showing probable left 

ventricular hypertrophy) 

Maximum Heart 

Rate 

(thalach) 

Numeric 
Maximum heart rate achieved 

[71, 202] 

Exercise Induced 

(exang) 
Numeric 

Exercise induced angina 

(1: Yes, 0: No) 

Oldpeak Numeric 

ST depression induced by exercise 

relative to rest 

[0.0,62.0] 

Slope Numeric 

The slope of the peak exercise ST 

segment 

(1: upsloping, 2: flat, 3: downsloping) 

Major Vessels 

(ca) 
Numeric 

Number of major vessels values(0-3) 

colored by flourosopy 

Thal Numeric 

Defect types: value 3: normal, 6: fixed 

defect, 7: 

irreversible defect 

Class Nominal 
Prediction of heart disease (1: Absence, 
2: Presence) 
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Table I is the Heart disease dataset used in predcting the 
heart disease. It consisits of the 14 attributes with its 
explanantion used for predicting the model. 

A. Feature Selection Feature Optimisation and Ensembling 

The databases for cardiac disease can contain up to tens of 
thousands of features. However, only roughly 14 qualities are 
necessary to forecast cardiac problems because a large number 
of irrelevant and redundant attributes frequently produce 
unreliable results, incur expensive costs, and take a lot of time. 
The performance in predicting heart disease would be better if 
the qualities were less. On the other hand, Feature 
Optimization techniques [25] used to identify the optimal 
solution by minimising or maximising the objective function 
without going against resource limitations. 

By adjusting parameters, optimization methods can be 
used to enhance the performance of classifiers in the 
prediction of heart disease. GA and PSO are employed for this 
purpose [8]. While PSO, a computer method, optimises the 
problem by iteratively attempting to enhance a candidate 
solution with regard to a specific number of features, GA 
resolves the given process by replicating the natural process of 
evaluation. These optimization strategies are repeatedly used 
to produce the key features [17]. 

After applying the wrapper, Genetic Algorithm and 
Particle swarm optimisation to the heart disease dataset 
following features got extracted: 

 Chest Pain Type (cp). 

 Resting Electrocardiographic (restecg) 

 Maximum Heart Rate (thalach). 

 Exercise Induced (exang). 

 Oldpeak. 

 Major Vessels(ca). 

 Thal. 

 Class. 

The number of features reduced from 14 attributes to the 8 
predominant features. These features are then tested on 
ensemble techniques that is Bagging, Boosting, Random 
Forest and Hybrid (a combination of Bagging, Boosting and 
Randomization) methods of machine learning to evaluate the 
results regarding prediction of heart disease. 

VII. EXPERIMENTAL RESULTS 

To evaluate the performance, comparison of various 
ensemble machine learning techniques is made on various 
criteria. 

The Results are calculated on the basis of following 
norms: 

 Results without using Feature selection and Feature 
Optimization Techniques. 

 Results after using Feature Selection and Feature 
Optimization Techniques (Proposed method). 

A. Simulation Error of Ensemble’s 

Simulation error is also taken into consideration in the 
study's execution to enhance the ensemble learning model's 
performance. The prediction model's effectiveness is 
described by simulation errors. The five aforementioned 
evaluation criteria are used in the current study to assess the 
simulation error, as indicated in Table II and III, respectively. 

Table II describes the simulation error for the heart disease 
prediction model using ensemble technique. Simulation error 
tell us how effective the model is in predicting the accuracy. 
In this, result evaluated is computed without using feature 
selection and feature optimisation technique. 

Table III is the simulation error table for the heart disease 
prediction model using ensemble technique. In this table the 
results are computed using feature selection and feature 
optimisation technique. It is seen that the error rate of the 
simulation model are reduced after using feature selection and 
feature optimisation technique that is proposed method. 

B. Confusion Matrix 

The confusion matrix reveals how a predictive model 
operates internally. It provides insight information on classes 
that are accurately predicted, classes that are wrongly 
forecasted, and also about the different forms of faults. The 
confusion matrix produced for a two-class classification issue 
with negative and positive classes is the most basic type of 
confusion matrix. Each cell in the figure has a distinct and 
clear display, as illustrated. [23]. 

Fig. 5 explains the insight of the confusion matrix, that 
how the internal functional of the predictive model are 
classified in following classes. 

TABLE II. SIMULATION ERROR WITHOUT USING FEATURE SELECTION 

AND FEATURE OPTIMISATION 

Evaluation 

Criteria 
 Bagging Boosting Randomization Hybrid 

KS 0.58 0.595 0.6244 0.6694 

MAE 0.2934 0.2374 0.2696 0.2668 

RMSE 0.3774 0.3807 0.3587 0.362 

RAE (%) 59.4167 % 48.0607 %  54.5794 % 
54.0189 

% 

RRSE (%) 75.956 % 76.6224 % 72.1837 % 
72.8601 
% 

TABLE III. SIMULATION ERROR WITH FEATURE SELECTION AND FEATURE 

OPTIMISATION 

Evaluation 

Criteria  
Bagging Boosting Randomization Hybrid 

KS 0.7657 0.6772 1 0.7963 

MAE 0.2271 0.2121 0.0867 0.1753 

RMSE 0.3001 0.3296 0.1346 0.2474 

RAE (%) 45.9852 % 42.9527 % 17.5484 % 
35.4954 
% 

RRSE (%)  60.3894 % 66.3318 % 27.0926 % 
49.7841 

% 

Where KS- Kappa Statistic, MAE- Mean Absolute Error, RMSE- Root Mean Squared Error, RAE-
Absolute Error and RRSE- Root Relative Squared Error. 
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Fig. 5. Insight of Confusion Matrix. 

 True Positive (TP): When both the truth and the test's 
prediction of a positive are true, the class is true 
positive. For instance, when a patient is ill and the test 
also detects this. 

 True Negative (TN): When the test also predicts a 
negative outcome and the truth is negative, the class is 
true negative. For instance, when a test accurately 
detects that a person is healthy. 

 False Negative (FN): When the truth is positive but the 
test predicts a negative outcome, the class is considered 
false negative. For instance, when a test falsely 
indicates that someone is healthy when they are 
actually ill. In statistics, this is also known as Type II 
mistake. 

 False Positive (FP): The term "false positive" refers to 
a situation in which the test anticipates a positive result 
even though the reality is different. If a test falsely 
indicates that a person is ill even when they are not ill. 
In statistics, this is known as Type I mistake. [23, 24]. 

The Table IV indicates the Confusion Matrix of the 
Ensemble Machine learning models for prediction of the heart 
disease. The table shows detailed confusion matrix of machine 
learning ensemble model when created without using feature 
selection and feature optimisation technique that is the 
traditional method the proposed method that is using feature 
selection and feature optimisation techniques. This matrix 
depends upon four factors namely TP, TN, FP and FN [23, 24] 

C. Accuracy Factors 

The factors on which the accuracy of model is based are 
TP rate, FP rate, Precision, Recall and F measures [24]. 

Fig. 6 is about the calculations of accuracy factors. It 
shows the formulas used to calculate the accuracy factors 
Such as TP rate, FP rate, Precision, Recall and F-measure. 

Following model creation, its accuracy is assessed by 
contrasting it against the following criteria. 

 True positive rate: that a real positive will test positive 
is known as the true positive rate. It is calculated as 
TP/TP+FN and is often referred to as sensitivity. 

 Precision: is the ratio of examples that genuinely 
belong to a class to all instances that are categorised in 
that class. 

 Recall: a class's true total is equal to its actual fraction 
of instances classed as that class (equivalent to TP 
rate). 

 F-Measure: is a composite measure for recall and 
precision that is calculated as 2 * recall / (precision + 
recall). 

TABLE IV. CONFUSION MATRIX OF MODELS 

  Absent Present Class 

Without 

Feature 

Selection 

and Feature 

Optimisation 

Bagging 
122 28 Absent 

28 92 Present 

Boosting 
123 27 Absent 

27 93 Present 

Randomization 
126 24 Absent 

24 94 Present 

 Hybrid 
129 21 Absent 

23 97 Present 

With 

Feature 

Selection 

and Feature 

Optimisation 

Bagging 
139 11 Absent 

20 100 Present 

Boosting 
129 21 Absent 

22 98 Present 

Randomization 
150 0 Absent 

0 120 Present 

Hybrid 
140 10 Absent 

17 103 Present 

 

Fig. 6. Calculations of Accuracy Factors. 
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TABLE V. DETAILED ACCURACY MEASURES 0F FACTORS WITH CLASS 

  TP Rate FP Rate Precision Recall F-Measure Class 

Without Feature 

Selection and Feature 

Optimization 

Bagging 
0.813 0.233 0.813 0.813 0.813 Absent 

0.767 0.187 0.767 0.767 0.767 Present 

Boosting 
0.820 0.225 0.820 0.820 0.820 Absent 

0.775 0.180 0.775 0.775 0.775 Present 

Randomization 
0.840 0.217 0.829 0.840 0.834 Absent 

0.783 0.160 0.797 0.783 0.790 Present 

Hybrid 
0.860 0.192 0.849 0.860 0.854 Absent 

0.808 0.140 0.822 0.808 0.815 Present 

With Feature 

Selection and Feature 

Optimization 

Bagging 
0.927 0.167 0.874 0.927 0.900 Absent 

0.833 0.073 0.901 0.833 0.866 Present 

Boosting 
0.860 0.183 0.854 0.860 0.857 Absent 

0.817 0.140 0.824 0.817 0.820 Present 

Randomization 
1.000 0.000 1.000 1.000 1.000 Absent 

1.000 0.000 1.000 1.000 1.000 Present 

Hybrid 
0.933 0.142 0.892 0.933 0.912 Absent 

0.858 0.067 0.912 0.858 0.884 Present 

The Table V indicates the Acuuracy factors of the 
Ensemble Machine learning models for prediction of the heart 
disease. The table shows detailed accuracy measures of factors 
with class of machine learning ensemble model when created 
without using feature selection and feature optimisation 
technique, that is, the traditional method (the proposed 
method) to use feature selection and feature optimisation 
techniques. 

 

Fig. 7. Comparison of Performance of the Models with and without Feature 

Selection and Feature Optimisation. 

Fig. 7 illustrates the comparison of performance of the 
model with and without feature selection and feature 
optimisation technique in heart disease prediction. It is 

depicted from the line chart that the model with feature 
selection and feature optimisation techniques have better 
results than the model without feature selection and feature 
optimisation technique. Moreover, an increase in accuracy in 
all the stated ensemble techniques, after the use of feature 
selection and feature optimization, is observed. 

VIII. CONCLUSION AND FUTURE SCOPE 

One of the leading causes of death in the modern world is 
heart disease. However, if it can be predicted beforehand, it 
can give clinicians crucial information for diagnosis and 
treatment. In order to prevent cardiac diseases, it is essential to 
keep track of any health issues. The effectiveness of machine 
learning in making these predictions has been demonstrated, 
and the dataset can be used to derive some interesting 
conclusions. Though there are many existing machine learning 
models, whose performance needs to be improved in terms of 
accuracy, consumes more time and are more prone to 
simulation errors. The prediction behaviour of the model 
depends upon these factors. A machine learning model built 
on ensemble learning and using feature selection and feature 
optimization techniques is suggested to reach this goal. 

The experimental findings for the prediction of heart 
disease utilising ensemble machine learning approaches are 
presented in this work. To carry out the current study, 
exploratory, experimental, and applied research approaches 
were employed. Data about the patient is gathered from the 
UCI repository. Experiments are conducted using heart 
disease dataset which are applied on Weka3.8.3 a data mining 
tool to predict results. Experiments are conducted on two 
methods, one without using feature selection and feature 
optimisation method and another on proposed method, using 
feature selection and feature optimisation technique and later 
these methods are tested on Ensemble techniques to evaluate 
the results. 
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It is seen that results are better with the proposed 
technique. Thus, the method can be utilised by medical 
professionals to forecast and detect cardiac illness early on, 

which helps to avoid problems. 

In future, the same approach might be applied to various 
datasets of various diseases gathered from various sources. 
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Abstract—Effective screening and early detection of COVID-

19 patients are highly crucial to slow down and stop the disease's 

rapid spread at this time. Currently, RT-PCR, CT scanning and 

Chest X-ray (CXR) imaging are the diagnosis mechanisms for 

COVID-19 detection. In this proposed work radiology 

examination by using CXR images is used for COVID-19 

detection due to dearth of CT Scanners and RT-PCR testing 

centers. Therefore, researchers have developed various Deep and 

Machine Learning systems that can predict COVID-19 using 

CXR images. Out of which, few are exhibited good prediction 

results. However, Most of the models are suffered with over 

fitting, high variance, memory and generalization errors which 

are caused by noise as well as datasets are limited. Therefore, a 

Convolutional Neural Network (CNN) with the leveraging 

Efficient Net architecture is proposed for COVID-19 case 

detection. The proposed methods have an accuracy of 99% which 

gives the better results than the present available methods. 

Therefore, the proposed model can be used in real-time covid-19 

classification systems. 

Keywords—COVID-19; x-ray images; deep learning technique; 

CNN; efficient net 

I. INTRODUCTION 

SARS-CoV-2 has never been discovered in people before 
December 2019, is the virus that causes the unique 
Coronavirus Disease 2019 (COVID-19), an infectious and 
lethal disease that has never been seen before in the world [1]. 
Finding infected individuals through efficient screening is a 
crucial responsibility in halting the rapid spread of COVID-19 
so that they can be separated and given prompt medical 
attention. The RT-PCR test is now the most widely utilised 
screening method for COVID-19 case detection [2]. There are 
still a number of difficulties with RT-PCR testing, despite it 
being acknowledged as the "gold standard" for identifying 
infected cases of the disease. Tahamtan et al recent study [3] 
found that the detection sensitivity is highly varied and can 
lead to both FN and FP i.e. False-Negative & False-Positive 
results. The Radiograph imaging and CT Scan are performed 
and analysed by radiologists to determine whether or not a 
suspected person was Infected by Covid-19. This alternative 
effective screening method to RT-PCR is for the quick 
identification of COVID-19. All three of these tests are 
typically used to diagnose COVID-19. The RTPCR test, which 
is used to diagnose viral infection, can identify viral RNA in 
sputum or nasopharyngeal swabs [4]. Using CT scans, a 3D 
radiographic image is examined from various perspectives as 
part of a CT-based examination. The main drawback in the CT 

scan is that, it requires lots of time and the equipment is not 
readily available all the time and in all the areas and high 
radiation. Although CT scans are more sensitive to pulmonary 
disorders, they have a number of drawbacks that prevent them 
from being used in COVID-19 case detection on a broader 
scale. These drawbacks include non-portability, prolonged 
scanning, and the potential for patient exposure. In compared 
to CT scans, CXR imaging offers an adequate level of accuracy 
in the detection of COVID-19 cases while being portable, 
quicker, and more widely accessible and less expensive. Due to 
these advantages, CXR image analysis for COVID19 case 
detection has become the focus of numerous recent 
investigations [5, 6]. With the pandemic's rapid spread, certain 
studies, in particular, advise using portable CXR imaging as a 
reliable tool for finding COVID-19 cases. 

Many writers recommended combining the RT-PCR test 
with additional clinical procedures like the CT & CXR (chest 
X-ray). A few recent studies provide estimates of the 
sensitivity of professional radiologists to diagnose COVID-19 
using CT scans, RT-PCR, and CXR. A research on 51 
individuals who had a chest CT and RT-PCR performed within 
three days found that the CT had a sensitivity of 98% and the 
RT-PCR had a sensitivity of 71%. Similarly RT-PCR will 
require at least 12Hrs of time, which is not ideal as COVID19 
+ve patients should be identified and tracked as soon as 
feasible, and it requires specialised materials and equipment 
that are not readily available [7][8]. 

A sensitivity of 69% for CXR was found in a different 
study on 64 patients. An analysis of 636 ambulatory patients 
revealed that the majority of patients with confirmed 
coronavirus who visit urgent care facilities have normal or 
barely abnormal CXR results. The professional eye accurately 
diagnoses only 58.3% of these cases.  Although CXR imaging 
is fairly quick, COVID-19 case detection must be done 
manually by qualified radiologists, which takes professional 
knowledge and is a laborious process. However, there are 
many fewer radiologists than there are people who are being 
monitored. These scenarios will all broaden the application of 
AI-driven algorithms for detecting COVID-19 from chest 
radiographs. 

II. PREVIOUS WORK 

Thus, a diagnostic system powered by artificial intelligence 
(AI) is required to help radiologists screen COVID-19 cases in 
a more quick and reliable manner. Without such a system, it is 
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likely that infected individuals may not be promptly identified, 
isolated, and treated. Based on the AI[17] aided diagnosis 
many authors proposed different approaches in diagnosing 
Covid-19 which are based on CT-scan and radiographs along 
with the technology end depends on transfer learning and 
machine learning etc. 

CNN based data driven deep learning methods have shown 
promising performance for the classification challenge of 
COVID-19 case detection with CXR pictures, which is 
essentially a machine learning problem. As a result, there are 
numerous recent research that seek to train new deep learning 
models for infected case detection with CXR images by 
reusing or changing existing deep neural networks on top of 
gathered CXR image datasets. Although several research in 
their articles indicate considerably higher prediction accuracy 
for their proposed deep learning models with their own 
datasets, in practice, noise and restricted training data size may 
cause a deep learning model to suffer from over fitting, 
excessive variance, and generalization mistakes. 

Deep learning (DL) methods for automated image 
processing have the potential to significantly improve the role 
of CXR pictures in the rapid diagnosis of COVID-19[20]. A 
reliable and accurate DL model could enhance medical 
decision-making and be used as a triage tool. Recent 
investigations claim to have achieved outstanding sensitivities 
> 95%, which is much higher than expert radiologists. 
Numerous deep learning & Transfer Learning based AI-
assisted detection techniques have been proposed to lessen the 
load of detection from radiography pictures (e.g., CT and CXR 
images) for radiologists [09][10]. 

CXR pictures are evolving into a well-liked and often used 
data source for COVID-19 case detection due to its many 
advantages over CT images, including mobility, availability, 
accessibility, and quick testing. When AlexNet, ResNet18, 
DenseNet201, and SqueezeNet were used to identify two 
classes (i.e., COVID-19 and Normal) for CXR images, 
Wynants, L. et al. [11] came to the conclusion that SqueezeNet 
performed better than the other neural networks. Instead, Narin 
et al.'s [18] comparison of various CNN models trained on 
CXR images for COVID-19 case detection, including ResNet-
50, Inception V3, and Inception-ResNetV2, revealed that 
ResNet-50 surpasses the other two models with 98 percent 
accuracy. 

A three class prediction with the help of transfer learning 
was proposed by E. H. Chowdhury et al. and attained an 
accuracy of 99% by implementing it in the CNN environment 
[12]. Farooq et al. [13] provided a COVID-ResNet by fine 
tuning a pre-trained ResNet-50 architecture with a reported 
accuracy of 96.23%. A semi-supervised few-shot segmentation 
for the detection of Covid-19 was proposed by Mohamed 
Abdel-Basset et al. [14] which is a Deep learning based 
architecture and the implementation was based on CT scans, 
the limitation of less data set availability overcomes by this 
approach. In the similar manner with the DL and TL 
approaches in the diagnosis of COVID-19 from the X-ray and 
CT images have been implemented in Halgurd S. Maghdid et 
al. approach [15]. Linda Wang et al. [16] came up with a huge 
chest X-ray dataset based approach by a DCNN design and 

attained good accuracy with the model with this huge dataset 
system can encounter technical issues [19]. 

III. PROPOSED METHOD 

A. Datasets 

The dataset of 15000+ of (512x512pixel) images are 
collected from Kaggle which are used to train and test the 
model. The dataset consists of properly labeled radiograph 
images by radiologists. When a lot of patients need to be 
examined in a short amount of time, a model like this can help 
medical practitioners diagnose COVID-19 cases considerably 
faster than a radiologist having to go over each scan one by 
one. The sample images are shown in Fig. 1. 

B. Learning Rate 

Learning rate plays an important role in defining the 
accuracy of the model. In general convergence can be 
improved by Low Learning rate but the accuracy will be not as 
expected. Similarly overshooting can be possible with higher 
learning rate, therefore choosing learning rate properly will 
improve the performance there by accuracy. In proposed 
method the model experience with 10e-4 rate which led the 
model with low error rates on test dataset. 

C. Batch Size 

With reference to the literature article [22] batch size in 
association with learning rate plays a vital role in accuracy. 
Increase in batch size like 256 or 128 or 64 might lead the 
system into memory issues. Therefore depends on system 
performance and other factors in proposed method tested with 
32. Hence proposed model trained with a batch size of 32 and 
learning rate of 10e-4. 

D. Epochs 

The EfficientNet b3 model consists of 12 Million 
parameters and the images used in the proposed model have 
chosen for the training instance is around 15k+ images. With 
the dataset trained model attained accuracy of 99% at 7th 
epoch. And the system used about 10 epochs with different 
batch sizes and learning rate combinations. 

 

Fig. 1. Images taken as Sample for Covid & Non-Covid. 
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E. Pre-Trained Model 

In the current quickly evolving technology era, applying 
this technology to the medical diagnosis will leads to better 
outcome. Computer Vision is one of the fields where we make 
a use of diagnosing Covid-19. With reference to the Google AI 
Blog [21] in our proposal we have chosen EfficientNet in 
which b3 version has chosen to overcome issues in system 
configuration instead of using VGG16 or Resnet50. In general 
most of the architectures are too wide, deep or with high 
resolution therefore while increasing these characteristics will 
initially help the model but later it leads to saturation and there 
by become in-efficient, where as in the chosen EfficientNet 
model these are scaled in a more principled way [23]. 

Coming to the architecture representation of EfficientNet-
B3 will be shown in Fig. 3. 

The difference that we can observe between different 
EfficientNet models will be the number of feature maps i.e. 
channels, which leads to increase in number of parameters. 

The proposed model initially trained on Google Colabs 
environment which is an effective tool for learning and quickly 
creating machine learning models in python with pytorch. 
Later, implemented the same model in the system environment 
(Fig. 2). 

 

Fig. 2. Model Scaling. 

 

Fig. 3. Architecture for EfficientNet-B3. 

Development of the proposed work implemented with the 
help of PyTorch which will be well suited for the Computer 
vision applications. When we give radiograph image as input 
the trained model has to detect the provided image was 
COVID-19 positive or Negative. 

F. Flowchart 

The proposed model flow of implementation can be seen in 
Fig. 4. The existing Dataset consist of the images for training 
and testing. By applying the transformation method to resize 
the images and this transformation will be helpful in data 
augmentation. If more than 90% of the photos in the training 
dataset belong to the non-Covid class, the training dataset is 
markedly unbalanced. A naive learning method that just 
outputs the class of the majority class as the output would 
achieve high accuracy with severely unbalanced sets, which is 
a problem. In other words, even though only 10% of people 
truly have Covid, it will classify everyone as being Covid-free 
and achieve a "accuracy" of 90%. For the training images with 
the help of this transform method we can up sample the 
minority class which is Covid, so that in both the classes we 
can have same number of images which will be quite helpful 
improving the accuracy of the model. Now these newly created 
images can be split into training and validation at a ratio of 
80:20. These images are given as input to the system. Across 
the preprocessing with the help of Data loader Batch size of 32 
applied on the training dataset and shuffled them to ensure 
approximately equal representation of both classes in all the 
batches. While this process is taking place it’s always best 
practice to save the weights generated at the time of training 
process to ensure that even though the model got crashed due 
to any technical reason, instead of starting from the scratch we 
can call the saved weights and reinitiate the process. Initially 
while doing the training in the Google colabs the model got 
crashed because of the number of training images are huge in 
number and it cannot support these many iterations on the 
training data as well as testing. Therefore saving the weights 
will always the best way. And that’s why developed model 
implemented on system environment. 

 

Fig. 4. Flow Chart Representation of Proposed Model. 
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IV. EVALUATION AND RESULT 

There are various methods we can apply for the Loss 
calculation. Here in the proposed method cross-entropy loss is 
used for the calculation of the losses because of the chosen 
classification. In the similar manner for the weight update 
Adam optimizer has chosen which is well suited for deep 
learning applications. Proposed network trained with above 
mentioned parameters and the number of epochs is set to 10, 
out of which the network attained an accuracy of 99%. 
Training model attained the accuracy for both the classes as 
99%-100%. 

Fig. 5 shows the Graph between Accuracy and Loss. There 
is over 7000+ batch iterations taken place and the plot 
showcases these changes occurring in the values with respect 
to the batch iterations. 

After the training is performed now the trained model has 
to be applied for the testing samples. Now the transforms are 
composed and applied to the test dataset to make it conform to 
the same distribution as the training dataset. Proposed model 
performed prediction of the test image with an accuracy of 
99%. With the proposed model, a medical practitioner can 
identify Covid accurately in 99 out of 100 people rapidly. 

Comparison of the proposed model results with the few of 
the existing models are shown in Table I. 

 

Fig. 5. Plot between Accuracy and Loss. 

TABLE I. COMPARISON OF DIFFERENT MODEL ACCURACIES 

Authors 
Imaging 

Type 

Dataset 

Size 

(No.of 

Images) 

Model Used Accuracy 

Boran Sekeroglu 

et al. 
CXR 6100 CNN 98.5% 

Thiyagarajan 
Padmapriya et 

al. 

CXR & 

CT 

650 

349 

Multimodal 

covid network 
99.75% 

Yu-Huan Wu et 

al. 
CT 3855 JCS 95.9% 

Guangyu Jia 
CXR & 

CT 
7592 Dynamic CNN 99.3% 

Bhawna Nigam CXR  EfficientNet 93.4% 

DandiYang CT 2481 VGG 16 99% 

Proposed 
Method 

CXR 15000+ Efficient b3 99% 

V. CONCLUSION 

The most important factor in life is health; therefore early 
diagnosis of any disease is required. In this current pandemic 
kind situations early and accurate diagnosis of Covid-19 from 
radiological examinations like CT scan and Radiograph images 
is very important for Doctors as well as patients. Proposed 
model implemented with Deep learning approach based on X-
ray images to reduce the financial cost and radiation effect to 
the patients as well as to diagnose in less time. The proposed 
model is capable of classifying the radiograph images as Covid 
positive or negative in less time with an accuracy of 99%. The 
model trained on huge data samples and attained an accuracy 
of 100% in training and 99% in testing. This way the proposed 
approach constructed with CNN architecture on EfficientNet 
can provide desired assistance in diagnosing Covid-19 for 
radiologists. 
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Abstract—The rising performance demands in modern 

technology devices see the need to pack more functionality per 

area and are made possible with the advent of technology scaling. 

The extremely down-scaled, high-density processors used in such 

technology devices functioning at high frequencies and greater 

temperatures expedite various aging effects which impact the 

reliable lifetime of computing systems. Electromigration is 

considered to be an important intrinsic aging effect that reduces 

the useful lifetime of modern microprocessors. The objective of 

this work is to use machine learning methods to develop an 

electromigration-aware scheduler for assigning workloads to 

cores based on reliability and performance requirements. Aging 

estimation of the processor cores is performed based on the 

proposed computationally efficient and accurate regression-

based thermal prediction models. According to experimental 

findings, the suggested technique can significantly extend the 

lifetime of multi-core architectures while allowing performance 

to degrade gracefully. The maximum error in the prediction of 

the lifetime of the cores using the proposed methodology is 

estimated to be 2.85%. 

Keywords—Electromigration aware scheduler; useful lifetime; 

multi-core processor reliability; machine learning model 

I. INTRODUCTION 

The computing requirements of modern embedded systems 
in application areas including automotive, storage, networking, 
and 5G, among others, necessitate the use of high-performance 
processors. To deliver higher functionality per area demand for 
such applications, manufacturers create dense integrated multi-
core processor chips operating at higher speeds [1]. Increased 
power density and operating temperature of processor cores 
can expedite aging phenomena including electromigration, 
lowering the processor's quality and reliability [2]. Runtime 
task execution management is a pressing research topic to 
minimize such aging effects in processor cores [2], [3], [4]. A 
rise of 10 - 15°C in the operating temperature could reduce the 
processor lifespan to half [5]. The lifetime of multi-core 
processors can be improved by estimating the aging effects of 
tasks that are ready for execution. The workload assignment to 
cores and frequency adjustments can be done at runtime to 
minimize the effect of aging of the cores. Such strategies need 
to be computationally precise and quick for real-time 
implementation. 

Transistor aging is considered an important phenomenon 
that affects the reliability and lifetime of modern CMOS 
integrated circuits [6]. Time-Dependent Dielectric Breakdown 

(TDDB), Hot Carrier Injection (HCI), and Negative Bias 
Temperature Instability (NBTI) are the key aging effects that 
challenge the reliable operation of modern integrated circuits. 
The intrinsic effects, Electromigration (EM) and Stress 
migration (SM), which are due to the interconnect aging, are 
also significant in present CMOS technology devices [7]. New 
methods for investigating and predicting degradation effects 
are important for enhancing the lifetime reliability of modern 
CMOS technology devices. 

The suggested method to increase the multi-core 
processors' lifespan reliability is presented in two sections. In 
the first section, machine learning models based on regression 
to predict the processor cores' steady state temperature for the 
incoming jobs are proposed. A fine-grained approach is 
followed in this work for predicting the thermal properties of 
the cores' processing components. The fine-grained approach is 
more suitable for understanding the localized characteristics of 
the cores. In the second section, a scheme for mitigating the 
aging effects of processor cores by implementing a runtime 
frequency control policy is presented, which takes the 
temperature estimates of the proposed machine learning 
models as input. The operating speeds of the cores are decided 
to take into account the aging effects and the performance 
requirements. Our experimental results show that the proposed 
aging-aware scheduler, which is guided by the developed 
machine learning models could predict the core's lifetime with 
a maximum error of 2.85 %. The average error in temperature 
estimation is assessed, for each of the proposed models, and 
the maximum value is observed as 0.492 oC. 

The rest of the paper's contents are arranged in the order 
mentioned below. A number of the significant efforts on 
thermal prediction and the regulation of thermal challenges of 
the processor cores are discussed in Section II. Linear 
regression and polynomial regression schemes for the 
estimation of the core temperature and the concept of the 
proposed aging-aware scheduler for enhancing processor core 
lifetime reliability are presented in Section III. An analysis of 
the results obtained for the proposed schemes are mentioned in 
Section IV. Finally, Section V concludes the work and 
mentions the possibilities for further research in the field. 

II. LITERATURE REVIEW 

The increasing performance demands of current technology 
gadgets have prompted various studies to concentrate on 
optimal job scheduling methods in multi-core systems 
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operating under real-time constraints. A significant body of 
published works focuses on techniques for a better 
performance-power trade-off of multi-core processors [8], [9], 
[10]. The effect of using different styles of coding for 
balancing between performance and energy consumption of the 
processing cores is presented in [11]. A core allocation 
technique to lower the energy usage of mobile devices by 
engaging the LITTLE cores to a maximum extent and ensuring 
the performance of the device is proposed in [12]. The 
execution time of complex programs can be minimized and 
thus the performance of the applications can be improved by 
the use of today’s high-performance computing systems 
employing multi-core processors. Parallelization schemes [13] 
can be employed for converting the serial execution of 
programs into a hybrid parallel mode to take the advantage of 
the processing capability of multi-core processors. Reliability-
aware scheduling techniques [14] can be used to reduce soft 
errors of heterogeneous chip-multiprocessors. The performance 
and power efficiency in heterogeneous multi-core CPUs can be 
enhanced with smart workload schedulers [15]. 

An aging-aware scheduler needs an accurate thermal 
estimate of the various logical components to make run-time 
decisions when a workload gets executed in a processor core. 
Several research works have looked into the feasibility of using 
model-based methodologies to determine the CPU core 
temperature characteristics [16], [17], [18]. An architectural 
level thermal behavioral modeling technique known as 
Thermsid [19] builds temperature models from the observed 
temperature and power statistics. Multiple scheduling schemes 
based on the efficient and simple thermal model are used [20] 
for managing the operations of homogeneous processor 
platforms. Thermal Estimation Accelerator (TEA) [21], a 
processing element level monitoring scheme for the 
temperature at runtime using hardware accelerators can serve 
as a benchmark for Dynamic Thermal Management (DTM) 
methods. 

For the development of thermal models, it is required to 
estimate thermal profiles of the benchmark tasks executing on 
selected cores at defined operating frequencies. HotSpot [22] is 
a popular tool used in the temperature estimation of processor 
cores and is helpful in architectural studies. Various logical 
components in the processor architecture are represented as its 
equivalent thermal resistor and capacitor values along with the 
thermal package information [23]. Information about the floor 
design and power estimations for the logical components are 
supplied to HotSpot to determine the temperature profile. The 
power estimation of the logical components can be done with 
the tool McPAT (Multi-core Power, Area, and Timing) [24]. 
Based on high-level data, such as the frequency of operation of 
the core, McPAT can predict the architectural level power 
usage of the processor core containing caches and memory 
controllers. A McPAT-monolithic framework is presented in 
[25] for the architecture modeling of 3-D hybrid monolithic 
multi-core systems. The work in [26] proposes a micro-
architectural framework to estimate the performance and 
energy consumption of cores in a multi-core processor. A 
detailed validation of McPAT’s power models done with the 
help of a toolchain used in industrial practice is presented in 
[27]. In this study, McPAT is utilized to calculate the dynamic 

power of the core's logical subsystems. McPAT requires the 
operation statistics of the applications and micro-architectural 
characteristics as its inputs to calculate the power consumption 
of every system component. The operation statistics of the 
tasks can be evaluated using the gem5 simulator [28]. CPU 
models with different types of memory configurations and 
cache organizations can be defined for the analysis. The current 
generation of widely used commercial Instruction Set 
Architectures (ISAs) including ARM and x86 are supported by 
gem5. A significant number of these simulators are utilized in 
the relevant fields of research since they are useful in analyzing 
the performance and power consumption of various processor 
models and can be used to validate various design options. A 
study of the basics of several multiprocessor simulation 
methodologies and a summary of the correctness of six 
architecture simulators including gem5 are presented in [29]. 
Gem5-X, a framework for system-level simulation based on 
gem5 [30] may be employed to assess the potential benefits of 
the architectural extensions for many image processing-related 
applications. 

Computer architecture simulators can be used to closely 
examine the execution properties of applications that run in a 
processing core. Regression-based models with high 
computational efficiency and accuracy may well be constructed 
by relating the thermal figures estimated with HotSpot to the 
application characteristics estimated using gem5. 
Representative applications in open-source benchmark 
MiBench [31] can be used to develop and validate thermal 
models of typical workloads running in embedded processors. 
MiBench presents a collection of 35 embedded programs 
organized in six categories, each of which focuses on a specific 
segment of the embedded market. Workloads belonging to the 
application areas: network, security, telecommunication, and 
consumer from MiBench suite are used in this work. The 
characteristics of the tasks jpeg encode/decode, 32-bit Cyclic 
Redundancy Check (CRC), Dijkstra, and Secure Hash 
Algorithm (SHA), representing the mentioned application 
areas, running on x86 architecture-based processing cores are 
analyzed using gem5 and are used to train the regression 
models. The MiBench suite's consumer device benchmarks are 
designed to simulate the consumer device applications found in 
products including Personal Digital Assistants (PDAs), 
scanners, and digital cameras. This category largely focuses on 
image processing, and one of the representative image 
compression and decompression technologies is JPEG 
encoding/decoding. The telecommunications category of 
applications stands close to consumer applications because of 
the increased demand for consumer devices with wireless 
communication capability. Cyclic redundancy checks (CRC) 
are often used in data transmission for the detection of errors. 
A 32-bit cyclic redundancy check is performed on a sound file 
from the adaptive differential pulse code modulation 
benchmark as part of the CRC32 test. 

Devices such as switches and routers have embedded 
applications that fall under the network category. Finding the 
shortest path through a graph is one of the methods used to 
illustrate the networking category. The Dijkstra benchmark 
determines the shortest route across each set of nodes of a 
graph by repeatedly applying Dijkstra's algorithm. In 
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applications related to e-commerce, data security is a key 
factor. Security applications frequently employ a variety of 
hashing, encryption, and decryption algorithms. The Secure 
Hash Algorithm (SHA) is frequently used to create digital 
signatures and transfer cryptographic keys in a secure manner. 
The secure hashing method, SHA benchmark in MiBench, 
generates a 160-bit code for an input. 

Estimating the temperature and power at runtime using the 
tools HotSpot and McPAT is computationally expensive and 
limits their implementation in real-time schedulers. A 
regression-based model can be developed based on the thermal 
and power profiles of the workloads estimated using HotSpot 
and McPAT. Such trained and created regression-based models 
can quickly and accurately estimate the temperature of the 
logical components, and they are suitable for the successful 
application of aging-aware scheduling methods. A method for 
constructing a compact machine learning-based thermal 
prediction system appropriate for fast decision-making is 
presented in [32]. A temperature control strategy based on 
machine learning to determine the appropriate core frequency 
and encoder configuration for High-Efficiency Video Coding 
(HEVC) is proposed in [33]. A machine learning and 
simulation-based approach can be employed [34] to estimate 
the temperature map of a chip using the power consumption, 
utilization of the core, and recorded sensor temperatures. As 
discussed, a significant amount of the related research works 
published in recent years propose different approaches for 
determining the critical parameters associated with the 
workloads using software tools. Many of these works 
emphasize the increasing need for runtime techniques to 
regulate the processor temperature by changing its operating 
behavior. Such recent research works propose many techniques 
for better performance-power trade-offs. But, in our 
understanding, the use of scheduling techniques to reduce 
aging with the help of computationally efficient runtime 
temperature estimation methods for high-performance 
applications running on multi-core processors is a largely 
unexplored topic. 

III. PROPOSED WORK 

The first part of the proposed work deals with thermal 
profile modeling problems. Here, a regression-based model is 
employed to predict the steady-state temperature of the 
processing elements in a multi-core architecture. The 
temperature estimation model is driven by the properties of the 
workload. In the second part, an aging-aware scheduler is 
presented, whose scheduling activities are based on the thermal 
estimates of the regression model proposed in the first part of 
the work. The scheduler utilizes the thermal estimations and 
the performance need of the workloads taking into account the 
operating speed of the cores and trying to minimize the effect 
of processor aging. 

A. Development of Regression-based Models 

Regression analysis is one of the powerful multivariate 
statistical techniques to infer and form a functional relationship 
in a population [35]. In this work, regression analysis is used to 
relate the workload characteristics with the thermal effects of 
the processing elements. Workloads in embedded applications 
are suitable for implementing the suggested scheme because 

they typically have high levels of predictability in their 
execution characteristics, such as the instruction execution 
behavior, memory operations, and the kind of information 
processing. The execution patterns of the MiBench 
applications running on a Hexa-deca homogenous multi-core 
architecture are analyzed using the gem5 simulator. The gem5 
can be set up to operate in either Syscall Emulation (SE) mode 
or Full System (FS) mode. In SE mode, gem5 can imitate 
system calls made by applications. When configured in the FS 
mode, gem5 creates a bare-metal context for executing an 
operating system. In this work, gem5 is configured in the SE 
mode for analyzing the patterns of execution of the benchmark 
applications. The cores of the multi-core processor are selected 
as having x86 architecture. The cache hierarchy is defined to 
be of two levels, with level 1 private cache and level 2 shared 
cache. A subset j of the workload parameters is employed in 
this study, which directly affects the thermal profiles of the 
various logical components of the core. i.e., j∈{W}, where W 
represents the complete set of workload characteristics 
analyzed using gem5. 

The above-mentioned workloads from the MiBench suite, 
which cover several embedded application areas, are used for 
model development and analysis. The selected applications are 
analyzed using the gem5 simulation tool and the characteristics 
are determined. The power usage of the various functional 
parts of the CPU architecture is calculated using McPAT. The 
thermal model of HotSpot is driven by the estimated power 
traces, and the chip and package characteristics. The 
configuration file specifies the parameters of the processor core 
for the HotSpot tool, which are shown in Table I. 

Linear Regression (LR) and Polynomial Regression (PR) 
are the two regression models used in this work for estimating 
the thermal values of the functional elements of the CPU. In 
the Linear Regression (LR) model, the steady-state temperature 
of a functional element is represented as a weighted sum of the 
selected workload characteristics. In the LR model, the 
predicted temperature is represented as in (1). 

 �̂�(𝑤, 𝑥) =  𝑤1𝑥1 + ⋯ + 𝑤𝑝𝑥𝑝 + 𝑏            (1) 

TABLE I. HOTSPOT CONFIGURATION PARAMETERS 

HotSpot Parameters Value 

Thickness of the chip (in meters)  0.00015  

Specific heat of Silicon (in J/(m3-K)) 1.75 x 10e6  

Thermal conductivity of Silicon (in W/(m-K)) 100.0 

Resistance (Convection) (in K/W) 0.1  

Capacitance (Convection) in J/K (Heat sink)  140.4 

Thickness (Heatsink) (in meters) 0.0069  

Heatsink side (in meters)  0.06 

Thermal conductivity of Heatsink (in W/(m-K)) 400 

Specific heat (Heatsink) (in J/(m3-K)) 3.55 x 10e6 

Side (Heat spreader) (in meters) 0.03 

Thickness (Heat spreader) (in meters) 0.001 

Thermal conductivity (Heat spreader) in W/(m-K) 400 
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where X = (x1, x2, ... xp) represents the features used to train 
the models, w1, w2, ... wp are the coefficients and b represents 
the bias. To reduce the sum of the squared estimate of errors 
between the measured values of the data, linear regression fits 
a linear model using weights W = (w1, w2, ... wp). The loss 
function which indicates the adequacy of the fit is given by (2). 

𝐿(�̂�, 𝑡) =
1

2
(�̂� − 𝑡)2               (2) 

where ŷ, t, and (�̂� − 𝑡) represent the prediction, target, and 
residual values respectively. The coefficients w1, w2, ... wp, and 
b are selected in a manner to reduce the loss function as 
represented in (3) and (4). 

𝐸(𝑤1, 𝑤2, … 𝑤𝑝, 𝑏) =
1

𝑁
∑ 𝐿(𝑦𝑖 , 𝑡𝑖)𝑁

𝑖=1            (3) 

=
1

2𝑁
∑ (∑ 𝑤𝑗𝑥𝑗

𝑖
𝑗 + 𝑏 − 𝑡𝑖)

2𝑁
𝑖=1              (4) 

In this study, the Python-based Scikit-learn machine 
learning package [36] is used, which is regarded as an effective 
and reliable tool for predictive data analysis. 

In the development of the Polynomial Regression (PR) 
models of steady state temperature, polynomial regression 
needs to be performed on the data set, which are the workload 
characteristics, to fit a polynomial equation to it. This work 
extends linear regression by building polynomial features from 
the coefficients. For instance, the features in the second-order 
polynomials are utilized to fit a paraboloid to the data rather 
than a plane, giving the model represented in (5): 

 �̂�(𝑤, 𝑥) = 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥1𝑥2 + 𝑤4𝑥1
2 + 𝑤5𝑥2

2  (5) 

The above model can be considered as a linear model 
creating a set of features given in (6). 

𝑧 = [𝑥1, 𝑥2, 𝑥1𝑥2,𝑥1
2, 𝑥2

2]             (6) 

This renaming of the data allows for the formulation of the 
problem as in (7). 

�̂�(𝑤, 𝑥) = 𝑤0 + 𝑤1𝑧1 + 𝑤2𝑧2 + 𝑤3𝑧3 + 𝑤4𝑧4 + 𝑤5𝑧5        (7) 

The derived polynomial regression belongs to a similar 
category of linear models as those previously mentioned, 
which can be evaluated using the same methods. The model is 
flexible enough to accommodate a broader range of data by 
taking into account the linear fits in a higher-dimensional space 
constructed with these basis functions. To transform an input 
data matrix into a new data matrix of a specific degree, the 
polynomial properties converter in the Scikit-learn Python 
machine learning toolkit is used. The parameters of X have 
been converted from [𝑥1, 𝑥2, … ] to [𝑥1, 𝑥2, 𝑥1𝑥2,𝑥1

2, 𝑥2
2 … ] and are 

now applicable to any linear model. 

Linear and polynomial regression are used to model the 
temperature profiles of the processing units of the core. Fig. 1 
represents the architecture of the processor core considered in 
this work. The models thus developed are used to predict the 
steady-state temperature of the various processing elements in 
the architecture. The regression models presented in this work 
are most appropriate for multi-core systems executing 
embedded tasks since their task characteristics are often highly 
predictable. The proposed model-based prediction logic is 

computationally efficient and is more suitable for real-time 
thermal estimation. The estimated data can be used by an 
aging-aware scheduler to determine the best course of action 
for controlling the temperature below threshold levels while 
maintaining performance goals and extending the useful 
lifetime of processor cores. 

 

Fig. 1. Core Architecture. 

B. The Aging-aware Scheduler Design 

With the advancements in integrated circuit design and 
fabrication technology, more transistors can now fit into a 
square millimeter of a silicon wafer. When clocked at higher 
speeds to address the execution constraints, such densely 
integrated processors have increased power and heat 
dissipation, which has a negative impact on lifetime 
dependability. The major challenge is to develop algorithms 
that can forecast device-level degradation behavior based on 
the application features. This work presents a strategy for 
extending the useful lifetime of multi-core processors. A fine-
grained approach is followed for estimating the aging effects of 
the various processing components of the multi-core processor. 
The data available for the recent industrial-grade embedded 
processors manufactured by Texas Instruments [37] is taken as 
the reference. Referring to [37], the operational lifespan of the 
semiconductor core is taken as ten years, when the junction 
temperature TJ is 105oC. The crucial factor affecting silicon 
lifespan is the junction temperature TJ when the circuit is 
functioning within the limits of voltage and frequency stated in 
the data sheet. 

Due to continual operation at high temperatures, wear-out 
processes begin to develop in semiconductor products during 
their useful life. The wear-out processes commonly considered 
in the design of integrated circuits include Gate Oxide Integrity 
(GOI) [38], Electromigration (EM) [39], [40], and Time-
Dependent Di-electric Breakdown (TDDB) [41]. Additionally, 
the lifespan of the present semiconductor devices is affected by 
processes such as Negative Bias Temperature Instability 
(NBTI) [42] and Channel Hot Carriers (CHC) [43]. Among 
these, electromigration is a major aging effect in present 
integrated circuits. The primary factor that influences 
electromigration is the junction temperature TJ. The junction 
temperature TJ is thus the critical factor affecting silicon 
lifespan under electrical bias when the chip is operating within 
the prescribed data sheet conditions, and the lifetime can be 
represented using an Acceleration Factor (AF). The Arrhenius 
equation, which links the chemical reaction rate to temperature, 
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can be used to analyze the damage that occurs in electronic 
devices over time for various working temperatures. The 
accelerating factor (AF) [37] can be represented as in (8). 

𝐴𝐹 = 𝑒𝑥𝑝 (
𝐸𝑎

𝐾
 (

1

𝑇𝑢𝑠𝑒
−

1

𝑇𝑠𝑡𝑟𝑒𝑠𝑠
))             (8) 

where AF represents the Acceleration Factor, Ea is the 
Activation energy in eV, K is the Boltzmann’s constant (8.63 x 
10-5 eV/K), Tuse is the use temperature in Kelvin and Tstress is 
the stress temperature in Kelvin. 

This work proposes a methodology for improving the 
useful lifetime of the processor cores by considering electro-
migration as the primary failure mechanism. The aging-aware 
scheduler estimates the temperature of the processing elements 
of the core when a job is ready, by using the workload 
characteristics as input to the developed models. Our goal is to 
allocate the tasks to cores based on the aforementioned inputs 
to maximize chip lifetime while meeting the performance 
requirement bounds. For the reliability-aware scheduler design, 
two types of frequency adaptations are proposed in this work, 
where the processor clock can either be controlled in discrete 
values or in a continuous manner. Based on the workload 
characteristics, the performance requirement, and the end 
system reliability requirement, the aging-aware scheduler 
selects a core from the pool of feasible cores and decides its 
frequency of operation. The architecture of the proposed aging-
aware scheduler is represented in Fig. 2. 

 

Fig. 2. The Aging-aware Scheduler. 

The proposed aging-aware scheduler supports two types of 
clocking schemes for the processor core, i) cores whose 
operating frequencies can be selected from a discrete set of 
values and ii) cores whose frequency of operation can be 
varied continuously within a defined range. For the discrete 
frequency selection scheme, the scheduler will select the 
maximum possible operating frequency from a set of possible 
values, such that the lifetime reliability requirement can be 
met. In the continuous frequency selection scheme, the 
scheduler will have fine control of the operating frequency. In 
this case, the scheduler will use interpolate functions to 
estimate the closest frequency of operation that meets the 
lifetime reliability requirement with graceful performance 
degradation. For the specified workload characteristics, the 
data set includes known frequency and related temperature 
values of the logical components of the core. 

Linear Interpolation (LI) and Spline Interpolation (SI) are 
the two types of interpolation schemes attempted in this work. 
To build a function utilizing fixed frequency datasets for linear 
interpolation, the interp1d class from the "scipy.interpolate" 
package is utilized. SciPy [44] is a free and open-source 

Python library used for scientific and technical computing. 
When using linear interpolation for curve fitting, additional 
data sets are generated inside the boundaries of a finite 
collection of existing datasets using linear polynomials. In 
applications where smoothing is necessary, the piecewise-
defined spline function is employed instead of polynomial 
interpolation because it produces good results for low-degree 
polynomials while minimizing Runge's phenomena for higher 
degrees. 

Algorithm I illustrate the aging-aware scheduler's pseudo 
code. The scheduler, based on the workload characteristics, 
forms a feasible set of cores {C1, ... Cm}, from the set of 
available cores during the scheduling interval. The temperature 
patterns of the logical components are predicted using the 
prediction models developed in the first part of this work, and 
using these parameters, the aging factor AF of each core Ci 
related to the lifetime reliability is determined. Based on the 
workload's performance requirements, the lifetime reliability 
requirement of the cores, and the type of frequency control 
supported by the architecture, i.e., either a discrete frequency 
control or fine frequency control, the frequency of operation of 
the core is determined. 

Algorithm I. Aging Aware Core Selection 

Inputs: workload characteristics, performance constraints, 
lifetime reliability requirement  

1. while (true) { 
2. for each schedule window Ts, perform { 
3. for each task {T1, T2…Tn} in the process queue Q 

perform { 
a. analyze the characteristics of Ti and form the 

feasible set of cores {C1, …... Cm}. 
b. estimate temperature characteristics of the 

processing elements {L1, …. Lp} of the 
feasible cores Ci. 

c. estimate aging factor AF of each core Ci 
related to the lifetime reliability. 

d. select a core based on the lifetime reliability 
and performance requirements. 

e. determine the core's operating frequency f: 
i. if discrete frequency control 

f = fc where fc ∈ {f1, …... fs} 
ii. else f = fi where fmin ≤ fi ≤ fmax 

4.  //end for each task 

5. }//end for each schedule window 

6. }//end while 

Outputs: i) Mapping of the tasks {T1, …... Tn} to cores {C1, 

... Cm} if n ≤ m; stall the remaining n-m tasks if n > m, ii) 

frequency of operation of the selected cores. 

The regression models for predictive modeling need to be 
updated if the error in prediction is more than a threshold value 
because of the change in the data. The accuracy of the 
prediction logic is verified periodically with an updating 
interval. The updating interval, a customizable parameter, is 
kept substantially greater than the scheduling interval to reduce 
the computational overhead for the assessment of the actual 
temperature levels. The model updating process is represented 
in Algorithm II. 
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Algorithm II. Model Updation 

Inputs: workload characteristics, core id, maximum 

allowable error in prediction (threshold) 

1. while (true) { 

2. for each updating interval, Tu do { 

a. for each core {C1, ... Cm} do { 

compute the actual temperature of the 

processing elements (with on-chip sensors 

and/or software tools). 

b. }//end for each core 

c. if (prediction error > threshold) 

update the prediction models. 

d. end if 
3. }//end for each updating interval … 

4. }//end while 

Output: updated prediction models. 

IV. RESULTS AND DISCUSSION 

The experiments of this research work were conducted 
using the application benchmarks belonging to consumer, 
telecommunications, network, and security categories taken 
from the well-known MiBench suite as represented in Table II. 

Multiple instances created by altering the data set handled 
by the tasks are used to model the temperature characteristics 
of the logical components. As a result, n versions of a task w 
are created and evaluated its execution on m number of cores 
of the multi-core processor. Using new instances of the 
workloads derived from MiBench, the per-logical unit 
temperature is estimated to evaluate the developed models. The 
integer ALU, integer register file, floating-point unit, floating 
point register file, Data Translation Lookaside Buffer (DTLB), 
Instruction Translation Lookaside Buffer (ITLB), and 
load/store queue are characterized as the key power-consuming 
processing elements of the cores. Fig. 3 illustrates the 
validation of the developed models for the task CRC. The 
Steady State Temperature (SST) of the logical elements which 
are having significant power consumption is evaluated using 
the developed LR and PR models and is compared with the 
values estimated using the tool HotSpot. The operating 
frequency of the core is defined as 3400 MHz. The difference 
in estimation using the two methods is represented as a 
percentage error and is shown in Fig. 4. With a maximum 
prediction error of 0.008 percent for linear regression and 
0.826 percent for polynomial regression-based models, the 
suggested regression-based models exhibit good consistency 
with HotSpot. 

TABLE II. REPRESENTATIVE BENCHMARKS 

Category MiBench Benchmark 

Consumer JPEG encoding/decoding - (cjpeg /djpeg) 

Telecom Cyclic Redundancy Checks (CRC) 

Network Dijkstra 

Security Secure Hash Algorithm (SHA) 

 

Fig. 3. SST of the Processing Elements Estimated using HotSpot, Linear 

Regression, and Polynomial Regression Models. 

 

Fig. 4. Differences in the Estimation of SST of the Processing Elements are 

represented as a Percentage Error. 

Fig. 5 illustrates the validation of the thermal models of the 
logical component integer ALU. The tasks used in the analysis 
are executed in cores set to operate at a clock frequency of 
3400 MHz. The percentage error in the estimation of 
temperature is shown in Fig. 6. Simulation results show that 
the model is comparable to the HotSpot model in estimating 
the thermal profile of the logical components of the processor 
core. 

 

Fig. 5. Steady State Temperature of Integer ALU Estimated using HotSpot, 

Linear Regression, and Polynomial Regression Models. 
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Fig. 6. Differences in the Estimation of Steady-state Temperature of Integer 

ALU. 

The proposed aging-aware scheduler uses predicted SST of 
the logical components to estimate the degradation in the 
lifetime of the processor core during the scheduling of 
workloads. The lifetime of the critical components is 
represented using the Acceleration Factor (AF) while 
considering the junction temperature (Tj) of silicon as the 
primary variable impacting the lifetime of the cores. Fig. 7 
shows the validation of AFs of the principal power-consuming 
processing elements of the core for the task djpeg where the 
AFs are computed using the SST values estimated using 
HotSpot, LR, and PR models. Fig. 8 represents the validation 
of the AF estimation of int_ALU for the different tasks. The 
processor core is set to operate at a frequency of 3400 MHz. 

 

Fig. 7. Acceleration Factor of the Processing Elements Estimated using 

HotSpot, Linear Regression, and Polynomial Regression Models. 

 

Fig. 8. Acceleration Factor of the Tasks Estimated using HotSpot, Linear 

Regression, and Polynomial Regression Models. 

The proposed aging-aware scheduler estimates the 
temperature profiles of the logical components of the feasible 
cores based on the characteristics of the task in the service 
queue and decides the appropriate frequency of operation of 
the core. The lifetime reliability requirement of the core and 
the workload's performance requirements are used to determine 
the core operating frequency. In this work, the performance of 
the workloads running on a core clocked at 4000 MHz is taken 
as the reference, and the performance of the cores executing 
workloads with different operating conditions is represented 
relative to the reference performance. Fig. 9 represents the 
lifetime improvement of the cores and the corresponding 
relative performance degradation of the tasks when 
implementing a discrete frequency control scheme. In this case, 
the lifetime reliability requirement is taken as ten years, 
corresponding to an AF of 1. The core operating frequency is 
selected from the set {4GHz, 3.4GHz, 2.4GHz, 1.4GHz} based 
on the lifetime reliability requirement. Fig. 10 shows the 
corresponding values for AF = 1.5. The scheduler uses the 
thermal profile of the logical component having the highest 
value, for the estimation of AF of the core. This work assumes 
that the CPU core is designed to function for ten years when 
the junction temperature is at 105°C. 

When the reliability-aware scheduler functions in the 
continuous frequency mode, the core operating frequency can 
assume a value within the defined range of 1400MHz to 4000 
MHz. Linear Interpolation (LI) and Spline Interpolation (SI) 
are the two interpolation schemes employed, for estimating the 
closest frequency required for meeting the reliability and 
performance requirements. The frequency values for 
interpolation are determined based on the estimated 
temperature of the cores. Thermal estimation is performed 
using HotSpot, the standard method, and with the proposed LR 
and PR methods. The frequencies estimated by the scheduler 
for these temperature values are shown in Table III. The 
frequencies are determined for meeting the lifetime reliability 
requirement of ten years (corresponding AF = 1). Lifetime 
reliability of ten years corresponds to a threshold value of the 

silicon junction temperature, Tqual of 105 Degree Celsius. 

 

Fig. 9. Useful Lifetime Improvement and Relative Performance of Tasks 

(Discrete Frequency Control with AF = 1). 
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Fig. 10. Useful Lifetime Improvement and Relative Performance of Tasks 

(Discrete Frequency Control with AF = 1.5). 

TABLE III. CORE OPERATING FREQUENCIES FOR AF=1 

Fine Control of Operating Frequency 

(AF = 1 Tqual = 105 Degree Celsius) 

Case Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

Temp 

Estima-

tion 
scheme 

Hot- 

Spot 

Hot-

Spot 
LR LR PR PR 

Freq 

estima-

tion 
scheme 

LI SI LI SI LI SI 

Tasks Estimated Frequencies of the cores (in GHz) 

cjpeg 2.7127  2.7128 2.7357 2.7356 2.7381 2.7377 

djpeg 3.2871 3.2872 3.2852 3.2851 3.2663 3.2663 

CRC 4.0 4.0 4.0 4.0 4.0 4.0 

Dijkstra 3.7752 3.7752 3.7750 3.7749 3.7876 3.7876 

SHA 3.0191 3.0195 3.0192 3.0191 2.9254 2.9253 

Validation of the proposed scheme is carried out for the 
case where there is a lifetime reliability requirement of ten 
years. In this case, the aging-aware scheduler will adjust the 
operating frequency to limit the core temperature to 105°C. 
The actual temperature of the cores for the frequencies of 
operation mentioned in Table III is computed using HotSpot 
and is shown in Table IV. It can be seen that the proposed 
algorithm is adjusting the core frequencies in such a way that 
the temperature of operation of the cores is very close to the 
required value of 105°C. The average prediction error of the 
proposed scheme in the estimation of the core temperature is 
compared with the results reported in recent publications and is 
shown in Table V. 

The lifetime of the cores, when operating with the 
temperatures shown in Table IV, is computed using (8). The 
theoretical lifetime corresponding to AF=1 is ten years. Table 
VI shows the lifetime of the cores corresponding to the steady 
state temperature values mentioned in Table IV. In this case, 
the algorithm is driving the operating frequency of the cores in 
such a way as to meet the lifetime requirement of ten years. 
The lifetime of the cores when operating with the frequencies 
estimated by the algorithm is having a maximum deviation of 
2.85 % from the required lifetime. 

TABLE IV. VALIDATION OF THE CORE TEMPERATURES FOR AF=1 

Tasks 
Temperature of Cores (in Degree Celsius) - Validation 

Case 1  Case 2 Case 3 Case 4 Case 5 Case 6 

cjpeg 104.99 104.99 105.4 105.4 105.46 105.44 

djpeg 105.01 105.01 104.98 104.98 104.69 104.69 

CRC 105.0 105.0 105.0 105.0 105.0 105.0 

Dijkstra 105.0 105.0 104.98 104.98 105.15 105.15 

SHA 105.0 105.0 105.0 105.0 103.46 103.46 

TABLE V. COMPARISON OF THE PREDICTION ERROR OF CORE 

TEMPERATURE WITH PROPOSED METHODS IN THE LITERATURE 

Scenarios  Average Prediction Error 

Case 1 0.004 oC 

Case 2 0.004 oC 

Case 3 0.088 oC 

Case 4 0.088 oC 

Case 5 0.492 oC 

Case 6 0.488 oC 

Alzemiro et al.[21] 0.020 oC 

Kaicheng Zhang et al.[32] 2.900 oC 

Carlton Knox et al.[34] 1.390 oC 

TABLE VI. THE ESTIMATED LIFETIME OF THE CORES 

Tasks 
Estimated Lifetime of Cores (in years) for AF=1 

Case 1  Case 2 Case 3 Case 4 Case 5 Case 6 

cjpeg 10.006 10.006 9.776 9.776 9.7426 9.7426 

djpeg 9.9943 9.9943 10.011 10.011 10.178 10.178 

CRC 10.0 10.0 10.0 10.0 10.0 10.0 

Dijkstra 10.0 10.0 10.011 10.011 9.9152 9.9152 

SHA 10.0 10.0 10.0 10.0 10.917 10.917 

Using the methodology proposed, embedded application 
developers can perform a fast design space exploration 
between the lifetime reliability of the processor cores and the 
performance requirement of the tasks. Fig. 11 depicts the 
compromise between AF and the performance of the 
benchmark applications when linear regression is employed for 
temperature estimation along with linear interpolation for 
frequency estimation. At higher values of AF, processing cores 
have better lifetime reliability but at the expense of application 
execution performance. Fig. 12 represents the corresponding 
trade-off when polynomial regression is employed with 
continuous frequency assignment. 

The concept suggested in this paper, where the aging-aware 
scheduler selects a task from a predetermined list of tasks to 
assign to a core, works well enough to extend the lifespan of 
multi-core systems running embedded workloads. A task might 
run at multiple scheduling points with a varying level of 
computational load because the complexity of the jobs that get 
executed on the cores may change over time. It is possible to 
account for these diverse computational costs at various 
execution times by building the regression model utilizing the 
heat profiles of logical units carrying out activities of varied 
computational costs at various execution times. 
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Fig. 11. Acceleration Factor (AF) - Performance Tradeoff (Linear Regression 

with Linear Interpolation). 

 

Fig. 12. Acceleration Factor (AF) - Performance Tradeoff (Polynomial 

Regression with Linear Interpolation). 

V. CONCLUSION AND FUTURE WORK 

The aging-aware scheduler proposed in this work uses the 
developed computationally efficient models to estimate the 
steady-state temperature of the processing elements in multi-
core processor architecture. Temperature values estimated with 
the models are used to predict electromigration-induced aging. 
The scheduler performs an aging-aware application mapping 
strategy for enhancing the lifetime reliability of the cores. The 
suggested scheduler will estimate the operating frequency of 
the processing cores for satisfying the lifetime reliability 
constraints with a gentle decline of the performance as opposed 
to a no-aging aware scheduler, where the workloads are 
distributed to the cores based on the performance need. Results 
from simulations show that the suggested approach can 
increase the lifespan of the operation of multi-core processor 
systems. 

The algorithm proposed in this work is extensible and 
configurable. The proposed framework is configurable, as it is 
possible to use on-chip thermal sensor data for estimating the 
temperature and aging effects of the logical components along 
with the temperature data computed using the software tools. 
In the future, the framework may be extended to take into 
account the impacts of aging brought on by Hot Carrier 
Injection (HCI), Positive-Bias Temperature Instability (PBTI), 
and Negative-Bias Temperature Instability (NBTI), along with 
electromigration. 
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Abstract—The COVID-19 pandemic has such a significant 
impact and causes difficulties in many aspects that the new 
normal rules should be implemented to reduce the effects. New 
normal rules have been implemented by governments worldwide 
to break the virus chain and stop its transmission among the 
society. Even if the COVID-19 outbreak is under control, 
governments still need to know whether society could adapt and 
adjust to their new daily lifestyles. Many precautions still must 
be addressed as the transition to endemic status does not mean 
that COVID-19 will naturally eventually disappear. The World 
Health Organization also has warned that it is too early to treat 
COVID-19 as an endemic disease. Since the pandemic, many 
interactions have been done online, leading to the increasing 
social media usage to express opinions about COVID-19. The 
objective of the study is to explore the capability of the Naïve 
Bayes algorithm in the sentiment classification of the public’s 
acceptance on the new normal in the COVID-19 pandemic. Naïve 
Bayes has been chosen for its good performance in solving 
various other classification problems. In this study, Twitter data 
were used for the analysis and were collected between March and 
June 2022. The evaluation results have shown that Naïve Bayes 
could generate excellent and acceptable performance in the 
classification with an accuracy of 83%. According to the findings 
of this research, many people have accepted the new normal in 
their daily lives. The future works would include scrapping more 
data based on geolocation, improving the feature extraction 
technique, balancing the dataset and comparing Naïve Bayes 
performance with other well-known classifiers. The subsequent 
study could also focus on detecting the emotions of the public and 
processing non-English tweets. 

Keywords—Sentiment analysis; COVID-19; new normal; 
acceptance; naïve bayes 

I. INTRODUCTION 
The term "sentiment" refers to a topic that includes 

subjective and objective aspects and factual and non-factual 
factors. It transcends the difference between a positive or 
negative subject [1]. Sentiment analysis is an analytical 
technique to analyze a text that identifies the level of public 
sentiment or opinion on a product or service and a person, 
such as politicians or celebrities [2]. The new normal is the 
new order, habits, and behavior based on adaptation to 
encourage clean and healthy living [3]. The Corona Virus 
Disease 2019 (COVID-19) pandemic has changed people's 
livelihood around the globe. 

Consequently, COVID-19 causes so many difficulties to 
deal with in people’s lives, that the governments need to 
implement new protocols to reduce the spread of the COVID-

19 infection among communities. The guidelines have become 
the new normal in the community's daily lives when people 
have suddenly been forced to adapt to all the protocols. 
Therefore, to mitigate the damaging effect of the COVID-19 
pandemic, everyone is required to follow the Standard 
Operational Procedures set by the authorities in most 
countries. The new normal requires everyone to practice social 
distancing, use face masks, regularly wash hands with water 
and soap or sanitizer, stay at home unless necessary to go out, 
work from home or online learning for schools and 
universities [4]. Even after the infections have become less 
severe, people still have to take the precautions seriously. 

It is necessary to break the virus chain and stop its 
transmission among the communities. Initially, the community 
was still ignorant of the virus's seriousness and was indirectly 
forced to adjust quickly and adapt to the new normal rules in 
daily life. Some people oppose the new normal life and still 
want to continue their old lifestyle without following health 
protocols and restrictions [5]. This kind of mentality may also 
influence others in embracing a new normal in their lives. 
Violations of health protocols will lead to an increase in 
COVID-19 cases. Implementing a new defence mechanism 
against a pandemic is quite challenging since it requires public 
engagement and acceptance of the policy required by the 
government [6]. In addition, due to the pandemic, any 
interaction was severely limited, resulting in increased digital 
use to obtain information about COVID-19. Therefore, social 
media sites such as Twitter have become essential platforms 
for expressing opinions, needs, and preferences. Nowadays, 
the community often responds to the current issues worldwide 
through Twitter by using tweets, retweeting others' posts, 
leaving a comment, or using a hashtag to spread something. A 
community has used Twitter to express their opinions over the 
increase of COVID-19 cases. The Twitter post can be a 
valuable source for understanding the community's acceptance 
towards new normal guidelines in making these new practices 
part of everyday habits. 

As in Malaysia, after nearly two years of the pandemic, the 
country has entered the “Transition to Endemic” phase of 
COVID-10 starting from April 1, 2022, amid thousands of 
infections [7]. Endemic could be referred to as the constant 
presence, and usual prevalence of disease or infectious agent 
in a population within a geographic area. The transition to 
endemic can be considered an exit strategy. 

Align with the announcement made by the Malaysia 
Government, this study proposes a sentiment analysis on the 
acceptance of the new normal in society. The tweet regarding 
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the transition phase will be used. The Naïve Bayes algorithm 
has been chosen as the machine learning method for sentiment 
classification. The Naïve Bayes algorithm would help to 
classify the level of sentiments of society’s responses into two 
categories which are negative and positive. This study aims to 
explore the capability of the Naïve Bayes algorithm in the 
sentiment analysis on the acceptance of the new normal in the 
COVID-19 pandemic. The Naive Bayes classifier has the 
advantage of requiring less training data to determine the 
estimated parameters needed in the classification process. 
Furthermore, the Naïve Bayes classifier is an algorithm 
frequently used for data mining because it is simple, fast to 
process, and easy to use with a simple model and a high-
efficiency level [8]. 

This paper is structured as follows: Section I contains the 
Introduction; Section II discusses the Literature Review and 
Section III explains the Methodology. Section IV presents the 
Results and Discussion, while Section V presents the paper's 
Conclusion. 

II. LITERATURE REVIEW 

A. Similar Works 
Several similar works are related to accepting the new 

normal in the COVID-19 pandemic. Table I describes the 
works, presenting the algorithms to solve the classification 
problems. 

The first similar work used the Random Forest and Naïve 
Bayes algorithm to measure the people's sentiment toward 
government appeal in facing the COVID-19 pandemic [9]. 
Another work has implemented the Support Vector Machine 
Algorithm to analyze Twitter data and identify the Canadians' 
feelings regarding social distancing in relation to COVID-19 
[10]. Research by [5] has analyzed the public's perception of 
social media towards the new normal during the COVID-19 
pandemic in Indonesia. The study found that most Instagram 
users who follow religious accounts are against the new 
normal. The study [11] has implemented a Recursive Neural 
Network in analyzing the Twitter data to evaluate people's 
attitudes towards public health policies and events in the era of 
COVID-19. The tweet data analysis showed that many 
people's sentiments toward the stay-at-home approach were 
shifted because of the policy's negative consequences. Further, 
[12] has adopted the Latent Dirichlet Allocation (LDA) 
algorithm to perform sentiment, emotion, and content analysis 
of tweets regarding social distancing on Twitter. This research 
has indicated that most Twitter users supported the social 
distancing strategy. 

In most works, the machine learning algorithms have 
solved the sentiment classification problems with reasonable 
accuracy. In this study, Naïve Bayes has been chosen due to 
its good performance in solving various other classification 
problems [13-15]. Although Naive Bayes has some drawbacks 
in the probability technique, it is worth exploring the 
algorithm’s performance in solving another classification 
problem [16]. 

TABLE I. SIMILAR WORKS 

 Title Algorithm Objective Result Ref 

1. 

Community 
Understanding 
of the 
Importance of 
Social 
Distancing 
Using 
Sentiment 
Analysis in 
Twitter 

Random 
Forest 
Algorithm 
and Naïve 
Bayes 
algorithm 

To measure 
people's 
sentiment 
toward 
government 
appeal 
in facing 
the 
COVID-19 
pandemic. 

Random 
Forest 
Algorithm 
had the best 
accuracy of 
95.98%  

[9] 

2. 

Sentiment 
Analysis on 
COVID-19-
Related Social 
Distancing in 
Canada Using 
Twitter Data 

Support 
Vector 
Machine 
algorithm 
 

To analyse 
Twitter 
data and 
identify 
Canadians' 
feelings 
regarding 
social 
distancing. 

SVM 
algorithm 
generated 
87% of 
accuracy 

[10] 

3. 

Public’s 
Perception on 
social media 
towards New 
Normal during 
Covid-19 
Pandemic in 
Indonesia: 
Content 
Analysis on 
Religious 
Social Media 
Accounts 

Neuro-
Linguistic 
Programming 
(NLP) 
method. 

To discover 
about the 
public's 
perceptions 
of the 
government 
policies 

The 
technique 
succeeds in 
solving the 
problem 

[5] 

4. 

Analyzing 
Twitter Data to 
Evaluate 
People’s 
Attitudes 
towards Public 
Health Policies 
and Events in 
the Era of 
COVID-19 

Recursive 
Neural 
Network 
(RNN) 

To track 
people’s 
opinion 
regarding 
the public 
health 
policies 
and events 
during a 
COVID-19 
pandemic. 

The 
performance 
RNN is 
good. 

[11] 

5. 

Understanding 
public 
perception of 
coronavirus 
disease 2019 
(COVID-19) 
social 
distancing on 
Twitter 

Latent 
Dirichlet 
Allocation 
(LDA) 

To perform 
sentiment, 
emotion, 
and 
content 
analysis of 
tweets 
regarding 
social 
distancing 
on Twitter 
during the 
COVID-19 
pandemic. 

The 
algorithm 
abled to 
generate 
good result 

[12] 

B. Naïve Bayes Algorithm 
The Naive Bayes classifier is a simple probabilistic 

classifier that calculates a set of probabilities by adding up the 
frequencies and value combinations from a given dataset. The 
algorithm uses the Bayes theorem and assumes that all 
variables are independently provided by the value of the class 
variable. The Naïve Bayes classifier can be trained very 
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effectively in supervised learning and can also be used in 
complicated real-life situations. The Naïve Bayes algorithm is 
simple to understand, requires training data to estimate the 
parameters, is unresponsive to unrelated features, and 
performs well when dealing with actual data and unique data 
source [17]. Below are the equations that calculate the 
probability categories in Naïve Bayes theorem. 

𝑃(𝑐 | 𝑥 ) =  𝑃 ( 𝑥 |𝑐 ) 𝑃 (𝑐)
𝑃(𝑥)

             (1) 

Equation (1) shows that variable c is class and variable x 
represents the attribute applied. P (c | x) is the posterior 
probability of class given attribute, P (x | c) is the likelihood, 
which is the probability of attribute given class, P (c) is a class 
prior probability. Lastly, P (x) is the predictor prior 
probabilities of the attribute [18]. 

III. METHODOLOGY 

A. Data Collection 
The data collection were conducted from March to June 

2022. The data were scrapped by using the Twitter API. A 
total of 7659 observations (rows) and three variables 
(columns) were obtained. This data collection process used 
English tweets comprising sentences or popular hashtags 
related to the new normal. The search keys were; “face mask”, 
“hand hygiene”, “Sejahtera scan”, “new normal COVID-19”, 
“stay at home”, “work from home” and “social distancing”. 
Table II shows the sample of a raw dataset from the scrapping 
process. The dataset contains three columns which represent 
Time, User and Tweet. However, only the Tweet column was 
used in this study. 

B. Data Pre-processing 
Data cleaning is the terms that refer to the process of 

identifying and correcting, removing, duplicate or invalid 
records from a database. Data inconsistency can occur in a 
variety of ways. For example, it might occur due to data 
corruption during transmission or storage or user entry errors 
[19]. Therefore, it is essential to clean up data so it can be 
used in models and produce better results. 

TABLE II. SAMPLE OF RAW DATASET 

Time User Tweet 

2022-04-10 
23:51:57+00:00 EnviroSmartGOP 

#SocialDistancing , #lockdowns and 
changes to age-old ,PROVEN , 
#Quarantine methods of isolating 
sick , infectiousâ€¦ 
https://t.co/f7PShlaAOk 

2022-04-10 
23:22:20+00:00 MissyCooper13 

RT @JohnSitarek: Mass PCR testing 
somewhere in #Eastworld. If you 
didn't have covid before standing in 
line for hours, you probably 
contracâ€¦ 

2022-04-13 
17:20:01+00:00 NoxySA3 

@thecyrusjanssen you are reminded 
to get vaccinated, wear face mask 
and to use sanitizer to wash your 
hands #VaxxedForAfrica 

2022-07-13 
23:15:44+00:00 ThatTeddyH 

RT @R_Chirgwin: Wear your 
masks. Avoid crowds. Work from 
home. Keep your children home. 
Drag these recalcitrant mendacious 
fools into line.â€¦ 

 
Fig. 1. Steps in Pre-processing. 

Fig. 1 shows the steps of the data pre-processing for this 
study. Firstly, the tweets are converted into lowercase, while 
symbols and numbers are ignored. The website links such as 
“https” or “www”, retweets (rt), the hashtag symbol (#), user 
handles (@), and non-letter characters are also eliminated 
from the tweets. These are replaced with a blank string. After 
case folding, all the duplicate rows are removed to prevent 
redundancy in the dataset. Then, stopword removal is applied 
to the clean dataset, which removes stopwords listed in the 
NLTK package. To remove the stopwords, the lambda 
function is used. After stopwords removal, the tweet is 
tokenized. In tokenization, all text sentences are broken down 
into smaller parts called tokens. The Part-Of-Speech (POS) is 
applied after the data has been tokenized. The POS tagging 
determines the word class based on the word's placement in 
the sentences, indicating whether the word is a noun, 
adjective, verb, etc. and also enables future use of 
lemmatization. 

The pos tags of a word are important to obtain the word’s 
lemma properly. The final step in the process involves 
lemmatization steps being applied to the dataset. This is done 
because lemmatization has the potential to give meaningful 
root words. Lemmatization is preferred over stemming 
because it produces better results by performing an analysis 
based on the word's part and producing true dictionary words. 
Atfer the preprcessing, the datasets were reduced to 2807 data. 
This is mainly because the pre-processing steps have 
eliminated all the noisy and unnecessary data. 

C. Labelling 
After the pre-processing, the processed tweets data must 

go through the labelling process. The labelling process is 
intended to label the data according to the sentiment classes, 
which is negative and positive [3]. Text Blob, a python 
library, has been used in this process. The positive tweets is 
represented by the number (+1), negative is represented by the 
number (-1) and neutral is represented by (0). In this study, 
only positive and negative classes are used. Table III shows an 
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example of tweets labelled with positive and negative 
sentiments. After the labelling, there are 2095 positive tweets, 
while the negative tweets obtained are 712. 

TABLE III. EXAMPLE OF TWEETS LABELLED WITH POSITIVE AND 
NEGATIVE SENTIMENT 

Tweet Label 
Keep hands clean, wear a mask for no more than a couple of hours 
and dont touch your face is the best advice. 1 

I am sick of having to wear masks and have no face anymore. I don't 
want to wear a mask. -1 

D. Feature Extraction 
Bag-of-Words is a method that has been used for feature 

extraction. Bag-of-Words is the most used technique for 
natural language processing. In this process, the bag-of-word 
extracts the words or the features from a tweet, and then the 
frequency of each term is calculated. It is called a “bag” of 
words because any information about the order or structure of 
words in the document is discarded. The model is only 
concerned with whether known words occur in the document, 
not where in the document [20]. 

As in this study, the bag of words model calculates the 
number of tokens collected in each document. Fig. 2 shows 
the output for the bag of words process. It displays the 
frequency table that counts how many times the term 
appeared. It contains three columns: the index representing the 
words, the count representing the occurrence of the terms, and 
the label representing each word's positive and negative labels. 

E. System Architecture 
The proposed system architecture is shown in Fig. 3. The 

first step is collecting the tweets from Twitter by using the 
Twitter API. The collected tweets are stored in the database 
and will go through the pre-processing steps. Then, the data is 
labelled with the positive or negative tag. Next, the data will 
be split into training and testing data. The training data will be 
used for feature extraction. The data is then passed to the 
Naive Bayes classifier model to categorize the data into 
positive or negative classes. The output result will show the 
accuracy of the proposed algorithm. Finally, the sentiment 
analysis result will be displayed to the user through the 
graphical user interface [21]. 

 
Fig. 2. Bag of Words Model. 

 
Fig. 3. Proposed System Architecture. 

F. Performance Evaluation 
Holdout method and Confusion Matrix have been used to 

evaluate the performance of the Naïve Bayes classifier. The 
holdout method is the simplest method to evaluate the 
performance of classifier where the data will be randomly split 
into two sets, which are training and testing set. The training 
data set is used to train the Naïve Bayes classifier and the 
testing dataset is used to test the performance of the classifier. 
Three sets were used in this study which are 90:10, 80:20 and 
70:30. The first number for example for 90:10, indicates the 
percent of data used for training and the latter is for testing.  

In addition, a confusion matrix is a matrix that comprises 
information on the actual and predicted classification achieved 
by classifier. It is often used to measure the performance of a 
classification algorithm. It includes the measurements of 
accuracy, precision, recall, F1-scores and ROC curve. The 
confusion matrix gives us a better picture of the algorithm's 
performance [22]. 

Table IV illustrates the confusion matrix for two classes 
which is for actual and predicted. The terms TP and TN 
indicate the True Positive and True Negative, which are 
referred to the accurately classified data. Meanwhile, FP and 
FN represent False Positive and False Negative, indicating 
incorrectly classified data [23]. 

TABLE IV. CONFUSION MATRIX 

 Actual Positive Actual Negative 

Predicted Positive TP FP 

Predicted Negative FN TN 

The classifier accuracy can be calculated by applying the 
formula in (1). The accuracy presents the ratio of correct 
prediction over the total data. For the precision, it is indicated 
as the measure of the correctly identified positive cases from 
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all the predicted positive label. Next, for the recall, it measures 
the correctly classified positive from the total of the actual 
positive. As for the F1-score, it is the combination of precision 
and recall of a classifier into a single metric by using the 
harmonic mean [24]. The formulas to calculate the accuracy, 
precision, recall and F1-score are presented in the (1) to (5) 
respectively. 

The accuracy obtained from (2) below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁

             (2) 

The Precision obtained from (3) below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃
𝑇𝑃+𝐹𝑃

             (3) 

The Recall obtained from (4) below: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃+𝐹𝑁

               (4) 

The F1-Score obtained from (5) below: 

 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

            (5) 

Another classifier performance evaluation is the Receiver 
Operating Characteristic (ROC) curve. The ROC curve is a 
graph that summarizes the model’s performance by integrating 
the confusion matrices at all threshold values [25]. Therefore, 
the ROC curve could provide an overview of the model’s 
performance at different threshold values [26]. It is a graphical 
representation of the paired classifier with the bend indicating 
a trade-off between positive and false positive. 

IV. RESULT AND DISCUSSION 
There are two main analyses that have been conducted in 

this study. The first analysis conducted was the exploratory 
data analysis on the collected tweets data. Then, the second 
analysis was on the performance of the Naïve Bayes 
Classifier. In addition, the prototype to be used with the 
classifier model was proposed at the end of this section. 

A. Exploratory Data Analysis 
The first analysis is by analyzing the most common word 

obtained from the tweet. Fig. 4 shows the bar chart which is 
plotted to obtain the common words for the topics of 
acceptance of new normal in the COVID-19 pandemic. This 
chart provides an overview of which words frequently appear 
in the dataset. It reveals that the most common terms are new, 
home, normal, work, social, distancing, mask, wear, and stay. 
These top 10 common words have shown that people are 
aware of the pandemic’s new normal lifestyle. 

Then the analysis continues by analyzing the dataset 
according to its label which are positive and negative 
sentiment. The analysis conducted were word cloud and 
unigram analysis. A word cloud is one of the most common 
techniques for displaying and analyzing qualitative data. It is a 
graphic consisting of keywords found in the body of text, with 
the size of each keyword indicating the frequency with which 
it appears in the body of text [27]. 

Fig. 5 shows the word cloud for positive dataset, The most 
prominent words are “social”, “distancing”, “new”, “normal”, 

“hand”, “hygiene”, “mask”, “job”, and “home”. These words 
indicate the most discussed topic during the pandemic. It is 
used to represent positivity and actions during the pandemic. 
On the other hand, Fig. 6 the word cloud for negative dataset. 
We can observe some of the negative words such as “ill”, 
“don’t”, “sick”, “hate”, “shit”, and “pandemic” from the word 
cloud. 

The count of word in positive and negative dataset using 
unigram analysis were also identified. The unigram is the 
single word representation in the dataset. Fig. 7 shows the 
positive dataset's top 10 words: new, normal, home, social, 
work, mask, get, distancing, wear, and hand. The most used 
phrase is “new”. While Fig. 8 shows the top 10 words in the 
negative dataset: home, work, mask, get, normal, new, people 
and hand. The words in both unigrams mostly are the same, 
but the count for all words is different. For example, the term 
“new” in the positive Data Frame is more than 400, while the 
word “new” on the negative side is less than 100. 

 
Fig. 4. Top 10 Common Words. 

 
Fig. 5. Word cloud for Positive Datasets. 

 
Fig. 6. Word cloud for Negative Dataset. 
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Fig. 7. Unigram Analysis for Words in Positive Dataset. 

 
Fig. 8. Unigram Analysis for Words in Negative Dataset. 

B. Naïve Bayes Classifier Performance Evaluation 
This section discussed the performance of the Naïve bayes 

classifier. The first performance was evaluated by looking at 
the accuracy of the classifier to classify the sentiment of the 
tweet data. It is done by comparing the actual label in testing 
data with the predicted label provided by the classifier. In this 
study, the accuracy was calculated by using the sklearn library 
in python. Table V presents the accuracy results. Based on the 
testing, the best accuracy is 83%, and the minimum is 79%. 

To better understand the classifier performance, a 
confusion matrix was used. The analysis is focused on the 
90:10 dataset, which obtained the best accuracy result. In this 
dataset, 281 data were tested. The confusion matrix obtained 
is shown in Fig. 9. The figure shows that there are 180 
positive data and 54 negative data that the model has correctly 
predicted. However, the Naïve Bayes model cannot predict the 
remaining 47 data. 

The confusion matrix can calculate the accuracy, 
precision, F1-score and recall of the Naive Bayes model. Fig. 
10 shows the detailed result of the classifier performance. The 
weighted average for precision, recall and F1- Score is 0.85, 
0.83 and 0.84, respectively. Based on these values, even 
though the dataset contains an imbalance number of positive 
and negative data, the Naïve Bayes classifier can do the 
classification with 84% as indicated by the F1-score. In 
addition, all the parameters show a consistent value, such as 
the accuracy of the model. 

Fig. 11 shows the ROC curve for the Naïve Bayes model. 
The true positive rate (TPR) is plotted against the false 
positive rate (FPR) to create a ROC curve (FPR). The actual 
positive rate (TP/ (TP + FN)) is the proportion of positive 

observations that were correctly expected to be positive out of 
all positive observations. The closer the ROC curve 
approaches the upper left corner of the plot, the more 
effectively the model classifies data. To determine how much 
of the plot falls under the curve, the AUC (area under the 
curve) is used. The AUC value for Naïve Bayes model is 0.82. 
The greater the AUC, the better the model's ability to 
distinguish between the positive and negative classes of data 
[28]. 

TABLE V. ACCURACY OF THE CLASSIFIER FOR EACH DATASET 

Split dataset Train data Test data Accuracy 
90:10 2526 281 83% 

80:20 2245 562 81% 
70:30 1964 843 79% 

 
Fig. 9. Confusion Matrix for 90:10 Split Dataset. 

 
Fig. 10. Classification Report. 

 
Fig. 11. ROC Curve. 
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This study also compares the accuracies of the Naïve 
Bayes algorithm implemented in other similar works. Table 
VI shows the accuracies of Naïve Bayes in each of the studies. 
Based on Table VI, the Naïve Bayes algorithm has generated 
good accuracies of more than 80% in all similar works. A 
Naïve Bayes algorithm could produce good and acceptable 
performance in sentiment classification problems. It is proven 
that Naïve Bayes is a reliable classifier due to its capabilities 
in solving various classification problems. 

TABLE VI. COMPARISON OF NAÏVE BAYES ACCURACY BETWEEN SIMILAR 
WORKS 

Authors Accuracy 
[3] 80.37% 
[9] 80.65% 
[29] 84.1% 
Proposed Naïve Bayes Classifier 83% 

C. The Proposed Prototype 
A prototype has been proposed for the implementation of 

the classifier. Fig. 12 displays the main user interface for the 
sentiment analyzer system. The user prototype was developed 
using the Python library's Tkinter framework. In the system, 
the user needs to input the sentiments first and then click on 
the "Check Sentiment Result" button to obtain the sentiment 
results. The result will then show the category of the tweets, 
whether it is Positive or Negative. The user needs to click on 
the “Clear” button to analyze the following statements. In this 
initial development, the system could only process one tweet 
at a time. The next improvement would enable the system to 
process several tweets simultaneously. 

Fig. 13 shows the model’s accuracy interface. If the user 
wants to see the model's accuracy in predicting the sentiment, 
the user must click the "Check Accuracy" button. It will 
navigate the user to a new window that shows the accuracy. 
The "Exit" button is used to close the system. 

 
Fig. 12. Main Interface. 

 
Fig. 13. Model's Accuracy Interface. 

D. Research Limitation 
Several limitations of this study have been identified 

during the project's development. The first one is the quantity 
of data that has been scrapped is quite small. It is due to the 
time constraints of the project. Also, the standard API only 
allowed to retrieve tweets up to seven days and has a limited 
number to retrieve the data. This is because of the restriction 
on the Twitter developer account. In addition, the distribution 
of negative and positive tweets is also unbalanced. This might 
affect the performance of the classifier [30]. 

The next limitation is emotion analysis, which is not 
considered in this project. This project cannot indicate the 
public’s emotion toward the new normal issues in the COVID-
19 pandemic. The emotions are such as the people feel angry, 
surprised, happy or sad about accepting the new normal in 
their daily life. Lastly, the scraped tweets are limited to 
English tweets and are not filtered by specific locations. The 
insight could not be generalizable to non-English speaking 
populations if only English tweets are used as the dataset. In 
addition, since most tweets do not have geolocation, it could 
be lacking in making conclusions based on certain countries or 
regions [31]. 

V. CONCLUSION 
This study has successfully explored the capability of the 

Naive Bayes algorithm in solving the sentiment classification 
on the acceptance of new normal in the COVID-19 pandemic. 
A total of 2807 tweets have been processed, which consisted 
of 2095 positive and 712 negative tweets. Based on the 
evaluation results, Naive Bayes has generated good and 
acceptable performance with 83% accuracy and 84% of F1-
score. In addition, the developed Naïve Bayes classifier can 
distinguish between positive and negative tweets as indicated 
by AUC value of 0.82. 

The significance of this study is in demonstrating the 
capability of the Naïve Bayes classifier in sentiment analysis. 
The proposed conceptual framework shown in Fig. 3 can be 
used as a guideline in conducting similar works. As for the 
study on the acceptance of the new normal in the COVID-19 
pandemic, exploratory data analysis on the tweets showed 
more positive sentiments than negative ones. This indicates 
that most people could accept the new normal in their daily 
life during the COVID-19 pandemic.The government could 
use the results of this study as a resource for consideration in 
developing policies and campaigns and making approaches to 
the people to implement the new normal. This study could 
help the ministry of health deliver the necessary messages to 
the public while also addressing public concerns and 
encouraging positive behaviour in response to the COVID-19 
pandemic. 

Future works would be to include the public's emotions 
and to process non-English tweets. The next scrapped Twitter 
data would also be based on geolocation, so that data could be 
analyzed based on particular countries or regions. 
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Abstract—A hybrid filter is developed by combining 

smoothing and edge preservation properties of anisotropic 

diffusion (AD) filters and noise reduction features of median 

filtering.  Mixed Gaussian Impulse noise and speckle noise are 

considered for analysis.  The performance of this hybrid filter is 

verified using ultrasound images. The effectiveness of this filter is 

assessed with Point of Care Ultrasound (POCUS) images to 

verify whether the algorithm developed is applicable to them.  

POCUS refers to a handheld portable ultrasound instrument that 

can be used at patient bedside. Quantitative analysis with 

COVID-19 POCUS images, in terms of SNR, SSIM and MSE is 

performed. Results demonstrate that for all test images, the 

proposed filter has the best SNR, least MSE, and highest SSIM.  

Significant improvement in image quality is thus observed both 

qualitatively and quantitatively.  The novelty of suggested 

technique is its effectiveness in reducing both mixed Gaussian 

impulse noise and speckle noise in ultrasound as well as POCUS 

images without the need for separate filters. POCUS has played a 

significant role in the diagnosis and management of pulmonary, 

cardiac and vascular pathologies associated with COVID-19. 

Automatic segmentation of these images and subsequent 

automatic detection and diagnosis are becoming increasingly 

popular due to the rapid development of artificial intelligence 

technologies. These results are useful in implementing better pre-

processing prior to segmentation of ultrasound images to 

facilitate improved patient care. 

Keywords—Anisotropic diffusion filter; POCUS; mixed 

Gaussian impulse noise; speckle noise 

I. INTRODUCTION 

The use of ultrasound imaging for medical diagnosis is 
widely accepted due to its non-invasiveness, no risk factor, and 
efficiency.  However, the acquisition process introduces noise 
in the signal, which has an impact on subsequent processes like 
segmentation, quantitative analysis, etc.  The granular 
interference called, speckle noise is inherent in Ultrasound 
images. Impulse noises are yet another sort of noise present in 
ultrasound imaging.  Another common type of noise found in 
medical images is Additive White Gaussian noise.  Several 
different kinds of filters must be designed in order to 
effectively remove these noises. A median filter is a good 
choice for eliminating impulsive type noises.  But it cannot 
suppress median tailed noise distributions like Gaussian. If 
linear filters are used to process such noise, they tend to blur 
the edges of the image [1]. Also, they cannot remove mixed 
Gaussian impulse noise and speckle noise adequately [2].  

Studies show that various types of nonlinear filters [3] can be 
effectively used to remove such noises. Partial Differential 
equation based Anisotropic Diffusion (AD) filters are known 
for their ability to preserve edges in an image during denoising. 
AD approaches are being used in image processing since 1987 
when Perona and Malik [4] introduced a non-linear method of 
edge preserving smoothing that outperformed the existing 
traditional linear methods [5]. Since ultrasound images are 
mostly affected by speckle noise and impulse noises [6], a 
combination of filter structures, which can filter out all types of 
noises, need to be derived. Median filter is usually employed 
for suppressing impulse noises like salt and pepper noise.  
However, it is not effective for reducing Gaussian noise or 
speckle noise [4]. Anisotropic Diffusion filters are the best 
choice in removing Gaussian noise and speckle noise. This 
paper introduces a new hybrid form of median and AD filters 
combining the advantages of median filters in removing 
impulse noise and AD filters in rejection of Gaussian and 
speckle noise. This hybrid form is found adequate for the 
removal of both mixed Gaussian impulse noise and speckle 
noise. The results are verified qualitatively and quantitatively. 

In 1987, Perona and Malik proposed Nonlinear Anisotropic 
diffusion [4]. It is a filtering technique based on partial 
differential equation (PDE). It performs nonlinear smoothing 
and effectively reduces the image noise. The salient feature of 
AD filtering is that it can preserve important image features 
such as edges. While smoothing the rest of the image, it can 
maintain crisp texture detail at all viewing orientations [7]. It 
implies that blurring of edges and thus loss of information can 
be avoided. [8] Provides a derivation of AD filters for speckle 
reduction. Speckle noise is a form of multiplicative noise, 
usually present in medical ultrasound images and Synthetic 
aperture radar (SAR) images. Nonlinear means of removing 
speckle noise is vital in such cases. Some of the classical 
speckle removing filters like Lee filter or Frost filter tends to 
remove some important data also. Recent developments based 
on anisotropic diffusion filtering overcome the major 
drawbacks of conventional spatial filtering [8][9], and 
significantly improve image quality and provide better results 
than above mentioned filters[9][10]. 

Motivated from the work of Perona and Malik, various 
additive as well as multiplicative noise removal algorithms 
have been developed. A speckle reducing anisotropic diffusion 
(SRAD) method was proposed by Yu and Acton [8] which 
handles various noise distributions, especially, speckle. Further 
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improvement of the SRAD was presented by Karl et al. with 
the oriented speckle reducing anisotropic diffusion (OSRAD) 
method [11], incorporating local directional variance of image 
intensity. Both these methods have the drawback of producing 
over smoothed images.  This problem was solved by 
anisotropic diffusion with memory based on speckle statistics 
(ADMSS) method [12] by Ramos, Zhou et al. [13] proposed a 
doubly degenerate nonlinear diffusion (DDND) model by using 
the diffusion equation theory.  It guides the denoising process 
with the aid of the gradient information and the grey level 
information. In [14] speckle noise suppression and image 
segmentation of ultrasound image using AD filters with an 
improved diffusion coefficient is discussed. In [15] the 
drawbacks of SRAD filter are eliminated using an optimization 
algorithm for diffusion coefficient. The algorithm well 
removes speckle and is more suitable for image segmentation.  
However, no other noise than speckle is considered 
[16][17]18].  In [21], Mei Gao et al. proposed a filtering 
scheme for ultrasound images, which the noise at the edge is 
processed during denoising process. This is achieved by 
analyzing the divergence term.   Most of the above mentioned 
developments and research, aided in speckle noise removal of 
ultrasound images. Such an extensive research has been done 
in the area of AD filters viewing its selective smoothening and 
edge preserving capability and speckle denoising property 
[19][20][22][23][24].  But almost all of them works on speckle 
removal only and doesn’t mention about the other relevant 
noises. 

However, in addition to speckle noise, impulse noise is 
present in ultrasound images and Gaussian noise is common in 
medical images. None of the above works consider the removal 
of such noises.  In [2], Meenavati and Rajesh proposed a 
method to remove mixed Gaussian impulse noise from images 
using volterra filters. But the analysis does not consider 
ultrasound images or reduction of speckle noise.  Since speckle 
is an important consideration in US images, AD with removal 
of speckle as well as mixed Gaussian impulse noise is 
significant. All these discussions clearly demand the 
development of a filter which can eliminate both speckle and 
mixed Gaussian impulse noise. 

The uniqueness of proposed work is that the same filter can 
be used for reduction of both mixed Gaussian impulse noise 
and speckle noise. In this paper, the emphasis is given to the 
analysis of POCUS (Point of Care Ultrasound) images to verify 
whether the algorithm developed is applicable to POCUS 
images.   Analysis with parameters like SNR, MSE, and SSIM 
is done to quantitatively verify the performance of the 
proposed filter for POCUS images. Results are found to be 
better than using median and simple AD filters for noise 
removal. 

Significances of the work are listed below: 

 Addresses the removal of almost all kinds of noise such 
as mixed Gaussian impulse noise and speckle noise, 
whereas the previous literature on AD primarily 
discusses speckle noise. 

 No prior work has considered the denoising of POCUS 
images. 

 Qualitative and quantitative analysis gave better results 
with high PSNR, least MSE and improved SSIM 
compared to the existing methodologies. 

This paper is organized as follows. In Section II, a brief 
review of POCUS is given. The design features of median and 
nonlinear AD filters are analyzed in Section III. In Section IV, 
the features of the proposed filter are discussed.  Methodology 
of work is presented in Section V. Experimental results and 
Quantitative analysis using these images is given in Section VI.  
Concluding remarks are presented in Section VII. 

II. A REVIEW  OF POCUS 

Point-of-care ultrasonography (POCUS) refers to handheld 
portable ultrasound Instrument that can be used at patient 
bedside.  In the midst of COVID-19 pandemic, such hand-
carried ultrasound devices emerge as a tool that can simplify 
the imaging process [25]. These devices are perfect for 
COVID-19 scans because they are small enough to be covered 
completely with a probe cover and due to its small size, the 
decontamination process is also simplified.  Several studies 
have indicated that wrapping the whole device in plastic or 
using single-use plastic sterile probe covers is enough to 
condense the decontamination process.  In addition, a trained 
healthcare provider requires only 5 to 10 minutes to conduct a 
lung POCUS study [25]. Experts from China have specifically 
advocated for the use of hand-held POCUS in COVID-19 due 
its clinical and economic value [26]. The utility of these 
devices in continuous monitoring COVID-19 patients managed 
at home have also been reported.  The salient features of 
POCUS such as its ability to connect to smartphones and 
tablets, artificial intelligence-assisted diagnosis, wireless 
feature, rechargeable batteries, and low cost make them a 
convenient and practical imaging option suitable even in 
remote areas [25][26][27]. Research has shown that point-of-
care ultrasound device can help manage infectious diseases, as 
well as abdominal cardiac and pulmonary pathologies [25]-
[29].  Images of some of the POCUS instruments available in 
market are shown Fig. 1 

 
(a) Lumify Portable Ultrasound by Philips 
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(b) 

Fig. 1. (a) Lumify Portable Ultrasound by Philips (b) The Breakthrough 

Butterfly iQ Vet ultrasound System (Photo Courtesy of Butterfly Network, 

Inc.). 

III. FILTERING TECHNIQUES 

A. Anisotropic Diffusion Filters 

As presented by Perona and Malik in [4], the basic PDE 
equation of anisotropic diffusion can be represented as 

𝜕𝐼

𝜕𝑡
= 𝑑𝑖𝑣(𝑐(𝑥, 𝑦, 𝑡)∇𝐼) = ∇𝑐∇𝐼 + 𝑐(𝑥, 𝑦, 𝑡)∆I 

Here original Image is I0(x,y).  I(x,y,t) is the smoothened 
image via anisotropic diffusion method as the solution of  
equation (1).  Δ is the Laplacian operation, ∇ is the gradient of 
the image.   div(...) denotes the divergence operator and c(x,y,t) 
is the diffusion coefficient.  c(x,y,t) is a function of the image 
gradient which preserves edges and controls filtering process 
by controlling the rate of diffusion. The Diffusion coefficient 
can be evaluated by the two functions: 

𝑐(‖∇𝐼‖) =  𝑒−(
‖∇𝐼‖

𝑘
)2
  

𝑐(‖∇𝐼‖) =
1

1+(
‖∇𝐼‖

𝑘
)2

    

where k  is the edge magnitude parameter. 

A four-neighbourhood discrete form of (1)  is given by 

𝐼(𝑥, 𝑦, 𝑡 + ∆𝑡) =    𝐼 (𝑥, 𝑦, 𝑡) +
∆𝑡

4 ∑ 𝐺(∇𝐼(𝜌,𝑡))𝜌𝜖𝑧
 

where Z is the set of the four neighbourhoods of pixel (x,y), 
denotes a neighbourhood of (x,y) , and ∇𝐼(𝜌, 𝑡) = 𝐼((𝜌, 𝑡) −
𝐼(𝑥, 𝑦, 𝑡)is the image gradient at current time t . The above 
equation is recursive over time until it meets the stopping 
criterion. Perona and Malik suggested that a desirable diffusion 
coefficient should satisfy the basic condition that it diffuses 
more in smooth areas and less around high-intensity 
transitions. By this technique, noise or unwanted texture is 
smoothed, while edges are sharpened [30]. The function G is a 
monotonically decreasing function, the edge magnitude 
parameter. Depending upon the value of the monotonically 
decreasing function G and the |d| which is the absolute value of 

gradient, the anisotropic diffusion filtering can be formulated 
as follows: 

 The range of G is [0, 1]. For any given parameter k, 

Monotonically decreases with |d|. If |d|→ 0 then G→1 

is isotropic diffusion (Gaussian filtering); if |d| → ∞ 

then G→ 0 the diffusion flow is arrested and the edges 

are preserved. 

 For any given |d|, G monotonically increases with 
parameter k, which means that k controls the generosity 
of the anisotropic diffusion filter. For higher value of k, 
the diffusion process is more likely to smooth the image 
and reduce the noise; while for lower value of k, the 
diffusion process is more restricted and is more likely to 
preserve image features [31]. 

The advantage of this technique is that it reduces noise and 
preserves the edges so that crisp edge features will be obtained. 

B. Median Filter 

Median filter is a nonlinear filter used for noise reduction in 
images.  Each pixel value is obtained by taking the median 
value of neighboring pixels under the window. Thus, the result 
is the middle value after the input values have been sorted. 
When an image is considered, each pixel of the filtered image 
is replaced by median brightness value of its neighbourhood 
pixels in the original image. 

Median filtering is a kind of smoothing technique like 
Gaussian filtering.  Almost all the smoothing techniques 
including Gaussian filter adversely affect edges since they blur 
the image. Preserving edges is critically important for visual 
appearance of the image.  For moderate levels of Gaussian 
noise (medium tailed distribution), median filter performs 
better than Gaussian filter and preserve edges.  However, its 
performance is not significantly improved for high noise levels 
[32]. For removing salt and pepper noise (impulsive noise) 
median filters are more effective. 

C. Proposed Hybrid Filter 

The proposed filter is developed by combining the ability 
of median filter to remove impulsive noises with capabilities of 
AD filters to filter out Gaussian noise and speckle noise. 
Designing process involves two steps.  The first step is to 
determine the median value of each and every pixel in the 
image being analysed.  In the second step, these median values 
are used to design discretised form of anisotropic diffusion 
equation given in (5).  To incorporate advantages of median 
filter, each pixel of the noised image used in the anisotropic 
diffusion process is replaced by median value its 
neighbourhood pixels and further processing is done.  As 
described in [9], the discretized form of Perona –Malik 
Anisotropic diffusion equation is 

||||)(|)()( ,,1 pspsk

s

tt IIgsIsI 




 

Where I is the discretely sampled image, s the pixel 
position in the 2D grid, t denotes iteration step, g denotes 
conductance function and k is the gradient threshold parameter 

[7]. Constant )1,0( determines the rate of diffusion and ηs 
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denotes the spatial 4-pixel neighborhood of s, ηs = { N,S,E,W} 
are the neighboring pixels of s in North, South, East and West 
directions.  Visualization of 2D discrete diffusion is given in 
Fig. 2.  The degraded image with each pixel replaced by its 
median value is given to the AD filter so that better removal of 
noise can be achieved. 

 
Fig. 2. Eight Neighborhood Visualisation of 2D Discrete Diffusion. 

IV. METHODOLOGY 

This work consists of four steps.  They are 

 Design of filters 

 Implementation 

 Qualitative Comparison 

 Quantitative Comparison 

Design is based on the design equations discussed in 
Section III.  The work is implemented using Matlab R2018b.  

The images used are degraded by mixed Gaussian impulse 
noise of standard deviation = 0.02 and impulse noise of density 
=0.02 in order to assess how different filters respond to noise. 
Zero mean speckle noise with variance 0.04 is used for speckle 
noise analysis. In the proposed algorithm, the US image 
contaminated with mixed Gaussian impulse noise is 
decomposed into mask images considering 8-pixel 
neighborhood.  The median filtered mask images are used to 
evaluate the diffusion coefficient in equation (3), which is 
further utilized for calculating AD algorithm. Initially, 15 
iterations are done for simple AD and the proposed hybrid AD 
filters. 

The qualitative analysis and comparison is performed by 
visually analyzing resultant images. By comparing SNR, MSE 
and SSIM, using the equations given in Section 4.2, 
quantitative analysis is done. 

V. EXPERIMENTAL RESULTS 

Kidney-cut ultrasound image of size 522X469 and Ben1 
ultrasound image of size 538X317 are used for initial 
verification of noise filtering process.  Gaussian noise of 
standard deviation σ =0.02 and impulse noise density ρ=0.02 
are added to the image. The proposed hybrid filter output is 
compared with simple AD filter and median filter outputs. The 
output of kidney_cut and Ben1 US images to simple AD filter, 
proposed hybrid filter and median filter are shown in Fig. 3. It 
can be seen that though simple AD filter is not good for 
eliminating Gaussian impulse noise, the performance is robust 
for the proposed hybrid AD filter. For median filter, visual 
quality seems comparatively far better than simple AD filter. 
But from quantitative analysis we can see that proposed hybrid 
filter outperforms median filter in SNR, MSE and SSIM. 

 
Fig. 3. Filter Response for Kidney Cut Ultrasound Image and Ben1 Image Corrupted by a Noise of Standard Deviation σ =0.02 and Impulse Noise Density 

ρ=0.02.  (a) Original Image (b) Mixed Guassian Impulse Noised(c) Simple AD Filter (d) Median Filtered (e) Proposed Hybrid Filter. 

A. Response of POCUS images to Mixed Gaussian Impulse 

Noise 

POCUS images are collected from the dataset of 
https://github.com/jannisborn/covid19_pocus_ultrasound are 
used for the evaluation of noise filtering process. 50 POCUS 
images of COVID-19 are used from this dataset.  Gaussian 

noise of standard deviation σ =0.02 and impulse noise density 
ρ=0.02 are added to the image and the output is analysed. 
COVID-19 POCUS image, Cov_severe, of size 367X367 is 
used for initial verification of noise filtering process. The 
proposed filter output is compared with simple AD filter and 
median filter.   Results are shown in Fig. 4 and Fig.  5 
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Fig. 4. Response of Various Filters (a) cov_severe POCUS Image (b) Image 

Corrupted by Mixed Gaussian Impulse Noise (c) Response of Median Filter 

(d) Output of Proposed Filter. 

 

Fig. 5. Response of Simple AD Filter to cov_severe POCUS Image. 

Performance of the filter is evaluated using various POCUS 
images. A sample set of 10 images is shown in Fig. 6. Images 
used are degraded by mixed Gaussian impulse noise of 
standard deviation σ = 0.02 and impulse noise of density 
ρ=0.02 

 
Fig. 6. Test Images used in Experiments. 

Output for pneuLung image is shown in Fig. 7 and Fig. 8 
respectively. For all the POCUS images, proposed filter 
provided better results.  Visual quality of the proposed filter 
also seems better. 

 

Fig. 7. Simple AD Filter (a) Original pneuLung POCUS Image (b) Image 

Corrupted by Mixed Gaussian Impulse Noise (σ =0.02 and ρ=0.02) (c) 

Response of Simple AD  Filter. 

 

Fig. 8. Filter Response for pneuLung POCUS Image (a) Original Image (b) 

Mixed Gaussian Impulse Noised (c) Median Filter o/p (d) Proposed Filter 
Output. 

B. Response to Speckle Noise 

The proposed hybrid AD filter performance is analyzed 
with an input corrupted by speckle noise. Results show that 
speckle removal can be efficiently achieved if the image is 
processed using the proposed hybrid filters. 

Speckle noise is the major type of noise present in an 
ultrasound image.  It limits contrast resolution of images by 
affecting the edges and fine details and make diagnostic more 
difficult. Anisotropic diffusion filters are efficient in removing 
speckle noise. Combining the advantages of median as well as 
AD filter, the performance of the proposed filter to POCUS 
images corrupted with zero mean speckle noise with variance 
0.04 is analysed. 

Fig. 9 compares outputs of simple AD filter, median filter 
and proposed hybrid filter   responses for kidney_cut US image 
for speckle noised image. 

 
Fig. 9. Various  Filter Responses for Kidney Cut Ultrasound Image for 

Speckle noise. (a)Original Image b) Speckle Noised (c)Simple AD (d)Median 

Filter Output (e)Proposed Filter Output. 

Fig. 10 and 11 compares outputs of simple AD filter, 
median filter and proposed hybrid filter responses for 
Cov_severe POCUS image for speckle noised image.  Here, 
the same zero means speckle noise with variance 0.04 is used. 
Here also, the visual quality is improved and noise removal is 
achieved. 
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Fig. 10. Various Filter Responses for cov_severe POCUS Image for Speckle 

Noise. 

 

Fig. 11. Various Filter Responses for pneuLung POCUS Image for Speckle 

Noise.  (a) Original Image (b) Speckle Noised (c) Median Filter o/p (d) 

Proposed Filter Output. 

Simple AD filter response for pneuLung POCUS Image 
using zero mean speckle noise with variance 0.04 is shown in 
Fig. 11. For all these experiments, 15 iterations are done 
initially and verified the process using 20 and 30 iterations. 

C. Quantitative Analysis 

A quantitative analysis is done to evaluate the performance 
of the proposed anisotropic diffusion filter by comparing the 
parameters such as Signal to Noise Ratio (SNR), Mean Square 
Error (MSE) [6] and structural Similarity Index (SSIM). 

The SSIM is a method for measuring the similarity between 
two images. The SSIM index can be viewed as a quality 
measure of one of the images being compared while the other 
image is considered as of perfect quality.  Maximum value of 
SSIM is 1, reachable only in the case of two identical sets of 
data [33]. 

The SNR and MSE are computed using the formula [2]: 

𝑆𝑁𝑅 = 10 log10

∑ ∑ 𝑣(𝑝,𝑞)2𝑁
𝑞=1

𝑁
𝑝=1

∑ ∑ (𝑢(𝑝,𝑞)−𝑣(𝑝,𝑞))2𝑁
𝑞=1

𝑁
𝑝=1

  

𝑀𝑆𝐸 =
1

𝑁𝑋𝑁
∑ ∑ (𝑢(𝑝, 𝑞) − 𝑣(𝑝, 𝑞))

2𝑁
𝑞=1

𝑁
𝑝=1   

Quantitative analysis results with parameters SNR, MSE 
and SSIM for Ben1 and kidney_cut US images are shown in 
Table I.  Table II shows SNR, MSE and SSIM values for five 
sample COVID-19 Lung US images corrupted with mixed 
Gaussian impulse noise. The parameters were measured after 
15 iterations using Simple AD filter, median filter and the 
proposed filtering method.  Results are sketched in Fig. 12. A 
comparison of SSIM values are plotted in Fig. 13.  From these 
sketches, it is clear that the proposed method outperforms the 
other methods  and turns out to be the most robust scheme, as it 
yields better SNR, minimum MSE and highest SSIM for all the 
images. 

TABLE I.  QUANTITATIVE ANALYSIS OF BEN1 AND KIDNEY_CUT US 

IMAGES ON MEDIAN, AD & PROPOSED FILTERS FOR MIXED GAUSSIAN 

IMPULSE NOISE 

Image Parameters Mixed Gaussian Impulse noise 

 

Median 

Filter 

Simple 

AD filter 

Proposed 

filter 

Ben1 SNR (dB) 18 8 19.35 

MSE 28.16 31 2.96 

SSIM 0.52 0.25 0.65 

Kidney 

cut 

SNR (dB) 10.05 8 22.49 

MSE 25 32 1.4 

SSIM 0.52 0.19 0.69 

TABLE II.  QUANTITATIVE ANALYSIS OF POCUS IMAGES ON MEDIAN, 
AD & PROPOSED FILTERS FOR MIXED GAUSSIAN IMPULSE NOISE 

Image Parameter

s 

Mixed Gaussian Impulse 

noise 

 

Median 

filter 

Simpl

e AD 
filter 

Proposed 

filter 

Cov_severe SNR (dB) 10.5 8.7 25.9 

MSE 22.76 33.8 0.65 

SSIM 0.51 0.15 0.76 

Pneu_lung SNR (dB) 10.7 5.8 28.4 

MSE 18 19 0.36 

SSIM 0.4 0.1 0.6 

Cov_5A SNR (dB) 10.6 9 26.4 

MSE 22 30.8 0.58 

SSIM 0.59 0.2 0.74 

Cov_15A SNR (dB) 10 9.4 27 

MSE 21.8 30 0.5 

SSIM 0.53 0.15 0.73 

Sub_pleu SNR (dB) 10 8 27 

MSE 19.5 28 0.49 

SSIM 0.45 0.12 0.6 
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Fig. 12. Comparison of SNR, and MSE using 5 Sample Images with Mixed 

Guassian Impulse Noise. Results of Median, Simple AD and Proposed 
Filtering Schemes. 

 
Fig. 13. Comparison of SSIM Values. 

Table III shows the same parameters for images degraded 
with speckle noise.  SNR and MSE plot is shown in Fig. 14 and 
SSIM plot in Fig. 15.  From these plots, we can see that Simple 
AD filters are better in performance than median filters in 
speckle filtering process, while they perform poor in reducing 
Gaussian impulse noise. The proposed filter gives more 
satisfactory results for all the three parameters for all images 
with highest SNR value of 19.8, minimum MSE of 3 and 
maximum SSIM of 0.896. 

TABLE III.  QUANTITATIVE ANALYSIS OF PROPOSED FILTER, SIMPLE AD 

& MEDIAN FILTER FOR SPECKLE NOISE 

Image Parameters Speckle Noise 

Median 

Filter 

Simple 

AD 
filter 

Proposed 

filter 

Cov_severe SNR (dB) 7.5 13 19.2 

MSE 44 40 3 

SSIM 0.56 0.4 0.78 

Avi_005 SNR  9.5 13 19.8 

MSE 28 5.5 2.6 

SSIM 0.73 0.82 0.84 

Cov 15A SNR (dB) 9.5 13 19 

MSE 28.28 19.9 2.7 

SSIM 0.7 0.63 0.84 

Pneu_lung SNR (dB) 12 15.8 17.5 

MSE 12 5 1.56 

SSIM 0.86 0.8 0.896 

 
Fig. 14. Comparison of SNR and MSE using Four Sample Images with 

Speckle Noise. Results of Median, Simple AD and Proposed Filtering 

Schemes. 

 
Fig. 15. Comparison of SSIM Values for Median, Simple AD and Proposed 

Filtering Schemes when Speckle Noise is Added to 4 Different Covid POCUS 

Images. 

VI. CONCLUSION 

This paper introduces a new method of noise filtering of 
POCUS images based on hybrid anisotropic diffusion filters. 
The smoothing and edge preservation properties of AD filters 
and the noise reduction features of median filtering are 
combined to optimize the performance. Both mixed Gaussian 
Impulse noise and Speckle noise are considered.  The resultant 
images are analysed quantitatively using parameters SNR, 
MSE, and SSIM.  For mixed Gaussian impulse noise, the 
proposed filter yields a maximum SNR of 28.4 while median 
and simple AD filters gave only 10.7 and 9.4 respectively. 
Similarly, the proposed filter has the highest SNR value of 19.8 
with speckle noise. The maximum MSE is 0.58, 30.8 and 21.8 
for proposed, median and simple AD respectively, with 
proposed filter scoring minimum MSE for all images. With 
speckle noise, these MSE values are 3, 44 and 40 respectively. 
SSIM values are also the highest with 0.76 and 0.896 with 
mixed Gaussian impulse noise and speckle noise respectively. 
These findings show that the proposed filter delivers maximum 
SNR, least MSE, and highest SSIM for all test images. The 
results were   uniform and consistent across all the test images 
after 20 and 30 iterations. 

Due to its low cost, quick diagnosis, and non-exposure to 
radiation, Ultrasound is recommended in many clinical 
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scenarios, including respiratory, cardiovascular, and 
thromboembolic elements of COVID 19, obstetrics, etc. The 
development of artificial intelligence technology has made 
automatic segmentation and further diagnosis and detection 
excellent.  A pre-processing stage prior to segmentation is 
inevitable in all these cases due to the presence of speckle and 
other noises, poor contrast, and acoustic shadows in US 
images. These robust software tools, when used in conjunction 
with point-of-care technologies, are well-suited to replace X-
ray and CT scan on patient triage and immediate care. 
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Abstract—Food security is one of the major rising issues as 

the human population is larger and the land available for 

cultivation is smaller, as well unassured affairs happened often in 

society especially in the current CoVID-19 rapidly spread days. 

To mitigate this condition, further improve the yields and quality 

of food, this paper proposed a smart and low-cost greenhouse 

monitoring and control system, which mainly consists of sensors, 

actuators, LCD display and microcontrollers. DHT22 sensor is 

used to get the surrounding temperature and humidity in the 

greenhouse, and NodeMCU is used as the main microcontroller. 

Some other facilities such as fan and heater are used to adjust the 

inside environment. The system could monitor the growth 

environment continuously with Internet-connected, the 

monitoring data is transmitted and stored in the ThingSpeak 

cloud, the users can visualize the live data through a webpage or 

phone APP in real-time. If the environment condition is out of 

the predefined level, the environment is monitored continuously, 

and the system can be adjusted automatically. This system can be 

deployed in the greenhouse simply and maintain the greenhouse 

environment in a normal range dynamically and continuously. 

Keywords—Smart greenhouse; ThingSpeak cloud; NodeMCU 

I. INTRODUCTION 

As urbanization is continuously expanding, resulting in a 
huge decrease in arable land, the rapid growth of human 
population has increased the demand for food as well. The 
traditional agriculture method is not satisfied with current 
demands [1]. The problem of food for humans is becoming 
more and more serious. Food security is still a main issue in 
current days, it is an integrated and long-term task to deal with 
not only for agriculture but also for political will [2]. Climate 
change has resulted in severely damaging agroecosystems of 
the Loess Plateau in China, further aggravating the loss of soil 
and crop yields [3]. The living standards of people are greatly 
affected. The traditional farming model requires more land and 
manpower to manage, so traditional farming along could not be 
sufficient and resolve food security problems, it requires to 
apply of modern technology especially the Internet of Things 
(IoT) to improve it in this digital age. 

In nowadays, the greenhouse is applied widely in the 
countryside to plant crops or vegetables for the whole year 
regardless of the seasons. It has heat-keeping, anti-coldness, 
and transparency characteristics. The main significance of 
greenhouse is the climate inside can be controlled at a suitable 
level constantly of the specific plant favorable. Some important 
nursery factors such as temperature, humidity, soil moisture, 

pH, light intensity et al [4]. Along with the yield prediction 
character, the most efficient production of the greenhouse 
could be possible with the help of advanced technology. 
Researchers and Engineers use Internet of Things (IoT) and 
other modern technologies to make it realize. With the 
popularity of smartphones, farmers could use phone to monitor 
and control the greenhouse in real-time without extra human 
intervention [5]. IoT technology applied in agriculture is a 
developing trend, the potential benefits not only expand the 
yields and quality of the planting crops but also reduce farmers’ 
burden and improve income. 

It is important to apply smart greenhouse technology in 
urban areas. An Arduino uno based smart greenhouse 
prototype was designed and implemented, the greenhouse 
environment is monitored in real-time and can be accessed 
through an Android application. The user also could use the 
Android phone to manually control the inside environment 
remotely. The prototype was examined and highlighted that it 
could improve the yields of plants [6]. An STM32-based 
temperature monitoring and control system was developed; this 
development proved that smart agriculture could ease the 
management burden and increase the yields of crops [7]. 
Artificial intelligence (AI) technology is playing an important 
role in the smart greenhouse as well. An improved fuzzy neural 
network algorithm was designed to fit the intelligent 
greenhouse development. It is a trend that different 
technologies such as 5G, AI, NB-IoT, and Cloud should be 
applied to make the greenhouse more sustainable and smarter 
[8]. The greenhouse can be designed and implemented in a 
modern way by using different kinds of technologies. 

The rest of this paper is divided into sections mentioned 
below: Section II is about the literature review, it summarizes 
the corresponding works of the smart greenhouse. In Section 
III, the proposed system and experimental setup are presented 
in detail. In Section IV, the results of this research project are 
described. Finally, the conclusion is summarized in Section V. 

II. LITERATURE REVIEW 

Though IoT technology is widely used in different fields, 
such as smart parking systems, smart healthcare and so on, it 
still does not apply in large-scale agriculture in many countries 
especially developing countries. A Lora-based small-scale 
smart greenhouse was developed; the system could monitor 
soil moisture, light strength and temperature; the data was 
transmitted to the Tata server; and the data could be retrieved 
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from Microsoft Azure Cloud and displayed on the developed 
webpage through the network [9]. In order to further efficient 
management of farming, a camera was deployed not only to 
monitor the growth conditions of plants, but also to check 
which disease the crops have by using image processing 
technology [10]. An Esp8266-based smart and automated 
controlling agriculture system was designed, four parameters: 
temperature, humidity, light and soil moisture were monitored 
in real-time, the data was transferred to the customized 
webpage through a wireless network, the system also could 
adjust its environment conditions automatically if one factor 
was out of the predefined threshold so that it could maintain 
the optimum environment for the crops to grow rapidly [11]. A 
data analysis platform based on docker technology was 
designed and implemented; this platform was deployed simply 
regardless of the underlying operating system [12]. Data 
analysis is an important process after data gathering in IoT 
technology. 

The yields of outside crops are mostly influenced by severe 
weather such as rain, and storm. The change of temperature 
and humidity could result in different diseases for the crops. 
An Arduino Nano-based smart agriculture system was 
developed to realize monitoring and controlling of the 
greenhouse in real time, in this study, compared with 
traditional monitored parameters: temperature, soil moisture 
and light intensity, one more rain sensor was used to detect the 
weather conditions, and to trigger the top of the greenhouse 
open or close automatically to irrigate the crops. Users not only 
could see the monitoring environment values on a 16X2 LCD 
display, but also access the data through the designed phone 
application remotely [13].  An intelligent supervisory fuzzy 
controller (ISFC) was developed to control and adjust the 
greenhouse environment remotely [14]. Soil is the base for 
plants to grow, so an intelligent soil management system is 
designed and developed, it is more convenient for farmers to 
manage and maintain their crops in the greenhouse [15]. 
Farmers could observe the monitoring data through a blynk 
application. In order to quickly identify the vegetable disease, 
deep learning algorithms were integrated into the smart 
greenhouse monitoring system to avoid loss in the early stage 
[16]. With the help of machine learning technology can make 
the whole smart greenhouse system more intelligent [17]. Solar 
power could be used as a renewable resource to provide 
electricity for the whole smart greenhouse monitoring system. 
It not only reduces the cost, but also no pollution to the 
environment. And the extra power was stored in the 
rechargeable battery to save cost [18].  A smart greenhouse 
system can be integrated with hydroponics planting, the soil is 
saved in this way, and it could provide rich nutrients to make 
the vegetables grow freely and rapidly [19]. With the help of 
advanced technology, the smart greenhouse is executable and 
efficient. 

III. PROPOSED SYSTEM 

Internet of things (IoT)-based technology applications are a 
tendency to make everything intelligent and facilitate. In this 
project, a low-cost and sustainable smart greenhouse 
monitoring and controlling system for agriculture is designed 
and developed. The architecture and experimental prototype 
setup of this research project are presented in this section. 

A. System Architecture 

In this project, the greenhouse environment not only can be 
monitored in real-time, but also it can adjust the environment 
conditions: temperature and humidity at a suitable level 
automatically and continually.  If the temperature is lower than 
the predefined threshold, the heater would turn on, if the 
temperature is higher than the preset temperature or the 
humidity is outside the threshold, the fan would turn on, 
otherwise, the fan and heater are turned off. Users can remotely 
access the monitoring data by phone or webpage through the 
network wherever the users are. The proposed architecture of 
the smart greenhouse system is illustrated in Fig. 1. 

 
Fig. 1. System Architecture. 

B. Experimental Setup 

This project is developed based on a NodeMCU 
microcontroller coupled with other electric devices. NodeMCU 
is a low-cost and open-source Internet of Things developing 
platform. Arduino IDE is used as the programming tool; the 
firmware development is based on the ESP8266 environment. 
The NodeMCU diagram is shown in Fig. 2. 

 
Fig. 2. NodeMCU Microcontroller. 

HT22 sensor is used as the humidity and temperature 
detecting node. It has 4 pins: VCC, DATA, NC, and GND. The 
normal voltage range of VCC is from 3v to 5v. The working 
principle of DHT22 is through a built-in capacitive humidity 
sensor and thermistor to measure. The data is transmitted to the 
controller through the DATA pin. The maximum working 
current is 2.5mA [20]. The picture of the DHT22 sensor is 
shown as Fig. 3. 
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Fig. 3. DHT22 Sensor. 

According to the proposed system architecture, a small-
scale and easy-installed smart greenhouse monitoring and 
controlling system prototype is designed and implemented. In 
this system NodeMCU is applied as the main microcontroller 
to collect and transfer the monitoring data, a DHT22 sensor is 
used to get the temperature and humidity of the environment, 
the collected data is stored in the ThingSpeak cloud, the data 
can be visualized through a mobile application or ThingSpeak 
website through specific channel ID. A two-channel relay is 
used as the actuator to connect the heater and fan. The diagram 
of the relay is shown as Fig. 4. 

 

Fig. 4. 2-Channel Relay. 

A 16x2 LCD is used to display the current monitoring 
environment values. The connection of the hardware modules 
is shown as Fig. 5. 

 
Fig. 5. Connection of Hardware Modules. 

The prototype of the proposed system is designed and 
implemented, and is shown as Fig. 6. LCD display, DHT22 
sensor, 2-channel relay, switch and NodeMCU microcontroller 
are deployed on the top of the printed circuit board (PCB) 
board. Two 18650 batteries are used to support power for this 
system and put on the back of the PCB board. The relays 
connect to the fan and heater. The LCD display screen is 
connected to the microcontroller via an I2C interface. The real-
time monitoring data can not only be displayed on the LCD 
display screen but also can be visualized by phone APP and 
webpage through network. 

 
Fig. 6. Implementation of Proposed System. 

IV. RESULTS 

The data also can be assessed through a mobile application 
called ThingView or ThingSpeak website remotely with an 
Internet connection. The monitoring data from the ThingSpeak 
webpage is shown as Fig. 7. From the platform, users can 
monitor the greenhouse environment in real-time. The live data 
is accessed through the smartphone application with a specific 
channel ID and is shown as Fig. 8. The data is updated every 
15 seconds. The greenhouse environment is adjusted at a 
predefined suitable level dynamically. 

 
Fig. 7. Real-Time Monitoring Data through Webpage. 
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Fig. 8. Real-Time Monitoring Data through Phone APP. 

V. CONCLUSION 

Based on the research question, data analysis is a useful 
way; from the simple test demonstration we can conclude that 
there is a negative relationship between temperature and 
humidity. In the future, machine learning technologies such as 
clustering and classification algorithms can be applied in this 
system, based on the big data and machine learning technology 
the expected model could be constructed accurately, and the 
model can decide whether to activate the specific instrument to 
predict and adjust current condition for the whole greenhouse 
system. It adjusts the environment in a normal range 
dynamically and automatically, to avoid big losses and reduce 
human intervention. 
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Abstract—This study aims to determine the implementation of 
System Application and Product in Data Processing (SAP) in a 
company to provide solutions for companies to obtain reliable 
reports and improve performance in a company. This study uses 
the mixed method through interviews with resource persons who 
have work in well-known company. The data obtained were 
analyzed by the method of literature study from data on the 
internet. The results of this study indicate that many companies 
still apply manual systems in reporting, one of them is the lack of 
adequate technological facilities within the company so that 
companies cannot fulfill their business processes optimally due to 
not using integrated system that connected with each other. 

Keywords—Accounting; information systems; SAP; ERP; 
implementation of SAP 

I. INTRODUCTION 
The world is currently growing in the world of technology 

is needed by companies to increase efficiency and achieve 
maximum accuracy. In the current era of digitalization, 
technological developments in the world are increasingly 
advanced, where these developments are increasingly modern 
and lead to the digital world, so that this has a major impact on 
various fields and sectors of activity [1]. Many companies 
especially in the business sector have grown and expanded, 
giving rise to a drastic increase in business competition. In its 
development, several companies demand to obtain accurate and 
relevant data and information in their business processes [2]. 

In the past, before the company technology used a manual 
recording system, the drawback of this manual system is that 
fraud and human error often occur, so that it is considered less 
effective and efficient. In addition, companies are often found 
that they cannot fulfill their business processes optimally [3], 

so that their records still often occur. The problem that occurs 
is because there are still many companies that do not have a 
system that is not connected to each other to get relevant 
reports [4]. 

According to Rosenboum there are five strategies in 
increasing company productivity that are effective and efficient 
that can be applied [5], namely changing management rules, 
changing the nature and composition of inputs, increasing new 
technology, increasing new products, and expanding new 
markets. Information systems can support two of the five 
methods above, namely multiplying new technologies and 
expanding new markets. The solution is to apply System 
Application and Data Processing (SAP) software which 
combines the two systems, namely accounting and 
management information systems that can meet the needs of all 
parts of the company. Over the last few years, several 
companies have switched to using applications or software 
known as System Application and Data Processing (SAP) 
which are considered to be able to meet business needs more 
efficiently and effectively so that it is easier for all departments 
to run the company. 

System Application and Data Processing (SAP) is an 
enterprise resource planning (ERP) software. ERP is an 
application that can integrate to meet the company’s 
operational needs efficiently which consists of various sets of 
modules such as manufacturing, finance, HRD, material 
management, sales, and distribution that are connected into one 
database. Therefore, System Application and Data Processing 
(SAP) has developed and is recognized by manufacturing 
companies, because it is considered to greatly increase 
effectiveness and efficiency in various matters related to 
company operations because it is only integrated in one 
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software so that the settings will also be easier compared to 
using manual way [6]. This system is expected to provide 
solutions for companies to deal with all problems that occurred 
previously and can help employees to work more efficiently. In 
addition, SAP has other uses such as being able to improve 
corporate governance data to provide confidence to investors 
by looking at overall performance through a real time 
transaction system [7]. 

In recent years, it is being discussed that many companies 
have applied SAP to help meet their business needs. According 
to data from reference sites, there are many ERP systems 
emerging, but as many as 80% of companies in Indonesia have 
applied SAP as their ERP system to facilitate their business 
processes [8]. Several leading companies in Indonesia have 
applied ERP including PT Pertamina, Starbucks, Astra 
International, Erafone, Bank Mandiri, PT Garuda Indonesia, 
Telkomsel. Blue Bird and many others. Digital transformation 
is not just an alternative but a must for all lines of the company 
[9]. 

Three phenomena of applying SAP in the company: First, 
in about 50 years ago, the most phenomenal technological 
development was the emergence of the internet, where the 
internet is a technological development that combines 
telecommunications and computer technology [10]. Therefore, 
many companies are now applying SAP in their companies to 
be able to compete nationally and internationally. So that all 
companies are required to keep up with global developments 
by adopting more capable technology such as using SAP as a 
new breakthrough so that the company can maintain its 
existence and be able to compete at the national or global level 
[11]. Second, according to Billyan and Irawan the phenomenon 
of applying SAP has begun to spread throughout Indonesia, 
both from service and manufacturing companies, because the 
use of ERP itself can be used to analyze the consequences that 
hinder all processes within the company can be investigated 
[12]. Third, the phenomenon of the application of SAP has 
been applied to companies in Indonesia and outside Indonesia. 
This happens because there are some problems in receiving 
information so far it is considered less than optimal because it 
is considered less effective, one of which is the application of 
information technology that is less than optimal. In a company, 
the company needs information that can be used to make good 
and fast decisions. Therefore, through this background the 
researcher trying to find a solution for companies that combine 
data and technology to record systemically to get reliable 
reports. 

Based on the description above, this research intends to 
study “Design of Accounting Application Information System 
and Product in Data Processing in Indonesia Company”. 
Researchers want to examine whether the application of SAP in 
the company can help productivity and efficiency in the 
company’s operational processes. 

a) Is SAP really needed by the company?  
b) Is SAP able to reduce fraud and human error and 

increase efficiency in companies that apply SAP 
c) Is the costs incurred to install SAP be balanced with 

the results obtained by the corporation in terms of accuracy. 

II. LITERATURE REVIEW 

A. Grand Theory 
The researcher raised one of the theories that could underlie 

the formulation of the problem, namely by using the Agency 
Theory [13]. Agency Theory is a theory that explains the 
relationship between the two parties, namely the company 
management (agent) and company owner (principal). Under 
certain conditions, the owner of the company, namely the 
principal, always needs information related to the company's 
activity processes. Through reports that have been prepared by 
the agent, the company owner (principal) can also receive the 
information need and provide an assessment of performance 
within a certain time. In research, there is a discussion that is 
under agency theory, that statements regarding understand the 
problems that occur between company owners and agents in 
giving reports in a company [14]. 

B. Accounting Information System 
Accounting Information System is the root to obtain 

information quickly and reliable. Fast means that the 
information obtained is proven to be really actual and accurate 
the time. While accurate is based on adequate and reliable 
evidence accountable for the truth. The presence of an 
accounting information system can help company to obtain 
reliable information, and obtain information which is useful in 
making a good decision under certain conditions. The 
following describes the notion of an accounting information 
system based on the opinion of some experts, namely: 

a) Bodnar and Hopwood [15], an accounting information 
system is a combination of resources, such as individuals and 
equipment, designed to convert financial and other data into 
useful information to various parties in making a decision. 

b) Widjajanto [16], the accounting information system is 
a layer of various documents, communication tools, personnel 
implementers, and various reports designed to transform data 
financial report into financial information. 

Based on the above definition, it can be concluded that the 
accounting information system is combination of resources 
such as individuals and equipment designed to manage 
financial data and other data into useful information in making 
decisions in controlling, planning, and managing the 
organization. 

According to Azhar Susanto listed in his book consists of 6 
(six) Accounting Information System indicators [17], namely: 

a) Hardware is hardware that is used to combine, 
process, store, enter, and produce data processing things to 
provide information some information. 

b) Software is a combination of various programs that 
are used to process data application on the computer. 

c) Database is a system used for data collection or 
writing by using computer media to support information so that 
it is always available in real time. 

d) Procedures are various activities that are carried out 
repeatedly with techniques use the same method. Consistency 
is the main key in the process of an organization. 
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e) Brainware is a human resource that participates in the 
process of making a product information system, which 
consists of combining, processing data, distributing data to the 
use of data for the needs of an organization or company. 

f) Communication Network is the use of electronic 
means to transfer both information and data from one location 
to another. 

C. Enterprise Resource Planning (ERP) 
According to Chofreh et al. [18], Enterprise Resource 

Planning (ERP) is an information system designed to integrate 
all company activities both internally and externally to the 
company that allows access to data quickly and reliably. This 
system includes manufacturing, distribution, personnel, project 
management, payroll, and finance. ERP is also a shortcut from 
technology information to assist companies in managing 
company operations by implement a shared database. So that 
the presence of ERP can support the productivity and operating 
efficiency of business processes by integrating business 
transaction management activities such as sales, manufacturing, 
marketing, finance, accounting, logistics, and resources. They 
also argue that there are three reasons why ERP systems are 
developing very rapidly lately, including the development of 
globalization, the era of the 2000s, and the need for information 
integration better. 

 
Fig. 1. ERP. 

The success of applying ERP in the company, according to 
Pabedinskaite [19] on the research he did in his book entitled 
“Factors of successful implementation of ERP systems". He 
revealed that there are 16 (sixteen) indicators in determine the 
success of ERP implementation, Fig. 1. Here are 16 factors in 
determining ERP implementation success: 

a) There is good communication from one department to 
another. 

b) Conduct optimal job training. 
c) There is support from the company's superiors. 
d) There is an equivalence between the company's 

business and the application of technology. 
e) There is employee involvement in the project. 
f) Reorganizing business processes. 
g) Good organization in transferring data. 

h) Competent external consultant. 
i) Organizational change management. 
j) Develop an organized and measurable plan. 
k) Conduct periodic and tight control on the 

implementation of ERP within the company. 
l) Involvement from management. 
m) Employee engagement. 
n) Measurable company targets. 
o) In accordance with the needs analysis of the 

organization. 
p) There is a good relationship with suppliers. 

D. System Application and Products in Data Processing 
(SAP) 
According to Gunawan and Ikhsan [20], System 

Application and Products in Data Processing (SAP) is an ERP 
software that is integrated between its various modules such as 
SD (Sales Distribution), MM (Material Management), FICO 
(Financial and Controlling), HR (Human Resource 
Management), CO (Controlling), PP (Production Planning), 
and PM (Plant Maintenance) and others. Because the system 
supports integration, making software This is often used by 
many large companies in order to achieve their goals company, 
but by installing SAP in the company has a weakness, namely: 
requires a large amount of money, starting from taking care of 
the license, SAP training, software etc. SAP (System 
Application and Products in Data Processing) was first 
discovered in 1972 in Walldorf, Germany, by Dietmar Hopp, 
Hans-Werner Hector, Hasso Plattner, Klaus Tschira and Claus 
Wellenreuther who were former employees at IBM. SAP 
generally has three functions, namely: Functional (for 
background in finance, accounting, HR, ABAPer (for 
programmers), Basis (for admin work). The use of SAP is one 
of the most famous ERP software in the world and reliable by 
companies in the world including Indonesia because it has been 
recognized that SAP is the one of the most superior media and 
can be configured according to needs business. Here are the 
facts about SAP ERP: 

 
Fig. 2. Top Countries that used SAP ERP. 

Based on the picture, Fig. 2, it shows that 36% of SAP ERP 
users are in the United States, 9% in India and 5% in the UK. 
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Fig. 3. Distribution of SAP ERP. 

Based on the graph, Fig. 3, it shows that of all those who 
use SAP ERP, 25% are small customer (<50 Employess), 40% 
are middle, and 35% (>1000 employee). 

 
Fig. 4. Distribution of SAP (Revenue). 

Based on the graph, Fig. 4 shows that customers who use 
SAP ERP, 47% are small customers (<$50 Million), 10% are 
middle, and 33% are large (>$1000 million). 

E. Theoretical Framework 
The Effect of SAP/ERP Implementation on the Company 

SAP/ERP needs to be implemented by the company. As we 
know that when the world is now leading to the digitalization 
era, which means that everything has turned to technology 
sophisticated, so that it requires many companies to switch use 
technology to maintain its existence. In addition, it is often 
found that. Many companies still do not have a system that is 
connected to each other. So, it has weaknesses, one of which is 
the difficulty of connecting between one department to another, 
recording reporting is still common errors due to human error, 
inefficient, and so on. To that end, the application of SAP/ERP 
is very necessary to overcome problems in the business world 
because through. This platform is making a big impact for 
companies such as increasing productivity, efficiency, 
reliability, punctuality and so on. On the other hand, if the 

company does not use existing technology such as SAP/ERP 
then the company will allow frequent errors and result in the 
company being unable to compete on a global level. According 
to Jacobs and Whybark [21], “ERP is the technology e-
business, an enterprise-wide transaction framework with links 
to processing sales orders, inventory management and control, 
planning and finance production and distribution”. ERP is a 
direct result and extension of manufacturing resource planning 
and as such, covers all MRP II capabilities. ERP is superior 
because: 

a) Implement a set of resource planning tools across all 
companies. 

b) Presents real-time system integration of sales, 
operations, and financial data. 

c) Linking resource planning approaches to extended 
supply chains customers and suppliers. 

III. RESEARCH METHODOLOGY 
According to Saunders et al. [22], the object of research is 

an attribute that explains about what and who is the object, 
where, and when the research is carried out. According to 
Sekaran and Bougie [23], the object of research is the names of 
research variables, refers to the identification of problems, 
hypotheses, and definitions contained in the previous chapter. 
The object of research here includes the SAP software. Method 
is derived from the Greek, namely methodos, which means 
way. Besides it's a method that comes from the Greek, metha 
(to pass or through), which means the way or way that must be 
traversed to achieve a goal. Whereas research which examines 
the problem by collecting facts. Method that researchers used 
for this research is qualitative method.  Qualitative method is 
research that aims to understand the phenomena experienced by 
research subjects for examples of behavior, perceptions, 
motivations, actions and including in the type of qualitative 
method that uses data results in the form of sentences that can 
answer the problem formulations such as “what”, “how”, and 
“why”. 

This type of research is casual research. Casual research 
aims to knowing the causal relationship that occurs from each 
variable to get facts from a phenomenon and seek factual 
information about the application of the SAP. According to 
Lind, Marchal, and Wathen [24], the general environment in 
the organizational environment is a broad external condition 
that can affect the organization and affect indirectly to 
organizational performance. According to Nurunnabi [25], the 
macro external environment includes several factors including 
economic, political and legal conditions, socio-culture, 
demography, technology and global conditions that affect the 
organization. General environmental changes may not have a 
major impact on environmental change; however managers still 
have to pay attention when planning, organizing, directing and 
controlling business activities: 
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Fig. 5. The Star Model. 

In the Star Model, Fig. 5, it is shown that there are several 
variables related to the implementation of SAP. These include 
Human Resources Management related to the Reward System 
and then connected to the Business Processes and Structures 
generating Strategy. The components in SAP include the 
following: 

1) SAP Financial Accounting 
2) Controlling (CO) 
3) Human Capital Management (HCM) 
4) Production Planning (PP) 
5) Project Systems (PS) 
6) Sales and Distribution (SD) 
7) Materials and Management (MM) 
8) Quality Management (QM) 
9) Plant Maintenance (PM) 

IV. DISCUSSION 
The author conducted module research in SAP to see if this 

system has been appropriate in the organization. The example 
below is one of the modules in SAP Hana where there are CO 
and FI modules in the finance module. Master data must pre-set 
according to company needs. After the master data has been 
completed is set, the accounting party does a business mapping 
and the output is universal journal, Fig. 6. 

 
Fig. 6. Central Finance System Landscape. 

We can see more about the FI posts as shown below that 
the activities manufacturing can be recorded in a system to be 
processed into information. For example, when the warehouse 
receives physical inventory, this must be recorded properly in 
SAP. GR (MIGO) must be made when the goods have been 
received in good condition. This has an effect when the invoice 
arrives, the accounting will call the PO number to verify 
payment. In the initial setup stage of the SAP system, we must 
ensure that the cost element, cost center, orders, and profit 
center are correctly summarized in SAP. Consistency is 
required in this is because we need to ensure that historical data 
can be used as a basis for do the analysis. 

Likewise with the initial settings on the manufacturing side, 
we need to ensure that the physical stock and stock in SAP is 
correct and suitable. From the accounting side, we need ensure 
that the initial settings for tax calculations are in accordance 
with tax regulations that apply in Indonesia. It's better if the 
initial SAP settings are conditioned to be able to load 
supporting documents systemically. This will avoid a long time 
to search hardcopy documents. 

The next stage is to determine the user in each SAP 
module. This is important because Segregation of Duties needs 
to be prioritized, meaning that everyone has a responsibility 
Answer each according to their job role. Therefore, access to 
SAP too tailored to the needs of each user. Not everyone is 
granted access as "superusers". A review of the Segregation of 
Duties should be carried out once a year. This is to avoid fraud. 
The company's advantages in using SAP as an ERP are as 
follows: 

a) There are various types of modules in SAP that have 
the ability to: supports all transactions and each of these 
modules will work in conjunction with one another with the 
others. 

b) SAP is also supported by a NetWeaver platform that 
supports development and logistics software. 

c) SAP has a programmed, which will make it easier for 
developers to implementation of business logic. 

d) All data in SAP can be stored in 1 server for a long 
period of time and can be accessed by various parties when 
needed. 

e) SAP can be modified according to company needs. 
This means that the modules in SAP are not a locked module 
but a module that can be modified. 

f) Allows integration globally. 
g) Reducing the level of complexity of applications and 

technology. 
h) Helping the smooth supply chain and integrating the 

results into one with financial reports. 
i) Reducing the need to update data continuously. 
j) Facilitating communication relationships internally 

and externally, inside and outside company. 
In field practice, we can find that there are still many users 

who do not understand how to use the SPA. Usually, SAP will 
provide a session training and training so that users can be 
more familiar with using SAP. The following preparations need 
to be done before going live: 
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a) Project Preparation, team formed for SAP project 
initial planning. 

b) Business Blueprint, establish a shared understanding 
of how the company intends to implement SAP in support of 
their business. 

c) Realization, in this phase, the implementation of the 
standard SAP methodology is carried out in two ways: 
packages base configuration (main scope) and final 
configuration (remaining scope). During this phase the solution 
is also tested. 

d) Final Preparation, the goal is to complete the final 
preparations including technical testing, final user training, 
system management and migration activities. 

e) Go Live Support, this phase is moving from the pre-
production environment to the production phase. 

However, the SAP system also has drawbacks, including: 

a) The implementation time and costs are not small. 
b) If careful preparation is not made, then the 

implementation process will become delayed. 
c) Users are not necessarily prepared to receive and 

operate SAP in time short 

V. CONCLUSION 
Based on the description above regarding the application of 

SAP in the company, show that SAP can optimize business 
processes so that it can obtain information with fast and easy 
because it only has one integration that connects one with the 
others. SAP can help companies to reduce fraud and errors, so 
employee productivity increases. SAP will have a positive and 
significant impact on decision making. Looking at the current 
state of development, it shows that the world is getting more 
advanced and using very advanced technology. For this reason, 
the application of SAP in the company is a reliable solution for 
companies because it is only integrated in one system. SAP 
presence also provides many benefits for businesses, such as 
being able to help overcome unresolved business problems, get 
information in real time, reduce fraud or errors, and can obtain 
information quickly. 
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Abstract—Massive Open Online Courses (MOOCs) are a 

transformative technology in digital learning that incorporates 

new techniques through video sessions, exams, activities, and 

conversations. Everyone leads a successful life in their 

professional and personal skills learning courses during 

COVID-19. The research concentrated on employing video 

interaction analysis to characterize crucial MOOC tasks, 

including predicting dropouts and student achievement. Our 

work consists of merely generating and picking the best 

characteristics based on the learner behavior for evaluating the 

dropout measure. To locate the frequent objects for feature 

creation, an association rule-FP growth approach is applied. 

The neural network is implemented using frequent itemset-3, 

which is used for feature selection. The evaluation metrics are 

calculated by using the Multilayer Perceptron (MLP) method. 

The metric values were then compared to the proposed model 

and some base supervised machine learning models namely 

Logistic Regression (LR), Decision Tree (DT), Random Forest 

(RF), K-Nearest Neighbor (KNN), and Naive Bayes (NB). The 

FIAR (Feature Importance Association Rule)-ANN(Artificial 

Neural Network) dropout prediction model was tested on the 

KDD Cup 2015 dataset and it had a high accuracy of over 92.42, 

which is approximately 18% better than the MLP-NN model. 

With the optimized parameters, we are solely focused on 

lowering dropout rates and increasing learner retention. 

Keywords—Dropout prediction; data analytics; association 

rule mining; machine learning; artificial neural network 

I. INTRODUCTION 

Massive Open Online Courses are the result of the 
blending of learning and the online world. It broadens the 
educational system by providing knowledge via modern 
internet technologies [1]. Moreover, an innovative 
instructional environment would assist learners in saving 
their learning time. 

Billions of individuals utilize MOOCs for a variety of 
purposes, including professional growth, career transition, 
syllabus formation, secondary education, skills training, [2] 
and more. Courses are created by institutions for MOOC 
providers such as Coursera, edx, Udacity, and Swayam. 
Coursera, on the other hand, has done a far better job of 
preserving the pandemic boost than its closest MOOC 
competitors. From 31% in 2020 to 39% in 2021, Coursera's 
proportion of non-university courses expanded. 

Learner enrollment in online classes has increased during 
the last decade. Simultaneously, learner dropout rates should 

be raised. It's essential to consider the elements that 
contribute to inadequate retention rates [3]. The elements 
have to do with a learner's logs, access to materials, activities, 
and willingness to execute required actions in order to 
complete the program. Along with low dropout rates, course 
completion rates will rise. 

This work has become focused on the analysis of learners' 
behaviors. In effective learning behavior, while the learner 
watches the video within the duration and submits the 
assessment on time. Moreover, analyzing the behavior of 
learners [4] with specific features such as accessing materials, 
discussion, course forum, and so on is significant. 

Analytics has been popularized in recent years. The 
analytical approaches that extract relevant and meaningful 
enormous volumes of data and apply them to the educational 
system have revolutionized research [5] and it indicates as 
"Education Data Mining" (EDM), "Academic Analytics" 
(AA), and "Learning Analytics" (LA). 

EDM has proven to be a good resource for revealing 
hidden information [6] and paradigms in data sources. Most 
educational institutions are being carried on e-learning 
platforms [7]. The huge amount of educational information 
recorded has laid the foundation for new research and 
analysis to better understand and increase learning 
performance. 

Learning analytics is defined as the use of intellectual 
facts, learner-generated data, and models developed [8] to 
find knowledge and community interactions for prediction. 
To enhance learning progress and outcomes, learning 
analytics is associated with the gathering, processing, and 
interpretation of data sources. Learning Analytics predictive 
models employ any data mining, machine learning, or 
artificial intelligence technique, including classification, 
regression, prediction, and others, to evaluate the skills of 
learners, instructors, and universities. 

Even though all attributes may be valuable in some 
circumstances, just a preferred number of attributes[9] are 
frequently used for identifying targets. In the KDD CUP 2015 
dataset, an activity log is often used to collect several sorts of 
information regarding learners' behavior. In our research, 
behavioral variables were utilized to value the regularity of 
various learner behaviors, and we obtained the learners' 
parameters and used a variety of machine learning and 
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artificial neural network classifiers to produce a significantly 
high prediction rate. 

Establishing feature extraction and selection methods[10], 
as well as applying an artificial neural network to develop the 
model in learning analytics. The following are some key 
aspects of the proposed work: 

For effective learning analytics, we proposed the FIAR-
ANN model in our research. When association rule mining is 
utilized for feature selection, the efficiency of the process can 
be increased. 

The relevance of the features is measured using an FP-
Growth technique, which then brings them back to the 
highest values in the features. 

The results of our FIAR-ANN model's examination on the 
KDD CUP 2015 datasets indicate that it is effective. 
Furthermore, we compare different metrics to the baseline 
models. Experiments were carried out to verify the research 
approach. 

The layout of successful work in regards discusses past 
research that focuses on learner behavior to alleviate the 
problem of learner dropout and details the many aspects of 
the KDD CUP 2015 dataset in the third part, which includes 
our processes for cleaning and transforming the raw data to 
make it suitable for the analysis. In the subsequent sections, 
we evaluate the gathered data in terms of forecasting learner 
dropout and compare it to some baseline approaches. Finally, 
summarize the key achievements and suggest some simple 
directions for future research. 

II. LITERATURE REVIEW 

Learners' performance prediction, behavior modeling, 
conversations, and retention have all been explored using data 
mining applications in online learning systems. Depending on 
the research setting, various studies have investigated 
multiple feature engineering strategies to extract additional 
sets of features. 

The method of identifying a subset of relevant or essential 
features from raw data is known as feature selection, whereas 
feature extraction is the process of constructing a new 
variable from a collection of raw data. 

On the KDD Cup 2015 dataset, Yafeng Zheng et al. [11] 
used the FWTS-CNN (Feature Weighting Time Series—
Convolutional Neural Network) dropout prediction model, 
which used a decision tree to extract attributes out of a 
learner's record with a time series matrix [12] and then built a 
model from the weighted features using a convolutional 
neural network, and it had a better accuracy of over 87 
percent. 

Jing Chen and colleagues [13] developed DT-ELM 
(Decision Tree-Enhanced Learning Machine), a novel hybrid 
method that combines decision trees with extreme learning 
machines (ELM) that does not depend upon recurrent 
training. The first module, in particular, creates and extracts a 
number of attributes from learners' learning behavior records. 
The decision tree chooses features that can be classified well. 
It also gives the specified features more weight in order to 

improve their categorization abilities. MATLAB R2016b and 
Python 2 are used to carry out the tests. The success of DT-
ELM is proved by experimental results on the benchmark 
KDD2015 dataset, which show that it outperforms various 
basic ML models on several metrics by a percentile. 

Cong Jin et al.'s[14] work starts with a feature extraction 
approach based on the students' behavioral content. Based on 
the Support Vector Regression parameters, an improved 
quantum particle swarm optimization (IQPSO) technique 
[15]is used to estimate the SDP (student dropout prediction) 
model. MATLAB 7.0 was charged with supporting the 
analysis with a 2:1 ratio of training and test subgroups at 10-
fold cross-validation. The suggested SDP model outperforms 
benchmark models such as logistic regression (LR), back 
propagation (BP), and others, according to experimental 
results using public data. 

As compared to earlier feature selection approaches, 
Anwar UlHaq et al. [16] designed a unique approach to 
anticipate greater results utilizing similarity multi-filter 
feature selection (MFFS). The feature ranking module 
discovers relevant characteristics, while the clustering module 
minimizes redundant features. Empirical results from a range 
of real-time data sources support the hypothesis that merging 
a feature picked using diverse distributed approaches leads to 
more resilient extracted features and improves the accuracy 
rate. 

Bo Wei and colleagues [17] suggested a new optimization 
method assigned to particle swarm optimization with learning 
memory (PSO-LM). The learning recall policy's goal would 
be to get significant insights into those who are fitter and 
develop faster, although the genetic operation is frequently 
employed to reconcile on a small and large scale. By using 
the Weka tool to test the model's efficacy, each attribute must 
be scaled between 0 and 1, and the quality of each component 
must be assessed using the k-nearest neighbor classifier with 
10-fold cross-validation. When compared to wrapper-based 
feature selection algorithms based on global standard 
datasets, the analysis revealed that they were more efficient. 

Anupam Khan et al. [18] state that the most familiar 
educational data mining technique for determining 
pedagogical components of learning and assessing student 
achievement is association rule mining. 

The classification algorithm may be used rigorously to 
establish a forecast connection, and the interactivity allows 
learners to correlate behavioral characteristics of their actions 
to program accomplishments. 

In the field of educational data mining, Shaveen Singh et 
al. [19] explores the use of feature selection approaches 
combined with association rule mining to identify essential 
course activities and locate more notable links within these 
parameters. The task at hand is to come up with the right 
combination of learning activities that use various 
methodologies to achieve the course's intended learning 
results. Subsection formation, subgroup analysis, terminating 
condition, and outcome checking are the four basic phases 
included in it. The Communication and Information Literacy 
dataset UU100 enrolled 2,172 students and included a variety 
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of online actions. There had been no null data in the 
preprocessed dataset, which had 2172 occurrences with 19 
features. To find valuable patterns and correlations among the 
features, an association rule mining technique is applied. The 
WEKA tool has been used to do data mining tasks by 
analyzing acquired data with various algorithms such as 
Naive Bayes, C4.5, and RBF Network, all of which have high 
prediction accuracy. 

Abeer et al.[20]present a blended strategy for decreasing 
the high-dimensionality of DNA methylation data and 
extraction via the Kernel Density Estimation method, 
resulting in a considerably more accurate and quick-
calculating method. The usefulness of the given hybridization 
technique is evaluated by the metrics of the proposed 
classifiers such as Naive Bayes, Random Forest, and SVM. 

III. MATERIALS AND METHOD 

This section delves into the framework of the proposed 
model for predicting online learning dropouts. Feature 
extraction and selection techniques are used alone or in 
combination [21] to improve performance, such as projected 
accuracy, visualization, and concision of learned content. The 
benefit of feature selection is that crucial information about a 
particular feature is preserved. However, only a small number 
of qualities are needed, and the distinctive features are 
diverse. Some of them attempt to forecast a learner's 
performance in binary classes such as dropout or continue the 
Programme and so on. 

A. Problem Definition 

The learner dropout rate is the largest myth in MOOC 
development. Our work identifies the best attributes for 
predicting dropouts based on a learner's activity and uses a 
multilayer perceptron to measure accuracy. The available 
dataset for the KDD CUP 2015 originates from "XuetangX," 
China's largest MOOC platform[22] and a popular tool for 
predicting MOOC attrition. As displayed in Table I, the 
collection contains four catalogs from 79,186 students 
enrolled in 39 courses. 

TABLE I. DATA ENACTMENT 

Catalog Depiction 

Date Timespan of each course 

Object Module in a course 

log_train Behavioral record 

true_train Insight into the actual data of the training set's enrollments. 

B. Dataset Revelation and Preprocess 

The KDD CUP 2015 public dataset, which contains 
72,142 records with information about seven learning 
behaviors, as shown in Table II, including observing visual 
aids, retrieving objects, learner interaction, laying the course, 
closing the pages, analytical thinking, and surfing the web, is 
the exploratory data file used in this article. The binary 
classifier is used in the outcome analysis, with "0" indicating 
that students will complete their studies and "1" indicating 
that they will drop out. 

C. Framework 

The paper provides a strategy for dropout prediction using 
a FIAR-ANN model that integrates feature importance and 
neural networks. As illustrated in Fig. 1, the general stages of 
this approach are database cleaning, character separation, 
parameter estimation, and comparison. 

The analysis begins with preprocessing the public dataset, 
then using association rules for feature selection to generate a 
frequent itemset based on behavioral attributes. The ultimate 
estimated values are then obtained using multilayer 
perceptron in the ANN model, and it was assessed using a 
variety of evaluation criteria. 

1) FIAR-ANN approach: Fig. 2 displays the technical 

aspects of the FIAR-ANN model design, which are divided 

into two sections in this article: identifying and grading the 

characteristics in the activity log; deploying the ANN model; 

and evaluating the performance metrics. 

D. Identification and Grading of Features 

Our research features were derived from learners' learning 
activity logs. In an online-learning scenario, association rules 
can be useful since they can find correlations among 
distinctive characteristics in a dataset. It is being used to link 
learners' actions to their results in order to figure out what is 
influencing their learning chances favorably or adversely. 

E. Association Rules 

The goal of association rule learning is to establish 
significant relationships between items in huge datasets [23] 
using a rule-based machine learning system. Let Ar = (ar1, 
ar2...arn) denote a group of n elements, and Tr = (tr1, tr2...trm) 
denote a repository of m transactions. 

Each transaction tri contains a subset of Ar's available 
items. A rule is defined as X = Y, where X, Y I, i.e., X and Y 
(also known as itemsets) are subsets of the accessible items. 
The precedent and subsequent rules are typically referred to 
as X and Y, respectively. 

 

Fig. 1. The Layout of the Proposed Model. 
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Fig. 2. Architectural Design of FIAR – ANN. 

F. Frequent Pattern (FP)-Growth Algorithm 

The frequent pattern growth algorithm is an optimized and 
reliable substitute for the Apriori algorithm, which 
additionally searches the transaction database for frequent 
items. 

To produce the association rules, this method uses a 
divide-and-conquer strategy[23]. The approach instead 
focuses on a data model known as the FP-tree that saves 
metadata on items and interactions. The transaction database 
is examined once to generate the FP-tree[21], and the group 
of candidate itemset F is then calculated and organized in 
support values. 

Numerous measurements were presented to identify the 
significance and instructiveness of an association rule. 

The sections that follow give two measures. 

Support: 

The support for a set of transactions Tr by an itemset is 
determined as follows: 

Support(X) = |tr∈Tr; X ⊆tr| / |Tr|            (1) 

Confidence: 

The proportion of the transaction's maximum set of 
frequent items and X values. 

Conf(X =⇒ Y) = Support (X ∪ Y) / Support (X)          (2) 

G. ANN Model 

An Artificial Neural Network is made up of numerous 
neuron nodes [24] that are divided into three levels: input, 
output, and hidden layers. In current technological research 
and development, ANN approaches are most commonly used 
to identify feature sets that enable the revelation of suitable 
predictions [25], considering both the maximum of 
commonly used formal metrics and the understandability of 
the model's behavior for knowledge extraction from data 
collection. 

We trained on 80% of the feature data set and tested on 
20%. The proposed approach is defined as a multilayer-
perceptron with single hidden layers, as seen in Fig. 2. The 
Rectified Linear Unit function is used to activate the neurons 
in the hidden layer. The input layer contains far more neurons 
than there are sources in the data set. However, the output 
layer contains only one neuron with a ReLu activation 
function, which is suitable for classification problems 
because it distributes actual content in the range of 0 to 1. 

relu(z) = max(0, z)             (3) 

The computation costs have been reduced using an 
optimization strategy. With 10 epochs and a batch size of 10, 
the Adam optimizer developed to train artificial neural 
networks was employed and has reached the highest 
accuracy. Researchers really intended to broaden the 
outcomes of the research and establish that our method is 
applicable to future programs that emerge. 

IV. RESULTS AND DISCUSSION 

Our work will look at the key elements of the FIAR-ANN 
model in this section, starting with creating frequent items 
using association rules and then inputting the selected 
parameters into the ANN model. The implementation of the 
FIAR-ANN model is broken down into two sections in this 
article: feature extraction and the enhanced ANN model. 
Fig. 2 depicts the process of implementation. 

A. Experimental Framework 

1) Software 

 Windows 10 is the most popular version of Microsoft's 
operating system (Intel Core-i3 processor, 64-bit 
operating system). 

 The Google Collaborator is a toolbox for the Scikit-
learn Python package[26], and it was used to run the 
samples on a computer system with seven different 
sorts of events coming from two separate sources, as 
indicated in Table II. 
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TABLE II. DATA SOURCE ATTRIBUTES ARE USED IN THE ANALYSIS 

Attributes  Proclamation 

enrollment_id A registered participant's unique identifier. 

source Actions based on the server and browser. 

event 

We devised seven distinct activities as 

Pbm - Putting intellectual tasks to use 

Video - Participants are observant of the filmed content. 

Access - Getting access to a lot of the learning resources. 

Wiki - Browse the internet for information. 

Discussion - Using discussion boards to exchange 
intelligence 

Navigate - Exploring several aspects of the software. 

Page_close – Depart from the webpage. 

Output 
The success (value 0) or failure (value 1) of a participant 
in a course 

2) Baseline models: Our work applied five classic 

machine learning models as baseline models, especially 

Logistic Regression (LR), Decision Tree (DT), Random 

Forest (RF), K-Nearest Neighbor (KNN), and Naive Bayes 

(NB), to offer a point of comparison for the outcomes of the 

FIAR-ANN model. 

3) Logistic regression: The extended linear regression 

model is the basis of the supervised machine learning 

classification strategy used in logistic regression. It uses the 

regression coefficients of one or more components to 

calculate the likelihood of occurrence. 

A strategy for estimating class-based predictor factors (x) 
is logistic regression [27]. It enables us to determine the 
possibility (p) of components of a specific class. A binary 
result is classified as a dropout or non-dropout in this work 
and it is represented as a 0 or 1. 

The classic logistic regression model for evaluating the 
result of an occurrence, given a variable (x), is p = 1/ [1 + exp 
(-y)]. 

In which y = b0+b1*x             (4) 

The exponential function is exp (). 

Given x, p is the probability of an event occurring. 

The logistic function for the multiple parameters is as 
follows: b0 + b1*x1 + b2*x2 +... + bn*xn = log [p/ (1-p)]. 

The predictive beta coefficients are b0 and b1.Increases in 
x will be proportional to increases in p if b1 is positive. On 
the other hand, a negative b1 indicates that increasing x could 
result in a considerable decrease in p. 

4) Decision tree: A decision tree leads to increased 

demand for developing and depicting forecasting tactics. It's 

easy to learn and implement, and it's widely used for 

predictive analysis [28]. The basic goal is to divide a massive 

volume of information into smaller chunks. In predictive 

analytics, decision trees exhibit the prominent features in the 

datasets. The tree's root is at the top, with limbs descending. 

A node is a point on the limb wherever researchers divide the 

big bunch into shrinking units at every instance. A "leaf" is 

the term for the end node. In a decision tree, each limb 

represents a section, and each leaf node reflects the highlight 

attribute's result within a set range. The decision procedure 

begins at the root node, checks the related attribute of the 

item to be sorted, and chooses the outcome depending upon 

the level till it hits the leaf node. 

5) Random forest: Bagging entails the use of many 

samples instead of a single sample. A trained model is a set 

of events that can be used to produce predictions. The 

decision trees' varied results make up the random forest 

algorithm. The final product will be chosen using a majority-

voting procedure. Anomalies, as well as distortion, are less 

noticeable in Random Forest [29]. The Gini impurity is used 

for Random Forest class labels to minimize overfitting and 

bias errors, as well as prediction errors. 

6) KNN: In the dropout prediction of this work, we utilize 

learner interaction within the dataset. In our KNN method, 

first choose a value for K. Using the Euclidean distance; 

calculate the distance between k neighbors [30]. Examine all 

of our neighbors to find which one is closest to our position. 

Our attribute is assigned to the class with the highest number. 

KNN looks for correlations between predictors and values 

within the dataset. 

7) Naïve bayes: According to the Naive Bayes classifier 

[31], the availability of one variable in a class appears to be 

unconcerned with the appearance of other variables in the 

same class [32]. It's simple to set up and especially handy for 

large amounts of data. 

The Bayes theorem allows us to derive the posterior 
probability P (c|x) from P(c), P(x), and P (x|c). 

Have a note of the following equation. 

P (c|x) denotes the posterior probability of a given class (c, 

target-dropout) given indicators (x, variables). 

P(c) is the class prior probability. 

P (x|c) denotes the probability of an indicator given a class. 

P(x) is the indicators prior probability. 

8) FIAR-ANN-Hyper parameters: The information is 

screened once for the rapid miner tool, and the set of frequent 

items, F, is then calculated and arranged in the size of the 

items with support values using FP-growth, as shown in 

Table III. 
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TABLE III. GENERATE A FREQUENT ITEMSET USING FP-GROWTH 

Size Support Item 1 Item 2 Item 3 

1 1 browser:access:UNKNOWN - - 

1 1 enrollment_id - - 

1 1 server:problem:problem - - 

1 0.727 server:access:UNKNOWN - - 

1 0.704 server:navigate:UNKNOWN - - 

1 0.701 server:discussion:UNKNOWN - - 

1 0.576 server:access:chapter - - 

1 0.338 browser:video:video - - 

1 0.326 browser:access:sequential - - 

2 1 browser:access:UNKNOWN enrollment_id - 

2 1 browser:access:UNKNOWN server:problem:problem - 

2 0.727 browser:access:UNKNOWN server:access:UNKNOWN - 

2 0.704 browser:access:UNKNOWN server:navigate:UNKNOWN - 

2 0.701 browser:access:UNKNOWN server:discussion:UNKNOWN - 

2 0.576 browser:access:UNKNOWN server:access:chapter - 

2 0.429 browser:access:UNKNOWN browser:problem:combinedopenended - 

2 0.338 browser:access:UNKNOWN browser:video:video - 

2 0.326 browser:access:UNKNOWN browser:access:sequential - 

2 1 enrollment_id server:problem:problem - 

2 0.727 enrollment_id server:access:UNKNOWN - 

2 0.704 enrollment_id server:navigate:UNKNOWN - 

2 0.701 enrollment_id server:discussion:UNKNOWN - 

2 0.576 enrollment_id server:access:chapter - 

2 0.429 enrollment_id browser:problem:combinedopenended - 

2 0.338 enrollment_id browser:video:video - 

2 0.326 enrollment_id browser:access:sequential - 

2 0.727 server:problem:problem server:access:UNKNOWN - 

2 0.704 server:problem:problem server:navigate:UNKNOWN - 

2 0.7 server:problem:problem server:discussion:UNKNOWN - 

2 0.576 server:problem:problem server:access:chapter - 

2 0.429 server:problem:problem browser:problem:combinedopenended - 

2 0.338 server:problem:problem browser:video:video - 

2 0.326 server:problem:problem browser:access:sequential - 

2 0.671 server:access:UNKNOWN server:navigate:UNKNOWN - 

2 0.672 server:access:UNKNOWN server:discussion:UNKNOWN - 

2 0.55 server:access:UNKNOWN server:access:chapter - 

2 0.429 server:access:UNKNOWN browser:problem:combinedopenended - 

2 0.32 server:access:UNKNOWN browser:video:video - 

2 0.315 server:access:UNKNOWN browser:access:sequential - 

2 0.65 server:navigate:UNKNOWN server:discussion:UNKNOWN - 

2 0.576 server:navigate:UNKNOWN server:access:chapter - 

2 0.428 server:navigate:UNKNOWN browser:problem:combinedopenended - 
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2 0.302 server:navigate:UNKNOWN browser:video:video - 

2 0.326 server:navigate:UNKNOWN browser:access:sequential - 

2 0.57 server:discussion:UNKNOWN server:access:chapter - 

2 0.414 server:discussion:UNKNOWN browser:problem:combinedopenended - 

2 0.314 server:discussion:UNKNOWN browser:video:video - 

2 0.313 server:discussion:UNKNOWN browser:access:sequential - 

2 0.374 server:access:chapter browser:problem:combinedopenended - 

3 1 browser:access:UNKNOWN enrollment_id server:problem:problem 

3 0.727 browser:access:UNKNOWN enrollment_id server:access:UNKNOWN 

3 0.704 browser:access:UNKNOWN enrollment_id server:navigate:UNKNOWN 

3 0.701 browser:access:UNKNOWN enrollment_id server:discussion:UNKNOWN 

3 0.576 browser:access:UNKNOWN enrollment_id server:access:chapter 

3 0.429 browser:access:UNKNOWN enrollment_id browser:problem:combinedopenended 

3 0.338 browser:access:UNKNOWN enrollment_id browser:video:video 

3 0.326 browser:access:UNKNOWN enrollment_id browser:access:sequential 

3 0.727 browser:access:UNKNOWN server:problem:problem server:access:UNKNOWN 

3 0.704 browser:access:UNKNOWN server:problem:problem server:navigate:UNKNOWN 

3 0.7 browser:access:UNKNOWN server:problem:problem server:discussion:UNKNOWN 

3 0.576 browser:access:UNKNOWN server:problem:problem server:access:chapter 

3 0.429 browser:access:UNKNOWN server:problem:problem browser:problem:combinedopenended 

3 0.338 browser:access:UNKNOWN server:problem:problem browser:video:video 

3 0.326 browser:access:UNKNOWN server:problem:problem browser:access:sequential 

3 0.671 browser:access:UNKNOWN server:access:UNKNOWN server:navigate:UNKNOWN 

3 0.672 browser:access:UNKNOWN server:access:UNKNOWN server:discussion:UNKNOWN 

3 0.55 browser:access:UNKNOWN server:access:UNKNOWN server:access:chapter 

3 0.429 browser:access:UNKNOWN server:access:UNKNOWN browser:problem:combinedopenended 

3 0.32 browser:access:UNKNOWN server:access:UNKNOWN browser:video:video 

3 0.315 browser:access:UNKNOWN server:access:UNKNOWN browser:access:sequential 

3 0.65 browser:access:UNKNOWN server:navigate:UNKNOWN server:discussion:UNKNOWN 

3 0.576 browser:access:UNKNOWN server:navigate:UNKNOWN server:access:chapter 

3 0.428 browser:access:UNKNOWN server:navigate:UNKNOWN browser:problem:combinedopenended 

3 0.57 browser:access:UNKNOWN server:discussion:UNKNOWN server:access:chapter 

3 0.414 browser:access:UNKNOWN server:discussion:UNKNOWN browser:problem:combinedopenended 

3 0.314 browser:access:UNKNOWN server:discussion:UNKNOWN browser:video:video 

3 0.313 browser:access:UNKNOWN server:discussion:UNKNOWN browser:access:sequential 

3 0.374 browser:access:UNKNOWN server:access:chapter browser:problem:combinedopenended 

3 0.727 enrollment_id server:problem:problem server:access:UNKNOWN 

3 0.704 enrollment_id server:problem:problem server:navigate:UNKNOWN 

3 0.7 enrollment_id server:problem:problem server:discussion:UNKNOWN 

3 0.576 enrollment_id server:problem:problem server:access:chapter 

3 0.429 enrollment_id server:problem:problem browser:problem:combinedopenended 

3 0.338 enrollment_id server:problem:problem browser:video:video 

3 0.326 enrollment_id server:problem:problem browser:access:sequential 

3 0.671 enrollment_id server:access:UNKNOWN server:navigate:UNKNOWN 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

614 | P a g e  

www.ijacsa.thesai.org 

3 0.672 enrollment_id server:access:UNKNOWN server:discussion:UNKNOWN 

3 0.55 enrollment_id server:access:UNKNOWN server:access:chapter 

3 0.429 enrollment_id server:access:UNKNOWN browser:problem:combinedopenended 

3 0.32 enrollment_id server:access:UNKNOWN browser:video:video 

3 0.315 enrollment_id server:access:UNKNOWN browser:access:sequential 

3 0.65 enrollment_id server:navigate:UNKNOWN server:discussion:UNKNOWN 

3 0.576 enrollment_id server:navigate:UNKNOWN server:access:chapter 

3 0.428 enrollment_id server:navigate:UNKNOWN browser:problem:combinedopenended 

3 0.302 enrollment_id server:navigate:UNKNOWN browser:video:video 

3 0.326 enrollment_id server:navigate:UNKNOWN browser:access:sequential 

3 0.57 enrollment_id server:discussion:UNKNOWN server:access:chapter 

3 0.414 enrollment_id server:discussion:UNKNOWN browser:problem:combinedopenended 

3 0.314 enrollment_id server:discussion:UNKNOWN browser:video:video 

3 0.313 enrollment_id server:discussion:UNKNOWN browser:access:sequential 

3 0.374 enrollment_id server:access:chapter browser:problem:combinedopenended 

3 0.671 server:problem:problem server:access:UNKNOWN server:navigate:UNKNOWN 

3 0.672 server:problem:problem server:access:UNKNOWN server:discussion:UNKNOWN 

3 0.55 server:problem:problem server:access:UNKNOWN server:access:chapter 

3 0.429 server:problem:problem server:access:UNKNOWN browser:problem:combinedopenended 

3 0.32 server:problem:problem server:access:UNKNOWN browser:video:video 

3 0.315 server:problem:problem server:access:UNKNOWN browser:access:sequential 

3 0.65 server:problem:problem server:navigate:UNKNOWN server:discussion:UNKNOWN 

3 0.576 server:problem:problem server:navigate:UNKNOWN server:access:chapter 

3 0.428 server:problem:problem server:navigate:UNKNOWN browser:problem:combinedopenended 

3 0.302 server:problem:problem server:navigate:UNKNOWN browser:video:video 

3 0.326 server:problem:problem server:navigate:UNKNOWN browser:access:sequential 

3 0.569 server:problem:problem server:discussion:UNKNOWN server:access:chapter 

3 0.414 server:problem:problem server:discussion:UNKNOWN browser:problem:combinedopenended 

3 0.314 server:problem:problem server:discussion:UNKNOWN browser:video:video 

3 0.313 server:problem:problem server:discussion:UNKNOWN browser:access:sequential 

3 0.374 server:problem:problem server:access:chapter browser:problem:combinedopenended 

3 0.622 server:access:UNKNOWN server:navigate:UNKNOWN server:discussion:UNKNOWN 

3 0.55 server:access:UNKNOWN server:navigate:UNKNOWN server:access:chapter 

3 0.428 server:access:UNKNOWN server:navigate:UNKNOWN browser:problem:combinedopenended 

3 0.315 server:access:UNKNOWN server:navigate:UNKNOWN browser:access:sequential 

3 0.545 server:access:UNKNOWN server:discussion:UNKNOWN server:access:chapter 

3 0.414 server:access:UNKNOWN server:discussion:UNKNOWN browser:problem:combinedopenended 

3 0.306 server:access:UNKNOWN server:discussion:UNKNOWN browser:video:video 

3 0.302 server:access:UNKNOWN server:discussion:UNKNOWN browser:access:sequential 

3 0.374 server:access:UNKNOWN server:access:chapter browser:problem:combinedopenended 

3 0.57 server:navigate:UNKNOWN server:discussion:UNKNOWN server:access:chapter 

3 0.412 server:navigate:UNKNOWN server:discussion:UNKNOWN browser:problem:combinedopenended 

3 0.313 server:navigate:UNKNOWN server:discussion:UNKNOWN browser:access:sequential 

3 0.374 server:navigate:UNKNOWN server:access:chapter browser:problem:combinedopenended 
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After preprocessing, the dataset contains 72,142 tuples, 
and the model must be built by selecting features with a 
minimum support value of greater than 0.5 and a maximum 
itemset size of 3, as shown in Table IV. 

In Table V demonstrates the ReLu activation functions, 
which are present in the hidden and output layers, including 
the Adam optimization method and a learning rate of 0.2 with 
a 10 epoch rate, which is applied to ANN approaches. 

B. Evaluation Metrics 

The performance measures are evaluated metrics[33]like 
accuracy, precision, recall, and F1 – score, Training & Test 
Score. In this analysis, the class label is used as a binary 
classification method. 

C. Comparison and Analysis with the baseline Model 

ML approaches are used in the majority of dropout 
forecasts. The values in Table VI demonstrate the prediction 
accuracy of the overall learner behavioral features [26], and 
in Table VII, the selected features by our technique are 
significantly better than those of the benchmark method, 
indicating that our feature extraction method is effective. 

TABLE IV. SELECTED LEARNER ACTIVITY PARAMETERS 

Features Description 

enrollment_id The learners' unique enrollment number. 

server:problem: 

problem 

 The number of issues that the server is encountering 

determines the behavior. 

server:access: 

UNKNOWN 

 The behavior is defined by the number of requests 

received from the server. 

server:navigate: 

UNKNOWN 

The size of server-based navigations to other regions 

of the course is used to calculate the behavior. 

server:discussion: 

UNKNOWN 

The behavior is determined by the number of users 

who access the course forum from the server. 

browser:access: 

UNKNOWN 

The learner's behavior is defined by the amount of 

browser accesses obtained. 

Output Label of the dataset 

TABLE V. APPLIED CONSTRAINTS 

Constraints Implications 

Learning rate 0.2 

Epochs 10 

Activation function ReLu 

Optimizer Adam 

TABLE VI. USING BASELINE MODELS, CONTRAST THE OVERALL 

LEARNER BEHAVIORAL RESULTS 

S.No 

Metrics/ 

Learning 

Method 

Accuracy Precision Recall 
F1-

score 

1 LR 0.78 0.78 1 0.88 

2 DT 0.78 0.78 1 0.88 

3 RF 0.78 0.78 1 0.88 

4 KNN 0.79 0.79 0.99 0.88 

5 NB 0.78 0.78 1 0.9 

 

Fig. 3. The Results of Employing Several Classifiers to Predict Overall 

Learner Behavior. 

Fig. 3 shows that the results of several basic supervised 
machine learning algorithms are used as input data for the 
whole learner's behavioral actions. In comparison to other 
models, the KNN model achieves the best accuracy rate of 
79%. 

To begin, we compared the models to a preset baseline 
model using the FIAR-ANN model. Table VII shows the 
findings for the various machine learning algorithms used in 
the research. The experimental findings with the best values 
are indicated as strong. 

Compare the accuracy level with the selected features by 
using FIAR-ANN method, entire learner behavior and whole 
attributes in the dataset as 92%, 78% and 72%. Therefore the 
vital features produces the best result related to the others. 

In terms of the four metric values, the FIAR-ANN model 
outperforms the other five models. Fig. 4 depicts the 
evaluation metrics for each model. 

TABLE VII. RESULTS IN HYPER PARAMETERS COMPARED TO THE 

BASELINE MODEL 

S.No 

Metrics/ 

Learning 

Method 

Accuracy Precision Recall F1-score 

1 LR 0.85 0.86 0.96 0.95 

2 DT 0.83 0.84 0.97 0.93 

3 RF 0.84 0.86 0.95 0.94 

4 KNN 0.86 0.88 0.95 0.95 

5 NB 0.84 0.84 0.97 0.8 

6 FIAR-ANN 0.92 0.93 0.99 0.91 

 

Fig. 4. The Extracted Feature Results are Compared to the Baseline Model's 

Results. 
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The findings show that certain machine learning models 
and the selecting input described in this work are better suited 
to predicting the dropout problem in MOOCs than others. 

According to the findings. 

1) In the large-data MOOC, the FIAR-ANN model 

developed in this research focuses on solving the dropout 

prediction problem and improving the baseline technique. 

2) Using learner behavioral data from the KDD CUP 

2015 dataset, the FIAR-ANN model, which has 92 percent 

accuracy, can be used to predict dropout rates for new 

programs. 

V. CONCLUSION 

Researchers devised a number of methods to predict 
learner dropout in online programs. From primary behavioral 
data, we identify and retrieve a number of interpretive 
behavior aspects. The frequent candidate itemset is generated 
using an association rule mining-FP growth method. The 
itemset contains the most often observed learner behavior. 
Then select the parameters that are present in the three most 
common items. An artificial neural network approach is 
applied for the evaluation of the selected parameters. Our 
proposed method for assessing the efficacy of the KDD CUP 
2015 dataset parameters and their values was applied to 
several machine learning approaches. Then compare the ANN 
and ML techniques' performance measures. The FIAR-ANN 
model incorporates the consequences of behavioral 
characteristics of dropouts, promptly enhancing the dropout 
prediction accuracy. In this work, we are limited to evaluate 
learner behavioral activities on the computer related courses , 
but enhance the work in future with other essential 
characteristics and also in other discipline courses. Put more 
emphasis on the attributes that are relevant to different types 
of platforms in the future. 
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Abstract—Many websites encourage their users to write 

reviews for a wide variety of products and services. In particular, 

movie reviews may influence the decisions of potential viewers. 

However, users face the arduous tasks of summarizing the 

information in multiple reviews and determining the useful and 

relevant reviews among a very large number of reviews. 

Therefore, we developed machine learning (ML) models to 

classify whether an online movie review has positive or negative 

sentiment. We utilized the Stanford Large Movie Review Dataset 

to build models using decision trees, random forests, and support 

vector machines (SVMs). Further, we compiled a new dataset 

comprising reviews from IMDb posted in 2019 and 2020 to assess 

whether sentiment changed owing to the coronavirus disease 

2019 (COVID-19) pandemic. Our results show that the random 

forests and SVM models provide the best classification accuracies 

of 85.27% and 86.18%, respectively. Further, we find that movie 

reviews became more negative in 2020. However, statistical tests 

show that this change in sentiment cannot be discerned from our 

model predictions. 

Keywords—Decision tree; machine learning (ML); natural 

language processing (NLP); random forests; sentiment analysis; 

support vector machine (SVM); reviews 

I. INTRODUCTION 

As we move more of our lives online, it becomes possible 
to find people’s thoughts and opinions on nearly anything, 
from the quality of their commute to their thoughts on the most 
picayune political issues. One common way that people 
express their views online is through user reviews. These 
extend from assessments of mundane household items on 
Amazon to more commonly reviewed media such as films, 
music, and video games. Given the growing prevalence of 
online reviews, researchers have devoted a significant amount 
of time to determining their sentiment [1]–[3]. The literature 
related to natural language processing (NLP) is extensive and 
outlines techniques used to process text and fit models that can 
determine—among other things—whether a review is positive 
or negative. 

The importance of online reviews has increased in recent 
years because potential customers are increasingly using them 
to make purchasing or viewing decisions [1], [3]. However, the 
number of reviews for many products, movies, and TV shows 
is rather large, given the massive amount of data available 
online. As a consequence, summarizing information from 
multiple reviews and finding reviews that provide relevant and 
useful information for decision-making are tedious and 

formidable tasks for users. Therefore, potential movie viewers 
could avoid information overload using an automated method 
that summarizes and classifies the opinions of online movie 
reviews. 

Since the early 2000s, the field of sentiment analysis (or 
opinion mining) has grown to address many of the challenges 
associated with determining people’s opinions, emotions, and 
attitudes [1]–[3]. This field has seen explosive growth in the 
past two decades mainly because of the increased use of social 
media, the aggregation of reviews on many websites, the 
prevalence of blogs, and the increased use and development of 
machine learning (ML) techniques for NLP. Further, the 
opinions of consumers have had great value in business, 
politics, marketing, and public relations [3], as determining the 
opinions of consumers can potentially result in large monetary 
savings. 

In this study, we utilize sentiment analysis to determine a 
user’s sentiment towards a movie using only that user’s review 
(i.e., document-level analysis). Established in 1990, the 
Internet Movie Database (IMDb) [4] remains a reliable 
reference for film aficionados, and popular new releases 
receive thousands of user reviews. Hence, we use two datasets 
of IMDb reviews in our analyses. The first dataset is a 
benchmark dataset and is used to train classification models 
that determine review sentiment. These models are then 
applied to a second dataset to analyze user reviews submitted 
before and during the coronavirus disease 2019 (COVID-19) 
pandemic. Specifically, we use these results to investigate 
whether there is a change in review sentiment that may be 
attributed to the increased stress experienced from lockdowns 
and the threat of COVID-19 infection. 

II. RELATED WORK 

Sentiment analysis is currently a very active area of 
research, especially given the prevalence of vast amounts of 
data on the Internet that can be mined for sentiment. Sun et al. 
[2] review a variety of NLP techniques for this purpose. They 
report that the most popular techniques are Naïve Bayes 
classifiers, support vector machines (SVMs), latent Dirichlet 
allocation (LDA), and a variety of neural networks. Further, 
they discuss the notable preprocessing techniques used for 
NLP, which include tokenization, word segmentation, part-of-
speech (POS) tagging, and parsing. In addition, they review 
toolkits that are currently available, supervised and 
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unsupervised techniques, and opinion mining at various levels, 
e.g., document- and sentence-level opinion mining. 

Many of the challenges associated with sentiment analysis 
have been outlined in the surveys in [1] and [3]. In particular, a 
review may contain both positive and negative sentiments, but 
the review itself may be either positive, negative, or neutral. 
Further, a review may contain many words associated with 
positive sentiment, but the review may be, for example, 
negative overall. An early study by Peng et al. [5] showed that 
the use of a human-derived list of keywords to determine 
sentiment at the document level performed worse than a list of 
keywords chosen with simple statistics. Moreover, some of the 
keywords chosen with simple statistics would likely not be 
chosen by a human to determine sentiment. 

Hirschberg and Manning [6] review the latest advances in 
NLP, focusing on advanced topics such as machine translation, 
spoken dialogue systems, conversational agents, and machine 
reading. They also discuss the mining of data on social media, 
which is a rich area for sentiment analysis. Nadkarni et al. [7] 
present an introduction to NLP as it pertains to the medical 
field, particularly issues that are related to clinical text. They 
also provide a brief overview of the techniques preferred for 
medical NLP, which include SVMs, hidden Markov models 
(HMMs), and conditional random fields (CRFs), and discuss 
the importance of N-grams. 

Hu and Liu [8] present a set of techniques to mine and 
summarize consumer reviews of products. They demonstrate 
that their techniques are able to provide useful feature-based 
summaries of products sold online. The summarization of 
movie reviews has also been studied using RapidMiner [9] and 
in mobile environments [10]. 

Many researchers have used NLP techniques to analyze the 
sentiment of movie reviews. Pouransari and Ghili [11] 
classified two datasets—one with binary class labels and the 
other with multiple classes—using random forests, SVMs, 
logistic regression, and recursive neural tensor networks 
(RNTNs). They propose a new type of RNTN called a low-
rank RNTN, which is able to reduce computational costs 
compared to the standard RNTN while retaining a similar 
accuracy. Govindarajan [12] utilized naïve Bayes and genetic 
algorithm (GA) classifiers to classify movie reviews, achieving 
an accuracy of just over 91% with these two classifiers 
separately. Moreover, they were able to increase the accuracy 
to 93.80% using a hybrid naïve Bayes/GA classifier. Khan et 
al. [13] presented a method for the classification and 
summarization of movie reviews. To improve classification 
accuracy, their method employs unigrams, bigrams, and 
trigrams. They were able to achieve high accuracies (~90%) on 
three different datasets using a naïve Bayes classifier with their 
proposed method. 

Sahu and Ahuja [14] utilize feature extraction and ranking 
to train classifiers based on decision trees, random forests, k 
nearest neighbors (KNN), naïve Bayes, and bagging. They 
achieved accuracies as high as 88.95% with random forests. 
Kumar et al. [15] use a hybrid feature extraction method to 
determine the sentiment of IMDb movie reviews. They 
employed SVM, naïve Bayes, KNN, and maximum entropy 

classifiers, realizing an accuracy as high as 83.9% with the 
maximum entropy classifier. 

Many of the techniques used in previous studies require 
high-performance computational resources, e.g., neural 
networks. Hence, given our available computational resources, 
we chose to build models using decision trees, random forests, 
and SVMs. These techniques were chosen because they are 
well-established powerful ML techniques with robust 
performance and prior use by other researchers in the NLP 
domain. Further, these techniques do not require high-
performance computational resources and have achieved some 
of the best classification accuracies according to literature 
results. 

III. DATA 

A. Stanford Large Movie Review Dataset 

To build suitable models for the classification of movie 
reviews, we used the benchmark dataset, “Large Movie 
Review Dataset,” compiled by researchers at Stanford [16], 
[17] (we will refer to this dataset as the “Stanford dataset” 
hereafter). This dataset contains 50,000 reviews from IMDb, 
which are evenly split into training and test sets, each with 
25,000 reviews. Each review is stored in a separate plain text 
file. In addition, each of the test and training sets are evenly 
balanced to contain 12,500 positive and negative reviews. 
Positive reviews are defined as reviews with IMDb ratings of 7 
or higher, while negative reviews have ratings of 4 or lower. 
Neutral reviews were excluded from this dataset. Moreover, 
the number of reviews was limited to no more than 30 per 
movie since reviews for the same movie tend to have 
correlated ratings. Finally, the training and test sets comprise a 
disjoint set of movies, which avoids the potential for 
performance gains by “memorizing” movie-specific terms. 

B. IMDb Dataset 

To test for potential changes in sentiment amid the 
COVID-19 pandemic, we assembled our own dataset of 2,498 
IMDb reviews for films released in 2019 and 2020. First, we 
determined the top 100 films released each year according to 
popularity by the number of ratings that a film received. We 
further narrowed this list by removing films released in January 
through March in 2020, as the effects of COVID-19 were not 
fully prevalent throughout the U.S. until mid-March. We also 
removed films that did not receive a U.S. release to mitigate 
the potential problem of foreign language reviews. After these 
steps, we selected the top 50 films according to the number of 
ratings for each year. 

Second, we scraped the first page of reviews (25 reviews 
per page, except for two cases) and the rating assigned by the 
user; for a review with no rating provided by the user, the 
rating was input as NA. The final dataset includes 1,249 
reviews from 2019 and 1,249 reviews from 2020 with data 
related to the film’s alphanumeric IMDb code, title, date, 
average rating, number of ratings, year, and the individual user 
review and rating. 
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Fig. 1. Flowchart of our Model Process. 

IV. ANALYSIS METHODS 

A. Preprocessing 

Fig. 1 shows the overall flow of our model process. The 
raw textual reviews require preprocessing before they can be 
input into classification models. We utilized the quanteda 
(v. 2.1.2) package in R (v. 4.0.3) to carry out much of this 
preprocessing. After constructing corpora of reviews, each text 
review was tokenized, and punctuation, symbols, and numbers 
were removed. In addition, we removed common English-
language stopwords such as “a,” “the,” “of,” and other 
frequently occurring words that offer little information related 

to sentiment. We then converted all words to lower case and 
reduced them to word stems (e.g., “worst” and “worse” both 
reduce to the “worst” stem). The use of stemming reduces the 
total number of features, which is helpful for reducing the 
computational costs associated with model building. 

After calculating the term frequencies for each word stem 
in each review in the corpora, we calculated the term 
frequency–inverse document frequency (TF-IDF) for each 
word stem. The TF-IDF weights the term frequency for a word 
stem by the inverse of its document frequency in a corpus. 
Thus, a word stem with a high term frequency that appears in 
many reviews will have a lower TF-IDF, as it will not be of 
much use in distinguishing sentiment since it appears in many 
reviews. 

Initially, we built a simple decision tree model with the top 
2,500 features having the highest TF-IDFs. The resulting 
decision tree was primarily built from nine features, all of 
which were ranked in the top 250 features according to TF-
IDF. As more complex models require considerable 
computation times, we reduced the dataset to use the top 1,000 
features with the highest TF-IDFs. Thus, our full training set 
contained 25,000 reviews with 1,000 features as the input to 
our models. 

The IMDb dataset was preprocessed in the same way as the 
Stanford dataset so that it used the same 1,000 features/word 
stems. We also created two versions of the IMDb data. One, 
which we will refer to as the “unfiltered” version, includes all 
2,498 observations/reviews. This means that reviews with 
ratings of 5 or 6 and those labeled NA were retained. The 
other, which we will refer to as the “filtered” version, was 
processed in a similar manner as the Stanford dataset. That is, 
reviews with ratings of 5, 6, or NA were removed. This 
reduced the number of reviews to 1,063 for the 2019 films and 
1,048 for the 2020 films. 

In addition to the 1,000 features, we also explored the use 
of an additional feature: the length of (or total number of words 
in) a review. However, after comparing histograms of this 
feature for the negative and positive reviews in both the 
training and test sets of the Stanford dataset, we found that the 
central values and distributions were quite similar. Hence, we 
did not incorporate this feature since it did not appear that the 
lengths of reviews would be an effective discriminator of 
negative and positive reviews. 

B. Exploratory Analysis of the IMDb Dataset 

In sentiment analysis, visualization of the data is often 
beneficial for understanding the results. After preprocessing all 
of the textual data in the IMDb dataset, a list of the top 1,000 
features according to TF-IDF was reclassified for visualization. 
By cross-referencing the term frequencies within positive, 
negative, and neutral reviews, each of the top 1,000 words was 
assigned a corresponding class. We then used the R package 
wordcloud (v. 2.6) to visualize the 200 most dominant features, 
as shown in Fig. 2. At a glance, we see that common word 
stems such as “charact” and “feel” fall into the neutral category 
and have little use in determining the sentiment of a review. 
Word stems such as “bad,” “noth,” and “dont” dominate the 
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negative class, and “good,” “great,” and “watch” stand out for 
the positive class. 

 
Fig. 2. Word Cloud of the 200 most Prevalent Terms in the IMDb Dataset 

Categorized as Negative, Neutral, and Positive. 

Fig. 3(a) and 3(b) show histograms of the ratings of the 
reviews in the IMDb dataset for movies released in 2019 and 
2020, respectively. Note that movies with no rating (i.e., 
“NA”) are not accounted for in these histograms. This is a 
rather small number of ratings: 29 and 28 for 2019 and 2020, 
respectively. For both years, the numbers of reviews at the 
extreme ends of the scale, i.e., ratings of 1 and 10, tend to be 
the highest. Moreover, there is a notable decrease in the 
number of reviews with a rating of 10 from 2019 to 2020 (with 
a nearly corresponding increase in movies with a rating of 1). 

C. Modeling 

All modeling and analyses were carried out in R (v. 4.0.3) 
on a computer equipped with an AMD Ryzen 7 3800X 
processor (operating at 3.9/4.5 GHz base/boost clocks) and 32 
GB of RAM. We built models using decision trees, random 
forests, and SVMs, which were respectively implemented 
using the rpart (v. 4.1-15), ranger (v. 0.12.1), and e1071 
(v. 1.7-6) packages in R. In particular, the ranger package 
allows trees to be built in parallel, which provides a 
considerable reduction in runtime when building the models. 

Since the size of the training set is sufficiently large 
(25,000 observations), the full training set was split at a ratio of 
80:20 into training and validation sets. Given the runtimes for 
building the random forests and SVM models and our time 
constraints, we decided against the use of cross-validation 
(CV) and instead used a single validation set. Models were 
built using the reduced training set containing 20,000 
observations. The validation set containing 5,000 observations 
was used to tune the hyperparameters of the random forests 
and SVM models. For the decision tree model, no parameters 
needed to be tuned. 

For the Stanford dataset, we have a binary classification 
problem, i.e., a review to be classified as either positive or 
negative. After building a model on the reduced training set, 

we tested its performance on the validation set by comparing 
the class predicted by the model to the actual class. These 
results are typically summarized with a confusion matrix, from 
which the numbers of true positives TP, true negatives TN, 
false positives FP, and false negatives FN are obtained. Using 
these quantities, we assessed the performance of our models 
using the accuracy Acc, precision Pre, recall Rec, and F1-score 
(hereafter denoted by F1), which are expressed as 

 
Fig. 3. Histograms of the Ratings of Reviews in the IMDb Dataset for 

Movies Released in (a) 2019 and (b) 2020. 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
,  (1) 

𝑃𝑟𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
,  (2) 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
,  (3) 

𝐹1 =
2×𝑃𝑟𝑒×𝑅𝑒𝑐

𝑃𝑟𝑒+𝑅𝑒𝑐
.  (4) 

For the random forests model, we tuned the number of 
trees, ntrees, and the number of predictors sampled at each split, 
npreds, using the training and validation sets with a grid search. 
The number of trees was varied from 100 to 1000, and the 
number of predictors was varied from 5 to 200. The 
hyperparameter values that provided the best overall values of 
Acc, Pre, Rec, and F1 on the validation set were ntrees = 1,000 
and npreds = 5. These values were then used for the random 
forests model in subsequent analyses. We additionally tuned 
the minimum number of observations in a node but found that 
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this parameter did not substantially increase Acc; thus, we used 
the default value. 

 
Fig. 4. Plots of the Top 10 most Important Variables for the (a) Decision Tree 

and (b) Random Forests Models. 

For the SVM models, we tuned the hyperparameters for 
two different kernels: linear and radial. For the linear kernel, 
we only tuned one parameter, the cost C, which controls the 
bias–variance tradeoff [18], over the range of 0.01–1000. For 

the radial kernel, the hyperparameter  was also tuned in 
addition to C. For this kernel, C was varied in the range of 1–

100, and  ranged from 0.5 to 5. We found that the radial 

kernel with C = 10 and  = 1 resulted in the best overall values 
for Acc, Pre, Rec, and F1 on the validation set. Again, these 
values were then used for the SVM model in subsequent 
analyses. Finally, we also attempted to build SVM models with 
a polynomial kernel. For the few sets of hyperparameters we 
tried with this kernel, we obtained poor classification 
performance on the validation set. For all cases, the models 
always predicted that a review would be negative, resulting in a 
low Acc value of 0.5. Hence, we did not further tune models 
with this kernel. 

V. RESULTS 

A. Performance of the Models on the Test Set of the Stanford 

Dataset 

Table I summarizes the performance metrics in (1)–(4) for 
the decision tree, random forests, and SVM models for the test 
set of the Stanford dataset. The random forests and SVM 
models use the best parameters discussed in Section IVC. We 

see that the decision tree achieves Acc = 73.78%. However, we 
can greatly increase Acc to 85.27% and 86.18% with the 
random forests and SVM models, respectively. Moreover, the 
random forests and SVM models provide large increases in 
Pre, Rec, and F1 relative to the decision tree model. Overall, 
the SVM model has the best overall performance, even though 
Pre is slightly higher for random forests. 

TABLE I. PERFORMANCE METRICS FOR THE MODELS ON THE TEST SET 

OF THE STANFORD DATASET 

Model Acc Pre Rec F1 

Decision Tree 73.78% 71.40% 79.34% 75.16% 

Random Forests 85.27% 84.93% 85.77% 85.34% 

SVM 86.18% 84.62% 88.45% 86.49% 

TABLE II. PERCENTAGES OF NEGATIVE AND POSITIVE REVIEWS 

PREDICTED BY THE MODELS FOR THE UNFILTERED IMDB DATASET 

Year Model % Negative % Positive 

2019 

(n = 1249) 

Decision Tree 35.15% 64.85% 

Random Forests 43.31% 56.69% 

SVM 44.84% 55.16% 

2020 

(n = 1249) 

Decision Tree 35.23% 64.77% 

Random Forests 46.28% 53.72% 

SVM 48.52% 51.48% 

B. Variable Importance for the Tree-Based Models 

For the decision tree model, we noted the variables used in 
the construction of the tree and their importance. In addition, 
we looked at the variable importance of the features in the 
random forests model using the best parameters in 
Section IVC. Fig. 4(a) and 4(b) show plots of the 10 most 
important variables for the decision tree and random forests 
models, respectively. 

Both of the decision tree and random forests models found 
“bad” to be the feature of highest importance. The same eight 
words appear in the top 10 features of both methods with 
varying degrees of importance. Further, the majority of these 
word stems fall into the negative category in the word cloud 
analysis (e.g., “bad,” “bore,” and “wast”) with some positive 
word stems (e.g., “great” and “excel”). Notably, these terms 
make intuitive sense for distinguishing negative and positive 
movie reviews. 

C. IMDb Dataset 

We used our trained models to classify the reviews in the 
IMDb dataset. Table II summarizes the percentages of movie 
reviews classified as negative and positive for the unfiltered 
IMDb dataset. The decision tree model classifies fewer reviews 
as negative compared to the random forests and SVM models. 
This is most likely related to the large difference in the 
performance metrics in Table I, as Acc is much worse for the 
decision tree. 

Table III summarizes the percentages of movie reviews 
classified as negative and positive for the filtered IMDb 
dataset. Since this dataset has been filtered to only contain 
negative and positive reviews, as discussed in Section IVA, we 
have also tabulated the actual percentages of negative and 
positive reviews using the rating on IMDb for comparison. 
Here again, we see that the decision tree model classifies fewer 
reviews as negative compared to the other models. However, 
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we see that it is the furthest away from the actual percentages 
than the random forests and SVM models. Surprisingly, the 
percentages for the random forests model are closer to the 
actual percentages than those for the SVM model, despite the 
slightly lower performance metrics for the random forests 
model. This may be partially attributed to the slightly higher 
value of Pre for the random forests model relative to that of the 
SVM model. This suggests that it might be better to tune the 
models to control FP. 

TABLE III. PERCENTAGES OF NEGATIVE AND POSITIVE REVIEWS 

PREDICTED BY THE MODELS FOR THE FILTERED IMDB DATASET 

Year Model % Negative % Positive 

2019 

(n = 1063) 

Decision Tree 33.68% 66.32% 

Random Forests 40.73% 59.27% 

SVM 42.80% 57.20% 

Actual 39.70% 60.30% 

2020 

(n = 1048) 

Decision Tree 33.87% 66.13% 

Random Forests 44.08% 55.92% 

SVM 46.18% 53.82% 

Actual 44.37% 55.63% 

The results in Tables II and III show that the percentage of 
negative reviews increases from 2019 to 2020 for all models 
and for the actual data. This is also observed in the histograms 
in Fig. 3. To ascertain whether these results were real, we 
conducted a chi-squared test of homogeneity [19]. For the 
unfiltered IMDb data, we found that both of the random forests 
(p = 0.1475) and SVM (p = 0.0711) models did not show a 
statistically significant difference in the distribution of 
percentages at a level of significance, α, of 0.05. For the 
filtered IMDb data, the conclusion was the same for random 
forests (p = 0.1302) and SVM (p = 0.1289). However, if we 
carry out this test with the actual data (p = 0.0332), we find that 
there is a statistically significant difference. Thus, even though 
there is statistical evidence that there is a change in sentiment 
from 2019 to 2020 in the actual data, our models do not appear 
to be sufficiently performant to indicate this difference. This 
could be an important consideration if we wish to use our 
models to ascertain changes in sentiment over time, especially 
if we have unsupervised data, i.e., reviews with no ratings. 

We also carried out additional statistical tests of the 
difference between two population proportions [20] to confirm 
these results. Here, we only chose to test the SVM model, 
which has the highest overall performance. Again, there is no 
statistical evidence (at α = 0.05) that there is a difference 
between population proportions for the unfiltered (p = 0.0651) 
and filtered (p = 0.1180) IMDb sets. However, the actual data 
do indicate that there is statistical evidence of a difference in 
proportions (p = 0.0298), as before. 

VI. DISCUSSION AND CONCLUSION 

We have developed models using decision tree, random 
forests, and SVM ML techniques to classify the sentiment of 
movie reviews. Our models were trained and built on the 
Stanford dataset, which is a benchmark dataset in the literature. 
In addition, we constructed a new dataset consisting of movie 
reviews from IMDb posted in 2019 and 2020. Using the 
Stanford dataset, we find that the SVM model provides the best 
overall performance, with Acc = 86.18%, Pre = 84.62%, 

Rec = 88.45%, and F1 = 86.49%. The random forests model 
also provides good performance that is slightly worse than the 
SVM model. The variables that are important for the tree-based 
models are quite similar, and they tend to utilize words that 
would be useful in distinguishing negative and positive 
reviews. 

For our IMDb dataset, we find that the random forests and 
SVM models tend to classify more reviews as negative 
compared to the decision tree model. Moreover, the random 
forests model more closely replicates the actual percentages of 
negative and positive reviews in our filtered IMDb set. 
However, the models are not able to provide statistical 
evidence of a change in sentiment from 2019 to 2020. The 
actual percentages of negative and positive reviews indicate 
that there is a change in sentiment; that is, issues related to the 
COVID-19 pandemic may have resulted in an increase in 
negative reviews. Further time-series analyses may be needed 
to tell if the increase in negative reviews can be solely 
attributed to the COVID-19 pandemic. Our analysis does not 
consider whether this increase was a result of increased 
negative attitudes elicited by pandemic stressors; studios’ 
decisions to postpone high-profile releases such as Black 
Widow, Dune, F9, and No Time to Die; and other factors that 
we did not consider. 

There is considerable scope for improvement in the 
performance of our models. During preprocessing, we reduced 
the number of features to the top 1,000 features according to 
the TF-IDF. This was done solely to keep the computational 
times of our models to a reasonable level within our time 
constraints. It is possible that we may realize additional 
improvements by increasing the number of features. Further, 
we did not utilize any feature-reduction techniques, e.g., 
singular value decomposition (SVD), which may also be 
employed to increase performance. Although the term 
frequencies were calculated, we did not build models using 
them, as longer reviews that repeat a unique term could bias 
the term frequencies. However, it is possible that models built 
with the term frequencies could provide better results, 
especially if we remove terms that appear in both negative and 
positive reviews at high frequencies. Our time constraints also 
reduced the number of hyperparameter combinations that we 
could test and prevented us from employing CV. Additional 
hyperparameter tuning and CV could increase the performance 
of our models, although we expect that this is likely to be 
limited to a few percentage points. 

Our models were simple bag-of-words (BoW) models that 
only used unigrams. As shown by Khan et al. [13], we may 
improve classification performance by including more complex 
two- and three-word phrases (i.e., bigrams and trigrams, 
respectively). By using bigrams, a phrase such as “no good,” 
which has a negative connotation, would be used as a bigram 
instead of the unigrams “no” and “good,” which have negative 
and positive connotations, respectively. 

Finally, we were only able to test a small number of ML 
techniques. According to the literature review in Section II, 
other techniques can be used to achieve quite high 
classification accuracies of more than 90%, e.g., naïve Bayes 
classifiers, GA classifiers, and many types of neural networks. 
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Hence, additional techniques could be employed in future work 
to increase classification performance. 
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Abstract—As part of the audiovisual archive digitization 

project, which has become a complex field that requires human 

and material resources, and its automation and optimization 

have so far represented a center of interest for researchers and 

media manufacturers, in particular those linked to the 

integration of artificial intelligence tools in the industry, an 

elaborate work for the development of an optical character and 

face recognition model, to digitize the tasks of audiovisual 

archivist from the manuscript method in automation, from a TV 

news video. In this article, an approach to develop an example of 

lower third in Arabic language and facial detection and 

recognition for news presenter that provide accurate 

classification results as well as the presentation of different 

methods and algorithms for Arabic characters. Many studies 

have been presented in this area, however a satisfactory 

classification accuracy is yet to be achieved. The comparative 

state-of-the-art results adopt the latest approaches to study face 

recognition or OCR, but this model supports both at the same 

time. it will present the context of realization, the method 

proposed to extract the texts in the video, using machine 

learning, about the specificity of the Arabic language, and finally 

the reasons that govern the decisions taken in the steps of 

realization. The best results from this approach in real project at 

the media station was 90.60%. The dataset collected via 

presenters images and the character dataset via the Pytesseract 

library. 

Keywords—Image processing; OpenCV; Tesseract; video OCR; 

face detection 

I. INTRODUCTION 

In recent years, significant and rapid developments in the 
field of artificial intelligence (AI), the demand for smart 
applications has increased and found significant interest and 
use in many fields. As expected, audiovisual production is no 
exception to this, but radical transformations have taken place 
in the production process, facial recognition, text, and sound, 
and also video editing thanks to a set of tools that rely on AI 
technologies, as a support to the human element, most notably 
in tasks that require time and repetitive effort. This success in 
the use of AI is due to two main reasons: 

1) Big Data Availability, such as photos and videos, in 

media stations and on the Internet. 

2) Advances in digital computing manufacturing. 
This article is the result of work carried out within 

Moroccan Television, for the purpose of researching a 
processing model that will allow the analysis of audiovisual 

streams of television news, by analyzing the news presenter 
faces and the writing in each news coverage. 

Videos have become a great source of information; the text 
of the video contains a substantial amount of information in a 
non-editable form. If this text is converted into an editable 
form, it becomes easier and more efficient to store and 
redistribute [1]. 

It has been observed that media channels in general have a 
growing need for automatic facial and handwriting detection 
systems to integrate into their systems. 

One only has to think of the need for the development of 
active systems to extract the data in the television news videos 
in order to help the archiving service to fill in the current file, 
which is currently manually filled in on a daily basis in a 
register (Fig. 1). 

The user must first provide the video as the input from 
which he wants to extract text. The system will then process 
the video and generate the editable text output. the latter must 
ensure the reliability of the information to an acceptable 
percentage. The solution must extract information from people 
who appear on the screen, using two methods: facial and text 
recognition in the video. 

It should be noted that there are now commercial automatic 
tools for processing texts, photos, and videos [2][3], with a 
complex background, alignment and color variants, etc. 

This work will be limited to automating the task of gender 
recognition from faces only and optical character recognition 
from the Lower Third present in the video. Also proposed in 
this work is a video processing chain which includes parts of 
detection, and tracking of faces and text at the same time. 

Effective and efficient text extraction has been a difficult 
topic in recent years, and the Arabic language is one of the 
most popular languages in the world. Hundreds of millions of 
people in many countries around the world speak Arabic as 
their native language. However, due to the complexity of the 
Arabic language due to its cursive nature, the recognition of 
printed and handwritten Arabic text remained untouched for a 
very long time and did not receive the same attention, 
compared to the Latin script [4]. 

The remaining of this paper is structured as follows: 

related works developed for text and face recognition from 
scenes/videos, diagnosis and analysis of the implementation 
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project and its difficulties, in the face detection and Arabic 
writing step are discussed in Section II, the presentation of 
Lower third and face extraction technique and the algorithm to 
follow for the deployment of this system, discusses the process 
of preparing the data set are mentioned in Section III and 
Section IV, the conclusion and some future work discussions 
are mentioned in Section V. 

 
Fig. 1. Handwritten News Archive. 

II. RELATED WORK 

Although a large number of printed Arabic character 
recognition approaches have been proposed in recent years, 
there is still a need to improve the recognition rate in Arabic 
OCR systems. This section presents some of these approaches. 

Text recognition methods can be categorized into three 
broad categories, where some approaches recognize text using 
text segmentation and offering profiling learning with their 
own features. Methods in the second category recognize text 
without text segmentation, using a framework based on 
multiple hypotheses. The methods of the third category 
improve the text to increase the recognition rate by using 
binarization of scene images. 

Each of these three categories has its own limitations. 
Approaches in the first category only work well for data from 
specific scripts, as they need training from their own samples 
and a classifier to recognize text based on that training. 
Methods in the second category require multiple hypotheses to 
set thresholds, but it is unclear how to derive different 
hypotheses to set specific thresholds. However, the methods of 
the third category do not need any classifier or hypotheses to 
define certain thresholds and they also improve the recognition 
rate through binarization. However, the approaches due to the 
third category do not provide satisfactory recognition 
performance for low resolution scene/video images [5], 
however, these methods perform well on horizontal scene text. 

A. BACKGROUND: Text Recognition 

Many systems have been developed to detect text in videos. 
Each system is based on a specific method and has its 
associated shortcomings. Some of the commonly used methods 
to detect text are: 

1) Method based on the Sliding Window: 

This approach uses a sliding window to search for specific 
text. It first takes a small rectangular block of a given image. 

The rectangular patch has a specific size. Drag this rectangular 
block over the entire area covered by the image to check if 
there is any text in this image block. Different sliding window 
classifiers are used to determine if there is text in the patch. 
The window is initially placed in the upper left corner of the 
image, and slides to different positions of the image starting 
from the first row, then slides through the other rows of the 
image. This method is slow because the image must be 
processed at several scales. 

2) Method based on Connected Components: 

In the connected component-based approach, it first 
extracts regions of pixels that have a similar color, edge 
strength, or texture and evaluate each of them to be text or not 
using techniques of machine learning. 

The connected component method works well for caption 
text with single background images, but it doesn't work well 
for images with a grouped background. 

Text recognition in video images is more difficult than that 
of natural scene images, difficulties video text analysis are due 
to complex background images, color variations, font size, 
camera movement, etc. 

Aasim Zafar; Arshad Iqbal [6] compared K-Nearest 
Neighbor (KNN) and Support Vector Machine (SVM) 
classifiers in the recognition of printed Arabic characters. 

First, feature extraction techniques such as oriented 
gradient histogram (HOG) and local binary pattern (LBP) have 
been applied for feature extraction based on the structure of 
Arabic handwritten texts. SVM has been found to perform 
better than KNN. Amara et al. [7] presented Arabic OCR using 
Support Vector Machines (SVM). Although SVM has proven 
its effectiveness in different fields among other classification 
tools, SVM has not been effectively applied to recognize 
Arabic characters. 

Saidane and Garcia [8] proposed a convolutional network-
based binarization method for the color text area of video 
images and its performance depends on the amount of training 
samples used. 

Ahmed H and Mahmoud [9] proposed a small-sized printed 
Arabic text recognition approach based on the estimation of the 
Hidden Markov Model (HMM). Although applying a hidden 
Markov model has some advantages (such as no pre-
segmentation), the poor image quality of small printed Arabic 
text makes it difficult to find accurate model boundaries. 

Sarfraz and al. [10] proposed an offline Arabic character 
recognition system. The proposed system has four steps. In the 
first step, the text preprocessing step removes the isolated pixel 
and corrects the drift. A pixel is considered isolated if it has no 
neighboring pixels. Drift is corrected by rotating the image 
according to the angle with the greatest number of occurrences 
between all angles of all line segments between any pair of 
black pixels in the image. In the second step, line and word 
segmentation is performed using horizontal and vertical 
projection. Words are segmented into individual characters by 
comparing the vertical projection profile with a fixed threshold. 
The feature space is constructed using the moment invariance 
technique [11]. 
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Zagoris and al. [12] proposed an approach to differentiate 
handwritten text from machine-printed text. The text image is 
segmented into blocks. Each block is represented as a vector of 
words, which contains local features identified using scale-
invariant feature transformation. Based on support vector 
machines, the proposed approach decides whether the text 
block is handwritten, machine-printed or noise by comparing 
its word vector with the codebook. 

B. Background: Reconnaissance Facial 

Facial recognition started about twenty years ago, and play 
an important role in various fields, the OpenCV library [13] is 
free, used in the field of research, because it provides a large 
number of important tools (more of 500 functions) in the field 
of computer vision. 

The processing and description of audiovisual content 
presents several opportunities for description through 
automation and machine learning. Some methods are entirely 
based on image and sound content, such as facial recognition 
and audio indexing; other methods rely on text, either inherent 
in the digital file or extracted from audio or video. 

It will discuss the state of the art of facial recognition then 
face detection methods have been classified by Yang [14], in 
four approaches: 

 Approach based on recognition. 

 Approach based on invariant characteristics. 

 Approach based on template matching. 

 Approach based on appearance 

Image classification can be implemented using various 
supervised techniques such as Naive Bayes [15], K-Nearest 
Neighbor (KNN) [16], Support vector machines (SVM) [17] 
[18] [19], Decision trees [20], Random forests [21], 
Convolutional Neural Network (CNN) [22] [23]and Recurrent 
Neural Networks (RNN) [24]. These techniques process and 
classify images into different classes. 

In Eidinger, Roee, & Tal [25], they proposed a method 
based on two tasks based on face representation with local 
binary patterns (LBP) and linear SVM with dropout. Dropout-
SVM is based on the assimilation of a linear SVM to a single 
layer of a neural network. 

Hassner, [26] used the same classification technique as 
Eidinger, Roee [25], on the front view, projecting 2D points of 
interest from the front to the 3D face as a reference. They 
showed that reconstruction of the face in the forward position 
can improve the performance of facial recognition tasks, in 
particular gender recognition. 

Recently, AZZOPARDI, [27] also proposed a method 
based on artificial face extraction representation (cosfire-
filters), similar to LBP. These representations are also inputs 
for the linear SVM. 

Levi & Tal, [28] implementation of a convolutional neural 
network (CNN) with tree convolutional layers and three fully 
connected layers for the task of estimating age and sex; he was 
specially trained by Audience. To make predictions, they made 

several crops of different sizes around the face. The final 
forecast is the average forecast value of all these crops. 

Moreover, Afifi & Abdelhamed, [29] also applied a method 
based on local facial features, dividing it into several parts 
(mouth, eyes, nose). They also include insightful strokes 
around the face while blurring it. Then use these images to 
train multiple CNNs. 

Other papers have also presented a CNN as Ranjan, M. 
Patel, & Chellappa, [30] proposed two Hyperface models, a 
CNN network based on the AlexNet architecture and a residual 
network based on the ResNet 101 architecture. Models are 
multitasking and can be trained to perform face detection, POI 
coordinate prediction, pose estimation, and gender recognition 
simultaneously. 

Wolfshaar, F. Karaaba, & A Wiering [31], use a CNN 
(ImageNet's BVLC) designed to recognize objects belonging to 
20,000 categories. In a separate experiment, two datasets 
(ColorFeret and Adience) of the face were further trained. 
Then extract the visual features from the penultimate 
convolutional layer and use them to train the linear SVM. 

Ozbulak, Aytar, & Hazim, [32], showed that transfer 
learning domain-specific models (such as VGG Face) can 
perform better than recycled CNN with limited data. They 
achieved this by comparing GilNet (a shallow benchmark CNN 
trained on the Adience dataset) with two enhanced deep CNNs 
(one for the VGGFace face and the other more general 
Alexnet). Then these two enhanced CNNs are used as 
descriptor extractors, and these descriptors will become the 
training data of SVM. 

C. Problem Statement 

For the moment, Laâyoune TV does not have a 
computerized archiving system, neither a desktop application 
nor a web application, and only uses handwritten recording. 

On a daily basis, the archivist proceeds to view each video 
clip, and writes the visual information of each video, which 
drew my attention to the design of a model that uses two 
methods of machine learning, in particular the vision by 
computer, in order to help the television set up an automated 
system which does the same work of an archivist to extract the 
data from the video as it is written in the register, with the aim 
of minimizing the lead time of the archiving task which 
consumes about one hour of work daily which will free the 
archivist to use this time for other more important tasks. 

Also depending on the global health situation due to the 
Corona 19 epidemic [33], the Moroccan national radio and 
television company complies with government laws that 
encourage remote work. 

The main purpose of a text extraction system is to accept 
video files, detect the text, extract it, and produce an ASCII file 
including the text in a format that can be used by other 
applications. 

Text detection is performed in each frame of the video. The 
rectangles representing the location of the text are followed 
during their period of appearance to associate the 
corresponding rectangles in the different frames. 
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This information is necessary to improve the content of the 
image, which can be achieved by integrating several rectangles 
containing the same text. This phase must produce sub-images 
of a quality in accordance with the prerequisites of an OCR 
process. Therefore, face recognition of news anchors is used to 
separate each story from the other. 

This system makes it possible to extract several information 
of the news anchor (Fig. 2), the cities (Fig. 3), the people who 
speak in the microphone (Fig. 4), and the journalists who work 
in the reports (Fig. 5), in order to provide a complete 
document. 

 
Fig. 2. Example of a TV News Presenter. 

 
Fig. 3. Example of a City Name in a Report. 

 
Fig. 4. Person Speaks with a Microphone. 

 

Fig. 5. Example of a Team that Produced a Report. 

The detection and recognition system must be able to 
observe a scene. The acquisition conditions of each sequence 
of images obtained are checked. Usually, capturing the news 
anchor's face images will be done in front view and in best Full 
HD (1980x1080) image quality. “Table I” summarizes the 
video resolution specifications. 

TABLE I.  VIDEO TECHNICAL SPECIFICATIONS 

Type Video 

Codec MPEG-2 Video (mp2v) 

Resolution 1920X1080 

Frame rate 25 

Planar decoded format 4:2:2 YUV 

This system tries to extract and process much information 
to extract each text frame and recognize faces at the same time 
(Fig. 6). 

 

Fig. 6. Processing Model Diagram. 

There are two types of text in a video: 

 Natural text. 

 Overlay text. 

1) Natural text is the text that appears in the video when it 

is recorded. These texts are part of the scene where the video 

is recorded. Example: nameplate number, text on a man's t-

shirt, license plate number (Fig. 7). 

 
Fig. 7. The Name Appears in a Drinking Water Cistern. 

2) Overlaid text is the text that was not part of the video 

when it was recorded, but is overlaid to give additional 

information about that particular scene. Example: text 

appearing in the Lower third of TV shows (Fig. 8). 

 
Fig. 8. Example of Lower Third. 

Natural text is not of much use because it contains less 
important information, but overlay text contains information 
that is of great importance. Therefore, the main objective of the 
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proposed system is to detect the superimposed text appearing 
in the video. 

News Lower third is static or scrolling depending on the 
choice of news channel. Both variants have their own 
challenges. Static Lower third have a fixed space on the video 
frame to accommodate all text. News channels decrease font 
size to accommodate more text in some cases. Some channels 
also perform horizontal compression of text within the frame. 

In the context of news videos, the space allocated to the 
Lower third is fixed and generally designed to accommodate 
most ligatures, but some are complex. 

D. Material and Method 

Lower third Extraction, has been refined an implementation 
of the efficient and accurate scene text detector (Tesseract) 
using the Python programming language [34], on a video to be 
able to return the bounding boxes of all text in a frame image 
(Fig. 9). 

 
Fig. 9. Extraction using a Text Detector (Tesseract). 

Python has very strong community support with many 
useful packages and libraries. It is also one of the most popular 
programming languages for data science, machine learning, 
artificial intelligence, and scientific computing in general. 

The Tesseract engine supports multilingual text recognition 
[35] [36]. However, recognizing cursive scripts using Tesseract 
is a difficult task, the Tesseract engine is analyzed and 
modified for recognition of Arabic writing style. The original 
Tesseract system has accuracies of 65.59% and 65.84% for 14 
and 16 font sizes respectively, while the modified system, with 
reduced search space, yields accuracies of 97.87% 
respectively, and 97.71%, this algorithm uses the characteristic 
of the densities of special symbols in each line of text, which is 
calculated using the built-in character classifier in Tesseract 
[37]. 

III. TEXT RECOGNITION AND EXTRACTION 

A. Segmentation 

This step is applied to each Frame or image, using the OCR 
algorithm, the text box is detected. The detected text regions 
are then refined to increase the efficiency of text extraction. 
The effectiveness of text detection depends on the font color, 
text size, background color, and video resolution. 

B. Classification 

Classification is a form of data analysis that extracts 
patterns describing classes of data, these patterns are called 
classifiers, and they predict class labels. In this step, the system 

must make a decision based on the used algorithm. This 
analysis can help us better understand the data set. 

C. Competition Dataset 

In this section, he discusses in detail the process of 
preparing the dataset and the rigorous measures that were taken 
to ensure maximum diversity throughout in the dataset, through 
the collection of newsreel video recordings from the source of 
the National Radio and Television Company (SNRT), in High 
Definition (HD). At the face recognition level, there is a 
Database (Dataset) of 7 TV news anchors (Fig. 10), where the 
system will process these 7 faces to detect them in the video. 

The storage of the extracted information for each video is 
ensured in a separate file bearing the title of the video in the 
form of a text file, with a small volume. 

The videos are stored in a storage server, each video bears 
the name of the log “newsfeed” + the date (Fig. 11). 

 
Fig. 10. Training Dataset for Face Detection. 

 
Fig. 11. News Video Clips Stored in Hard Drive. 

The advantages of this system: 

 Facilitates the task of the archivist and makes the data 
search and classification simpler. 

 Generates a complete newscast information file for 
extraction. The disadvantage of this system 

 Must have a robust computer capable of mass 
computing and processing information. 

 Very slow extraction due to processing each frame for 
text and face recognition at the same time. 

IV. RESULTS AND DISCUSSION 

The extraction of the Lower third was however more 
complex. It is useful to know the fixed position and speed of 
the Lower third output for each part. Using this information, 
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the algorithm extracts the two parts of the recognition to 
prepare each frame received from the video file in MXF format 
for the news anchor face localization stage (Fig. 12). 

Start of the video with the main presenter (start of the 
report 0) ------------- → report 0 --- ----------- → senior reporter 
start report 1 ---------- → report 1 ------------- → senior reporter 
start report 2 -------------- → report 2 ------------- → 
. 
. 

. 

. 

senior reporter start report n -------------- → report n ------------- 
→ start the conclusion (end of images) -------------- → 
conclusion ------------- → end 

After entering the correct addresses (Fig. 13), you will have 
access to the reception platform which consists of: 

 The "Choose a file" button to load the selected video 
into a disk. 

 The "Download video" button to start the extraction. 

In this Application, two techniques have been 
implemented; face detection and text detection. 

Before launching data extraction, it is first necessary in the 
first time to use this system, to train the news presenters in 
order to generate a PICKLE type file. 

In this case, 900 photos from these seven news presenters 
are used. 

Once the news presenters to be recognized does not 
correspond to any person in the file (PICKLE), a message will 
be displayed to indicate that this person is unknown, this 
message will also appear in the final result file and also a copy 
of the images in the "image" folder. If the news anchor you 
want to recognize exists in database, the application will 
display his first and last name. 

The objective of this final report is to filter useful 
information for the archiving service in order to recognize the 
news anchor, the people, the number of reports and the 
employees who produced the television news. 

Given the amount of potential software in the audiovisual 
field that can be based on this type of application, this software 
must meet the requirements of speed and robustness of results. 

 

Fig. 12. Facial Recognition and OCR Home Interface.
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Fig. 13. Facial Recognition and OCR Home Interface. 

Finally, a custom web application is created (Fig. 14). The 
user interface (frontend) is implemented using HTML, CSS 
and JavaScript. The (backend) of this test application was built 
using Python with Flask [38], a library for building APIs, 
combined with the packages and scripts needed to implement 
OCR and facial recognition. The use of this web application is 
allowed to get an idea of the video treatments that can be 
processed successfully. 

 

Fig. 14. Extract Result in a System Report. 

V. CONCLUSION 

In this paper, a prototype audio-visual archiving system 
based on face and text detection in Arabic language is designed 
and implemented. Experimentation shows that the overall 
recognition accuracy is greater than 88%. 

On the other hand, the majority of research works related to 
video presents a variety of approaches concerning different 
domains and processes video in general, but does not consider 
integrating both face and text recognition into a single model. 
This is therefore the first objective to be attained through this 
paper. 

This approach ensures that human resources help achieve 
the desired objective by automating the required filing system 
fixed by managers. This study shows that this problem is very 

complex. For this, it was used the algorithm of SVM as well as 
CNN and library Pytesseract at the same time to solve this 
problem by the good choice of the parameters and the tolerance 
coefficient. The optimal solution obtained makes it possible to 
validate the proposed approach but has a problem of program 
execution time given the complexity of video processing and 
computer processors. In future work, he will study similarity 
semantics for image video text classification. Additionally, it 
will try to build a bigger model for different languages. 
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Abstract—Data recovery is one of the forensic techniques used 

to recover data that has been lost or deleted. Data recovery is 

carried out if there is a condition where the data that has been 

owned is deleted or damaged. If the data has been lost or deleted 

or even tampered with, then a forensic expert has several ways to 

restore data that has been lost or damaged. One of them is to use 

a complete data recovery method using forensic tools, namely, 

TSK Recover, FTK Imager, Foremost Recover, and Testdisk 

Recover. Unfortunately, tools such as FTK imager and TSK 

recover have a weakness, namely that some damaged or 

corrupted data files cannot be restored in their entirety; they can 

only be recovered but not be opened. This study uses a tool 

comparison method approach using foremost recover and 

Testdisk recover. It's just that this method cannot be used using 

the graphic user interface (GUI) but using the CLI (Command 

Line) in the LINUX operating system. And the files that have 

been recovered will be fully recovered. 

Keywords—Recovery; tools; FTK imager; foremost; Testdisk 

I. INTRODUCTION 

Data loss is a condition where the data that has been 
owned becomes corrupted or deleted [1]. According to several 
researchers, there are many companies or individuals who 
accidentally delete their personal data. It is very important for 
digital forensic analysts to have the right tools to recover data 
[2]. All devices store a lot of important data and information 
that is always used for personal and corporate purposes. 
Forensic tools are used by thousands of digital forensic 
professionals. The functionality of forensic tools varies greatly 
[3]. 

Currently, there are many simple data recovery tools; 
several features have been provided consistently for more 
effective forensic extraction to get the whole data [4]. 
including image storage, file data hashing, data visualization, 
and data carving on damaged images. However, most of these 
tools are paid for [5]. Due to the limited inspection features, 
the extracted data cannot be ported directly to the circuit to 
extract additional evidence. In this study, I present several 
tools that will help forensic analysts perform open source-
based data recovery on Linux [6]. 

Data recovery is the process of recovering a problematic or 
lost system so that it can be recovered as usual [7]. Data 
recovery is also a forensic technique that is often used to 
search for digital artifacts that have been lost or deleted from 
devices such as cellphones, computers, and laptops [8]. Data 

backup, which is a preventive measure that is intentionally 
done to protect data by copying or copying data to other 
storage media [9]. 

This study aims to determine the forensic tools that are 
useful today and in the future. To overcome the occurrence of 
data loss, a digital forensics expert is needed [10]. Data 
recovery is one of the techniques that must be mastered by 
digital forensic experts [11]. If there is data damage or data 
loss, then it is the job of a forensics officer to recover data that 
has been lost or damaged [12]. Several cases of data 
corruption or data loss are one of the challenges that digital 
forensics experts must face. There are several data recovery 
tools used by digital forensic experts, such as Autopsy, FTK 
imager, TSK recover, Foremost, and Testdisk [13]. 

In the case of previous research, many forensic experts use 
this tool as a tool to find evidence [14]. This tool is very 
helpful for recovering data that has been lost or damaged, but 
this tool has a certain weakness, when restoring data or data 
recovery, namely data that has been damaged can only be 
recovered but cannot be opened in its entirety, therefore the 
solution what is needed is a complete recovery, data that has 
been retrieved / damaged can be recovered and reopened the 
same as before. To overcome this problem, a forensic expert 
uses recovery tools in a storage [15]. 

Recovery of the data to be recovered is in the allocated 
space and unallocated space [16]. This space stores all files 
that are still available and can be read logically, and stores all 
files that are no longer available, even if they have been 
deleted from storage and cannot be read logically [17]. 

From some of the references found, it can be concluded 
that previous research related to the themes discussed included 
many case studies that used forensic tools and used several 
methods to recover lost data [18]. The data is stored in various 
storage devices such as flash drives, HDDs, SSDs, and RAM. 
The storage is on mobile devices, computers, and even 
servers. Data recovery methods also vary depending on the 
storage to be processed. One of them is using autopsy tools or 
other forensic tools [19]. This tool is very helpful for forensic 
experts to find lost data files, such as JPG, MP4, PDF, PNG, 
Doc, Zip, Rar files, and so on. It's just that this tool has certain 
weaknesses when it comes to data retrieval or data recovery. 
Data that has been damaged can only be recovered but cannot 
be opened in its entirety. Therefore, the solution needed is full 
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recovery. Data that has been lost or damaged can be recovered 
and reopened the same as before [20]. 

Efforts to provide data recovery solutions for handling 
digital evidence on a storage device such as a smartphone 
have been discussed by Wilson & Chi (2017) using digital 
forensic tools to make it easier to acquire data. The most 
important thing about recovering data is the recovery method 
because there are many ways to acquire and recover data [12]. 

However, there are several researchers who provide 
reviews of data recovery with different techniques and 
different devices, as discussed by Povar & Bhadran (2011). 
The carving technique is what is meant. This technique helps 
in finding hidden or deleted files from digital media or with 
the data acquisition technique that has been discussed by Jo et 
al. (2016) regarding data acquisition using forensic tools, 
namely Autopsy. This technique is very helpful for a forensic 
expert to collect data or evidence [21]. 

Several films and photographs in the form of corrupted or 
damaged JPG, MP4 and PNG files will be used as part of the 
data to help solve this issue. Additionally, it will be processed 
afterwards using a number of forensic programs, including 
Testdisk Recover, Foremost, and the Sleuth Kit Autopsy. 
These tools will receive this data and begin the recovery 
procedure [22]. The final step allows for a comparison of 
numerous efficient tools that can be used to carry out a 
complete recovery. Using digital forensic tools to aid data 
capture, Wilson & Chi outline efforts to provide data recovery 
solutions for digital evidence on a storage device like a 
smartphone. Since there are numerous ways to obtain and 
recover data, the recovery method is the most crucial factor 
[23]. Using a live forensics procedure with the Formost 
recovery program or Testdisk recover is the suggested solution 
for flawless data recovery. Data can be acquired with this tool 
from storage devices as HDD, SSD, FD, CD/DVD, zip, and 
rar [12]. 

This study compares the forensic tool settings that will be 
utilized to recover deleted or damaged data in the form of data 
file formats that will be used as evidence in cybercrime case 
resolution [24]. In this investigation, data recovery is carried 
out on Linux utilizing the live forensic method. The findings 
of this study should aid in our understanding of digital 
forensics, particularly with regard to data recovery [18]. 

A forensic technique applied while the system is operating 
is called live forensics. This is because when the system is 
switched off, the data that needs to be recovered can be lost. 
This live forensic technique is typically applied to memory 
scenarios where data can be written to or erased from—this 
type of memory is also known as volatile memory or non-
volatile memory [25]. 

II. RESEARCH METHOD 

The procedures needed to conduct a study are known as 
the research technique. These procedures are taken so that a 
scientific process can be used to tackle the difficulties that 
develop by providing logical and systematic solutions, as 
shown in Fig. 1. 

 

Fig. 1. Research Methodology. 

A. A Study of the Literature 

In order to support the overall objective of this research, 
the purpose of this literature review is to gather information 
materials on research topics that can be sourced from articles, 
papers, journals, papers in the form of theories, research 
reports, or previous findings. We also visit several websites on 
the internet that is related to these theories about digital 
forensics, evidence, and recovery. 

B. Tools for System Preparation 

This is a step in creating the hardware and software 
specifications needed for research projects like planning and 
putting into practice a comparative examination of data 
recovery utilizing a flash drive. Such as setting up the system 
and installing software. The physical machine has Microsoft 
Windows 11 Home installed as its operating system. The 
employment of physical computer hardware and software as 
research tools and materials is necessary for the successful 
operation of the experimental implementation. The following 
tools and materials are employed in this process: 

• MSI Modern 14 laptop with specifications: 

a. Processor : Intel Core ™ I7-10510U CPU  

     1.80Ghz 

b. Memory : 512 GB / 8 GB RAM 

c. OS  : Windows 11 home insider 64-bit 

• Flashdisk 8 GB 

• TSK recover tool 

• Foremost recover tool 

• Testdisk Recover tool 

• Oracle VM virtual box (CSI Linux) 

C. Proposed Methodology 

1) Foremost Recover Forensic Method 
In order to replicate the functionality of the DOS carving 

software for usage on the Linux platform, the most recent 
recovery technique was developed in March 2001. Special 
agents Kris Kendall and Jesse Kornblum from the Office of 
Special Investigations of the US Air Force originally wrote 
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Formost. The program was altered in 2005 as part of a 
master's thesis by Nick Mikus, a researcher at the Naval 
Graduate School's Center for Information Security Studies and 
Research. Among these changes were improved accuracy and 
foremost extraction rates. 

This method is intended to read and copy data straight 
from the disk into the computer's memory without taking into 
account the underlying file system type. The method of file 
carving is used by Formost Recover to look for header file 
types that coincide with those in the formost configuration 
file. There are no alternatives for a graphical user interface, 
hence the command line interface is primarily used. The JPG, 
GIF, PNG, BMP, AVI, EXE, MPG, WAV, RIFF, WMV, 
MOV, PDF, PLE, DOC, ZIP, RAR, HTM, and CPP file 
formats can all be recovered using the first 
approach. Additional file types can be specified in the 
configuration file formost.conf, which is typically located in 
/usr/local/etc. It can be used to recover data from hard disks 
that use the ex3, NTFS, or FAT file systems as well as directly 
from picture files. In example, it can be used to retrieve data 
from a smartphone via a computer as shown in Fig. 2. 

 

Fig. 2. Example Image Foremost Recover Method. 

2) Testdisk Recover Forensic Method 
A free and open-source utility called Testdisk is used to 

recover data from missing or deleted partitions. There is no 
user interface version of this utility; it is CLI driven. A digital 
forensics specialist can utilize this to restore partitions that are 
unable to boot due to things like virus attacks and, of course, 
purposeful or unintentional destruction of the partition table. 
This testdisk can also do a number of additional tasks, 
including: 

• Recover FAT32 boot sector from backup 

• Recover boot sector FAT12/FAT16/FAT32 

• Recover NTFS boot sector 

• Restore NTFS boot sector from backup 

• Fix MFT using MFT mirror 

• Find backup superblocks ext2/ext3/ext4 

• Undelete file from FAT, exFAT, NTFS, and ext2 file 
system 

• Copy file from FAT, exFAT, NTFS and partitions 
deleted ext2/ext3/ext4 

A forensic expert who is looking into a case involving data 
loss or corruption will find this Testdisk to be of great 
assistance. Fig. 3 depicts a sample of the Testdisk recover 
technique. 

 

Fig. 3. Example Image Testdisk Recover Method. 

D. Recovery Method Workflow 

Workflow recovery methods are phases or steps that 
digital examiners must go through when performing digital 
tasks, beginning with preparation, extraction, and analysis. As 
shown in Fig. 4. 

 

Fig. 4. Workflow Method Recovery. 

• Preparation 

By providing storage space for data that will be recovered 
and extracted, we set the stage. 

• Extraction 

This carries out file extraction by locating and restoring 
deleted files. The properties of the file structure, deleted data, 
file name, file size, and location will all be made known 
through file extraction. 

• Analysis 

It is in the process of analyzing the outcomes of file-
checking. In order to assess or evaluate the success of data file 
extraction and can suggest the technologies that are best for 
file recovery in this investigation. 
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E. Data Recovery Comparative Analysis 

Using forensic tools like TSK recover, Formost, and 
Testdisk recovery, the data recovery stage of comparative 
analysis was extracted. Damaged data files like JPG, PNG, 
and MP4 on flash drives, HDDs, SSDs, and other storage will 
be examined using a data file recovery approach utilizing a 
number of tools, which will then discover variations that 
impact data recovery on these tools so that they may be 
opened again. in full. Tables I and II show many tables that 
depict the outcomes of the recovery based on the findings of 
the forensic investigation. 

TABLE I.  FLASHDISK DATA RECOVERY RESULTS 

Storage Flasdisk 

Tools TSK recover, FTK imager, Foremost, Testdisk 

Jenis File JPG, PNG, MP4 

Recovery status Succeed Not successful 

√  

TABLE II.  HDD/SSD DATA RECOVERY RESULTS 

Storage HHD / SSD 

Tools TSK recover, FTK imager, Foremost, Testdisk 

Jenis File JPG, PNG, MP4 

Recovery status Succeed Not successful 

√  

III. RESULTS AND DISCUSSIONS 

A. Preparation 

By providing storage space for the data that will be 
recovered and extracted, the preparation stage is prepared. In 
this study, we used flash storage that contained unopenable rar 
files containing JPG, PNG, and MP4 files. The tests and 
findings obtained have as their goal getting a full recovery file 
so you can compare the forensic tools utilized. Some of these 
files are hashed, as indicated in Tables III and IV, to 
demonstrate their validity in comparison to the findings of 
forensic analysis and recovery. 

TABLE III.  MD5 HASH 

 

TABLE IV.  SHA1 HASH 

B. Extraction 

File extraction will also expose the characteristics of the 
file structure, deleted data, file name, file stamps, file size, and 
location during the extraction stage, which is to extract files 
by locating and recovering deleted files. The tools that aid in 
the extraction process run on Linux and use Guysmager using 
the tools TestDisk and Foremost for data recovery. 

Another independent acquisition tool that may be used to 
clone disks and make forensic pictures is Guymager. 
Guymager, created by Guy Voncken, is entirely open source, 
only works on Linux-based hosts, and shares many of the 
same capabilities as DCLDD. Guymager, the forensic imager 
included in this package, is made to operate quickly, support a 
variety of image file types, and be extremely user-friendly. It 
leverages parallel compression in its high-speed multi-
threaded engine to maximize performance on multi-processor 
and hyper-threading engines. It is shown in Fig. 5. 

 

Fig. 5. The Process of Mounting File in Guymager. 

1) Recovery Process 
The recovery step involves a data recovery procedure 

using a number of programs for comparison, including 
TestDisk Recovery, TSK Recovery, FTK Imager, and 
Foremost. After that, the recovery process will use the 
extracted files. One of the Linux CLI-based tools for data 
recovery is the TSK recover utility. There are some JPG files 
that cannot be accessed, as illustrated in Fig. 6; however the 
recovery procedure utilizing the TSK recover tool was 
successfully recovered. 

No Data file Initial MD5 Hash 

1 .JPG 459d4d4d38993bb270d9f8d7d5029a5c 

2 .PNG 120695b94e5d3bf867862eb42715a4a4 

3 .MP4 677f7dca67cdf3741d3f924a668fc2b2 

No Data file Initial SHA1 Hash 

1 .JPG 
1b036089c09444fe5ae1fb0f4279de1f99200fa8 

 

2 .PNG 
ccc7286c0ba4a4fb1a61a1793dfa4fc8b60ef60d 

 

3 .MP4 
13d1fcd6ef10140dc80726640564aabee08a6161 
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Fig. 6. File Recovery Process on TSK Recover. 

A tool that is frequently used for imaging files is the FTK 
Imager. The FTK Imager has a number of features, including: 

• Functions & Features 

• Full Disk Forensic Image 

• File Decryption & Password Crack 

• Parsing Registry Files 

• Collect, Process, and Analyze Data Sets Containing 
Apple's File System 

• Locate, Manage and Filter Mobile Data 

• Visualization Technology 

This utility is frequently used to restore erased data. 
However, it is clear that allocated and unallocated files differ 
throughout the recovery step. As seen in Fig. 7, it is a file that 
can be recovered but cannot be opened. 

 

Fig. 7. File Recovery Process on FTK Imager. 

The Foremost Recovery Tool is a program created to read 
and copy certain areas of the disk straight into the computer's 
memory while ignoring the underlying file system type. For 

the majority of recovers, it employs a technique called file 
carving to search for header file types that coincide with those 
contained in the primary configuration file. The best recovery 
tool for JPG files has been used to successfully recover all of 
the files. It is shown in Fig. 8. 

 

Fig. 8. File Recovery Process on Foremost Recover. 

Data can be recovered from lost or deleted partitions using 
the free and open-source Testdisk recover utility. A digital 
forensics specialist can restore partitions that are unable to 
boot due to reasons including malware attacks and purposeful 
or unintentional loss of the partition table using this CLI-based 
application, which does not have a user interface version. 
Fig. 9 illustrates how the recovery procedure using the 
Testdisk recover program was successful in restoring lost and 
damaged files. 

 

Fig. 9. File Recovery Process on Testdisk Recover. 

C. Analysis 

The analysis step is where the outcomes of the files that 
have been checked are examined. A comparison of the data 
recovery tools, when situations like missing or damaged files 
arise, you must use the resources at your disposal to find a 
solution. You must experiment with all of the forensic tools, 
not just one. It makes sense that certain tools are unable to 
recover files perfectly while others are successful in doing so, 
as in this study is shown by Tables V and VI. 
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TABLE V.  RESULTS OF STATUS RECOVERY ALLOCATED FILES 

A sort of file storage known as allocated space is still 
accessible, and the files contained therein can still be read 
logically. All files in the designated space can be fully 
recovered after conducting research with the aforementioned 
instruments. 

TABLE VI.  RESULTS OF UNALLOCATED FILES RECOVERY STATUS 

Files that are no longer accessible or have been erased and 
cannot be read logically are stored in unallocated space. Not 
all files have been totally and flawlessly retrieved after 
utilizing the following utility to do research on data files in 
unallocated space 

IV. CONCLUSION 

Based on the results of research on the comparison of data 
recovery using open source-based tools on Linux, the results 
of the comparison of these tools with previous research are 
very different. Due to the limited features available in open 
source forensic tools like the TSK recover tool and FTK 
Imager; it makes investigators hard to get valid evidence. It 
can be concluded that among these tools there are those that 
can recover data files that have been damaged and can be 
reopened in their entirety and some are not. One of the open 
source based tools that can be used is foremost recover and 
Testdisk recover. This tool is a solution to the problem of 

recovery. Of the tools that have been tested, only 50% have 
been fully recovered. Namely, TSK recover and FTK imager. 
While the foremost tool, Testdisk, can recover 100% 
completely. However, tools that can't recover completely don't 
mean they're not good. These tools are still recommended and 
can be used to assist investigators in the investigation process. 
Investigators can have several options for forensic tools to 
carry out the investigative process. This study aims to 
determine the forensic tools that are useful today and in the 
future. 
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Abstract—Advanced Persistent Threat (APT) attack has 
become one of the most complex attacks. It targets sensitive 
information. Many cybersecurity systems have been developed to 
detect the APT attack from network data traffic and request. 
However, they still need to be improved to identify this attack 
effectively due to its complexity and slow move. It gets access to 
the organizations either from an active directory or by gaining 
remote access, or even by targeting the Domain Name Server 
(DNS). Nowadays, many machine learning (ML) techniques have 
been implemented to detect APT attack by using the tools in the 
market. However, still, there are some limitations in terms of 
accuracy, efficiency, and effectiveness, especially the lack of 
labeled data to train ML methods. This paper proposes a 
framework to detect APT attacks using the most applicable 
clustering algorithms, such as the APRIORI, K-means, and 
Hunt’s algorithm. To evaluate and compare the performance of 
the proposed framework, several experiments are conducted on a 
public dataset. The experimental results showed that the Support 
Vector Machine with Radial Basis Function (SVM-RBF) achieves 
the highest accuracy rate, reaching about 99.2%. This accurate 
result confirms the effectiveness of the developed framework for 
detecting attacks from network data traffic. 

Keywords—APT Attack detection; DNS; network; 
cybersecurity; clustering algorithms 

I. INTRODUCTION 
People and organizations worldwide use technology for 

most of their daily activities. This change is called digital 
transformation, which requires organizations to profoundly 
transform their business model, infrastructure, processes, and 
culture. So, the usage of the Internet is increased [1]. Although 
technologies and the Internet make life easier, they have been 
used for harmful purposes. Cybersecurity crimes impact 
society [2] since these crimes occur through modern 
communication devices using internet connections. The actors 
who cause a cybercrime are called attackers, and they are 
different kinds and have multiple goals; one of those kinds is 
APT Attacks. APT stands for Advanced Persistent Threat [3], 
and it is one of the top cybersecurity concerns in enterprise 
networks [4]. APT means:  Advanced, which means the 
attacker is stealing, targeting, and data-focused attacks [5]. 
Persistent means an attacker identifies the target to breach, 
hide, and exploit them [6]. Word Threat in APT means the 
extraction of critical data [5]. APT are complex, and they are 
well-planned security attacks [7]. So, its consequences will 
impact the organizations by stealing intellectual property, 
compromising and stealing sensitive information, stealing 

classified data, critical organizational infrastructures, and 
accessing diplomatic communication channels. Also, the 
ability to detect APT activity at the network level is heavily 
dependent on leveraging threat intelligence [8]. Attackers use 
multiple techniques to hide and infect the targets; the method is 
not limited to phishing, zero-day attack, waterhole attacks [3], 
and denial of service (DoS) attacks [9]. APT attack functions 
are developed to avoid detection as long as possible [10]. So, 
many techniques have been used to detect change controlling, 
sandboxing, and network traffic analysis [11]. 

Increasing the frequency of security breaches and 
cyberattacks on the Internet of Things (IoT) requires 
dependable security solutions [12]. In addition to firewalls, the 
Network Intrusion Detection System (NIDS) is the second 
network infrastructure security system that detects malicious 
activity and prevents attacks [13-15]. Moreover, security 
administrators typically choose password protection systems, 
encryption techniques, and access controls to protect the 
network. These measures, however, are insufficient to protect 
the system [16]. As a result, the administrators prefer to utilize 
Intrusion Detection Systems (IDSs) to monitor network traffic 
and detect malicious attacks [17-21]. For example, in [22], the 
authors proposed an over-sampling Principal Component 
Analysis (PCA) to address the anomaly detection problem. 

Today, alert correlation is done using Security Information 
and Event Management (SIEM) systems such as Splunk, 
LogRhythm, and IBM QRadar [23]. They collect multiple log 
events and alert various sources. But the APT Attack has 
evolved to bypass security mechanisms that are difficult for 
technologies to find [24]. This paper studies how to detect APT 
attacks according to the framework. Currently, there is a 
significant potential for cyber-attack these days. A cyber-attack 
is intentionally exploiting computer systems, infrastructures, 
and networks. Cyber-attack has been done throw the attackers; 
the attackers are multiple kinds and category. These attackers 
are different from each other in terms of the goals and methods 
they use. Common types of cybersecurity attacks are malware 
attacks, Denial-of-service attacks, password attacks, and APT 
attacks. APT is a complex and multi-stage attack. Since its 
complex, they need many stages to meet their target by 
collecting information as much as possible and carefully [25]. 
Afterward, they will use their technique to reach what they 
need, such as phishing. Attackers then collect confidential data 
using multiple malware after they breach the network. Also, 
they use various techniques to send the data taken to another 
server. 
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Based on the NIST framework, cybersecurity programs 
have five primary functions. These functions are, identify, 
protect, detect, respond and recover. Some attackers will be 
known in the preserve or prevent phase, and others in the 
detection phase. In this paper, we focus on detecting APT 
attacks. That detecting APT attacks is challenging because it 
defeats and supersedes the premier defense devices by 
injecting their techniques as part of large normal traffic [25]. 
They are also closely linked to each other and are hidden, so it 
is usually too late to detect them. The attacker needs more time 
to efficiently distribute the attacker’s activities and behaviors, 
with a challenging possibility to be detected. So, for APT 
attack detection, we use multiple techniques and tools to detect 
it using an attack signature, monitoring the network, and 
collecting network information. 

Several techniques are implemented to detect the APT 
attack by using the tools in the market. These techniques are 
either using artificial intelligence (AI) or machine learning 
(ML) methods. However, still, there are limitations in terms of 
accuracy, efficiency, and effectiveness, especially the lack of 
labeled data to train ML methods. Significantly, the APT 
attacks are brutal to be detected. They usually target sensitive 
and critical data. An organization infected and exploited by 
APT attacks will harm and lose many essential assets or data. 
APT attacks are very complex due to their lifecycle and 
evolution complexity. 

This paper's scope is to develop a framework and apply it 
as a tool to identify and detect APT attacks. Using machine 
learning for analyzing the attacker's behavior, the framework is 
implemented to help the cybersecurity specialist, especially 
those working in the Security operation center (SOC), to know 
and detect if their organization is breached and hacked by APT 
attackers. This framework will minimize the harm and impact 
that the APT attack will do. Also, it will be more accessible to 
cybersecurity vendors to build their detection tools. Through 
the proposed framework, the research contributions to the field 
can be summarized as follows. 

• A framework to detect APT attacks is proposed to 
tackle the lack of labeled data using unsupervised 
clustering algorithms such as the APRIORI algorithm, 
Hunt’s algorithm, and the K-means algorithm. 

• The proposed framework is implemented on the CSE-
CIC-IDS2018 dataset for achieving the performance of 
supervised learning of the ML models. 

• A comparative study of the five ML classifiers is 
performed to detect the APT attacks. 

• The framework's performance results are evaluated 
using several evaluation measures on the dataset. 

The rest of the paper is structured as follows: Section II 
gives a background for the study. Section III presents the 
literature review of the previous work on detecting APT 
attacks. Section IV explains the proposed framework to 
identify and detect an APT attack. Section V introduces the 
experiments with findings and discussions. Finally, Section VI 
summarizes the conclusions and future research work. 

II. BACKGROUND 
An APT attack's lifecycle is more complex than other kinds 

of attacks. A successful APT attack can be divided into 
multiple stages [26]. In the first stage, the attacker will define 
the target by determining who he will target and why he wants 
to target him. Next, he will select the team members and 
identify the required skills. Then the attacker will find the 
existing tools or develop new ones he/she needs. After that, the 
attacker will discover who has access to what he needs and 
what HW/SW will use. Then, the attacker will test if he/she can 
detect or not by deploying a miniature version of the tool, 
piloting a connectivity and alarm trail, check and spotting any 
weaknesses. Later on, he/she will launch full fledge attach on 
the victim’s platform. 

 
Fig. 1. APT Lifecycle. 

The first entrance will be shown in the network where the 
target is. After that, he will establish a secure connection from 
victim’s platform to his Command-and-Control Center. He will 
obtain credentials by creating a hidden Trojan on the victim 
platform. Then, he will start navigating through the rest of the 
platform to create more Trojans. After that, and once he gets 
what he was looking for, he will cover the tracks to remain 
undetected and make sure to clean up after himself. Fig. 1 
shows and summarizes the stages of the APT attacker’s 
lifecycle. 

III. LITERATURE REVIEW 
This section discusses the previous work related to 

detecting APT attacks. An intrusion detection system (IDS) is 
an inevitable line of defense against cyber threats [27]. The 
challenge here is that IDS lacks typical evaluation 
methodologies to detect this attack. This section will do a 
literature review for detecting APT attacks and what the 
target is. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

642 | P a g e  
www.ijacsa.thesai.org 

To detect APT attacks, two main approaches are commonly 
used, which are: 

• Detection based on signature: It is a well-known 
technique based on the attack's signature [28] and low 
efficiency. 

• Detection based on behavior: it is an enhanced 
technique that focuses on the attacker's signature and 
behavior [28], and its result is high efficiency and high 
processing costs. 

The literature review of APT attack detection will be 
divided based on what the attacker targets the system, network, 
or domains. 

A. APT Attack Targeting Active Directory 
As Active Directory (AD) is a system that manages the 

organization's accounts for windows systems. This fact makes 
it a target for APT attacks since it is expected that domain 
admin privileges have been accessed by APT attacks. 

To detect this attack, various research talks about it how to 
use machine learning and focus on the attacker’s signatures and 
characteristics [29], and they are: 

• Detection using authentication files: Using machine 
learning (Unsupervised) to analyze authentication files 
or monitor abnormal user behavior. 

• Process-based detection: utilizing backlist in 
conjunction with signature-based detection in the log 
files [29], then false negatives will arise case the 
attackers manipulate file names of the tools because the 
file name is the main element on the signature 
algorithm. 

• Detection through network traffic monitoring: an 
example of the methods is Golden Ticket [29] by traffic 
monitoring. But this feature is not implemented for 
windows systems. 

The proposed approach was for outlier detection using 
Domain Controllers logs with machine learning related to 
processes. The advantages of this kind of method are their 
ability to detect AD attacks with high accuracy by abusing the 
command and tools that attackers are using. Also, because it 
uses only Domain Controller logs, it is very cost-effective. The 
target is detecting attacks that require control of admin 
privileges of the Domain Administrator. 

The algorithms used are machine learning utilizing existing 
data without any programming effort. With this unsupervised 
learning, there is no need to provide correct answers [29]. So, 
no need to analyze the attacker's behavior. 

After evaluating the methods, machine learning was the 
most appropriate algorithm for their way. The other one was 
preprocessing for machine learning which describes the 
necessary preprocessing for machine learning. Any logs that 
show a particular feature, such as logs with blank values, need 
to be eliminated because they can be identified with no value. 
When the attackers disguise their identity as an official Domain 
Administrator account, and the hijacked Domain Administrator 
account uses tools or commands, the attacker also uses false 

detection. This means that Administrators use commands 
which are rarely used [29]. The APT Attack against AD is 
brutal to be detected since that attackers usually take advantage 
of processes and legitimate accounts [29]. 

B. APT Attack and Intrusion Detection Event 
The prediction model for intrusion detection is based on 

events that show the probability of threat intrusion detection 
events through the prediction task [30]. After the analysis, it 
detects the attacks before or after a particular attack exists in a 
correlation [30]. By extracting the events of intrusions, a 
specific scenario is configured. When it takes place after 
detecting it, the next attack in the plan can be predicted by 
investigating at which stage of the attack scenario the intrusion 
detection events occur. That will result in enabling the 
prediction of the last threat [30]. 

The intrusion detection event based on the prediction model 
collects and pretreats intrusion detection events [30], extracts 
sessions and threads, creates scenarios of the attackers through 
correlation analysis, predicts intrusions, & expresses the 
analyzed results [30]. 

The prediction based on intrusion detection events leads to 
a search of an event on a scenario of the attacker when an 
intrusion detection event is detected [30]. When a single event 
occurs, other events can take place afterward. The issues that 
face intrusion detection events can be given as follows: 

• Time required in prediction and verification of intrusion 
detection events: the daily average count of intrusion 
detection events was tremendous and incomparable 
with the duration of the collected data. So, it is 
necessary to extract successful attack events by time 
unit, attack type, and organization, distinguishing them 
from all intrusion detection events [30]. 

• Validity of prediction due to narrow gap in intrusion 
detection events: the time difference in the collected 
intrusion detection events verified their correlation was 
primarily within several seconds. Intrusion detection 
events in government organizations are managed by the 
enterprise system to monitor the database every five 
minutes [30]. So, the response to the events is primarily 
impossible, and the use of anticipated events is less. 

• Intrusion detection data and intrusion detection rule: 
these rules are frequently added, modified, and deleted 
[30]. Even though those rules are changed, the 
sequential rules must be learned, and the rules must be 
applied to an independent prediction model based on 
intrusion detection events [30]. To do this task, a full-
time employee needs to monitor and track it and be 
dedicated to this. 

• Stability of intrusion detection system: the rule-based 
system used for monitoring cannot provide stability to 
detect the continuously changing types of attacks [30]. 

Based on the intrusion detection event model, prediction 
and verification of the events problems are not only of the time 
required, but the issues of cybersecurity threat prediction, such 
as problems in intrusion detection rules, intrusion detection 
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data [30], and the stability of IDS systems. In addition, the 
main problem is that it requires automated monitoring 
detection to predict different APT attacks. 

C. APT Attacks Targeting Network Infrastructure 
Network infrastructure APT attacks are many. The first, 

called Moonlight Maze, targeted government networks [5]. The 
other one is called operation Aurora targeting cloud computers 
[5]. To detect those, the author wrote that many challenges 
would be faced; these challenges are [5]: 

• Unsupervised anomaly-based detection approaches to 
discover all anomalies. 

• Supervised alert correlation-based approaches decide 
whether some attacks are related or are a portion of a 
more advanced APT attack. 

Evaluation and training of those approaches would require 
entire labeled traces of networks with widespread abnormal 
and intrusions behaviors [5] and need to be labeled specially 
for APT-correlated alerts.  Also, there are several constraints in 
detecting an APT attack that targets network, such as: 

• No one unique path in which all APT attack activities 
can be detected. 

• Over time the APT attacks tend and adapt to use new 
tools and vulnerabilities. 

The approaches of the IDS, including APT detection 
methods, consider the feature construction and selection stages 
as the first-time consuming step. The features can be built 
using machine learning and data mining methods or manually, 
such as association mining, sequence analysis, and frequent 
episode mining [5]. Some of their features categories are: 

• Basic features: the essential attributes and features are 
collected from the connection of TCP/IP. 

• Traffic features: the attributes and features that can be 
computed or extracted from concerning a window 
interval. 

• Content features: the attributes and features that can be 
extracted from the data payload for suspicious 
behaviors. 

The result of targeting network infrastructure should be 
focused on automated methods for APT attack detection. It can 
cover two types of use cases according to the essential 
infrastructure. In the first use case, the large enterprise 
networks are considered to have known attacks, such as 
GhostNet [5], Moonlight Maze, and attacks on cloud 
computing-based systems like Aurora Operation. Usually, the 
detection is based on the attack model. For the second use case, 
the goal network is typically used to extract sensitive 
information [5]. One of the achievements of this paper is the 
investigation and description of the existing methodologies and 
the detailed overview of APT detection approaches related to 
their infrastructure. 

D. APT Attack to Get Remote Access 
The APT attack will get remote access to the target by 

embedding malware, installing them on the target’s device, 

connecting to the control server, and maintaining the control 
channel [31]. To maintain control of the contact, the heartbeat 
mechanism is also used [31]. They use HTTP, email protocol, 
and FTP [31] to get remote access. These protocols are 
standard protocols of application transport for communication 
to communicate between the inject sides and controls as hidden 
as possible to avoid security equipment inspection and audit 
[31]. Remote access is a perfect way for the anomaly to hide in 
the regular traffic since there are no variances between the 
communication of remote control and regular network 
application communication [32]. 

E. APT Attacks based on Domain Name Server 
One of the techniques to detect APT attacks is analyzing 

the domain name server (DNS). This is because DNS request 
constitutes only a tiny fraction of the overall traffic of the 
network, making it appropriate for analysis and investigation 
the large-scale networks [33]. Also, DNS traffic contains many 
significant features to recognize domain names that might be 
associated with malicious events. These features can be more 
enriched with related information [25]. 

The DNS feature extraction can be used to achieve an 
effective detection of APT attacks. There are three kinds of 
these features host, time, and domain. The APT Unsupervised 
Learning Detection (AULD) framework is proposed to detect 
APT attacks [25] using the DNS features. It can detect 
suspicious DNS domains with APT attacks based on 
unsupervised machine learning. The first step is to preprocess 
the collected DNS request; ten features have been extracted 
based on host, time, and domain. AULD framework can 
analyze many DNS log files and obtain the list of APT attacks. 
Also, it can extract the host, time, and domain features from the 
DNS log data regarding the behaviors of attackers during an 
APT attack detection [25]. 

The results have shown that the framework could detect 
APT activities effectively [25]. The list of suspicious domains 
can be detected by cybersecurity experts to define the entire 
APT attack detection process [25]. Also, the AULD framework 
can enable cybersecurity experts to analyze suspicious domains 
and block APT events as soon as possible [25]. 

F. APT Attacks based on Accessing Unknown Domains 
This section describes an architecture for detecting and 

monitoring APT attacks depending on access to unknown 
domains [28]. The architecture module of the APT attack 
detection and monitoring solution is shown in Fig. 3, and its 
methods are described as follows: 

• Accuracy: APT attacks are prepared through email 
spam, social phishing, and email phishing [28] to reach 
their targets. The APT attack detection by unknown 
domains has a high accuracy result if one unknown 
domain has been detected. Others will send an alarm to 
users [28]. Accordingly, admins will take the 
appropriate action. 

• Detection Time: APT attack detection can be handled in 
a real-time manner [28]. It is a very critical factor for 
preventing APT attacks at the early stages. 
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The algorithms for detecting an APT attack that targets 
these kinds are proposed as follows: 

• Algorithms for detecting unknown domains: these 
algorithms will identify the malicious domains that are 
possibly suspicious domains of APT attacks [28]. 

• Algorithms for monitoring access to unknown domains: 
these algorithms will monitor suspicious activities. The 
unknown domains will be detected using this algorithm 
that will be checked by using the generation rule 
algorithms and simply monitoring techniques [28]. 

The system model used to monitor and detect the APT 
attacks of unknown domains is shown in Fig. 2. The model has 
a number of components, given as follows: 

• Datacenter: the data center stores data, including 
weblogs, network traffic, and normalized data [28]. It 
gives information for monitoring and tracking network 
attacks. This extracted information is related to the 
activities and behaviors of the attackers. 

• APT attacks monitoring and detection component: these 
components monitor and detect APT attacks using DNS 
logs [28]. The data center provides input for this 
component. This component includes the following: 

o Database: it is used to provide and store data, which 
is associated with the signatures of the attackers. 

o Processing component: This component implements 
the algorithms, methods, and techniques which are 
used for processing to detect APT attacks [28]. The 
output of this component is a set of APT attacks and 
suspicious domains. 

• Alarm component: It is responsible for issuing warnings 
and alarms at different levels with evidence that the 
APT attacks penetrate the systems being monitored 
[28]. 

The architecture module of the APT attack detection and 
monitoring solution consists of the following components: 

• Database: this includes: 

o Signatures of APT attacks database: it stores the 
signatures of all APT attacks. 

o Detecting result database: it saves the domains that 
are analyzed and collected by the unknown in the 
database [28]. 

o Monitoring result database: the domains used for 
analysis DNS logs of unknown domains are stored 
in the database. 

 
Fig. 2. Detection of APT Attacks from Unknown Domains. 

 
Fig. 3. Architecture Module of the APT Attack Detection and Monitoring Solution [28]. 
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• Unknown domain detection: it consist of a set of 
algorithms to detect and monitor unknown domains, 
and it includes: 

o Signature-based unknown domain detector: they 
collect and extract the signatures from the described 
APT attacks DNS logs. They are used as evidence 
for APT attack detection. It compares the domains 
signatures in the DNS logs with the collected actual 
APT attack signatures. If the signatures are matched, 
then these domains are malicious; otherwise, they 
are benign [28]. 

o Machine learning-based unknown domain detector: 
this is done to identify unknown APT attack 
domains. A set of suspicious domains is provided as 
input, and a set of unknown malicious/benign 
domains is returned [28]. In this study, a clustering 
technique was employed. 

As a result, the APT attack has multiple stages and steps of 
its implementation. If one stage fails, the whole APT will fail 
[28]. The method presented is for APT attacks that uses 
monitoring access to the unknown domains in a real-time 
manner in high efficiency and effectiveness. 

The persistent nature of this kind of attack reveals the 
necessity of having precise analysis to measure the damages in 
the absence of proper diagnosis and treatment. This raises 
several concerns: 

1) Continues activities from adversaries to breach victims' 
platforms and to seek the weakest link. This requires 
continuous monitoring activities and applying the rights update 
to the media. 

2) It is not easy to detect the breaches once the advisories 
gain access to the victims' platform. This requires specialized 
tools and skilled human resources. 

3) Recovery will take time to clean up all the resources 
because of the methods used during the breach. 

4) Cost again this type of attack is high since it requires 
advanced detection and protection tools and continuous 
monitoring. 

5) Skilled resource availability will be playing a 
significant role, and it has to be appropriately addressed. 

IV. PROPOSED FRAMEWORK TO IDENTIFY AND DETECT AN 
APT ATTACK 

APT attacks are complex and hard to be detected. This 
paper introduces a framework for identifying and detecting 
APT attacks. The framework is an automated unsupervised 
machine learning [25], and the output is a set of suspicious 
DNS domains by analyzing the DNS features. This framework 
can report the suspicious domains to the security engineer and 
help the defenders detect faster APT attacks [25]. The 
framework is divided into four stages: the data collection stage, 
data preprocessing stage, feature extraction stage, and 
clustering stage. Fig. 4 shows the flowchart of the proposed 
framework. 

 
Fig. 4. Flowchart Diagram of the Proposed Framework. 

The first part of this framework is data collection, which 
will collect DNS data log records for a certain period. When 
finding a precise time sequence for an IP of the internal host, 
the accessing date, the accessing domain, and other fields 
among the APT attacker's reports and giving some malicious 
domains, this will star detect the APT attack. 

The second part is data processing; in this part, we will do 
the following [25]: 

• By extracting a valid field and changing the format of 
the data in the data raw. 

• Folding domain into the next level of domain. 

• Deleting the whitelist of sites. 

• Deleting famous websites within the internal network to 
get the experimental data. 

A feature extraction will then be done by knowing the 
number of devices that get access to the domains, the domain's 
popularity, access time, automatic connection, domain age, and 
similarity of a domain. This is all based on the three types of 
features, which are time, host, and domain. The last part is the 
clustering process, and this is done according to the proper 
algorithm upon testing them such as K-mean clustering 
algorithm, or Hierarchical clustering, or Density-based 
clustering algorithms. The framework contains the following 
steps: 

• Data preparation: This is the stage of data preprocessing 
in which unnecessary features and duplicate instances 
are removed in preparation for identification. Convert 
categorical attributes to numerical values through data 
digitization. Normalization for modifying the scale, 
type, and probability distribution of variables in a 
dataset is an example of a data transformation. 

• Feature selection and reduction: using the PCA 
technique to pick the most relevant features subset 
approaches the detection phase as input. 

Detection: On the CSE-CIC-IDS2018 dataset, we improved 
classification accuracy by utilizing KNN, decision tree, and 
two kernels (linear, RBF) with SVM machine learning 
classifiers, as well as a random forest classifier. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

646 | P a g e  
www.ijacsa.thesai.org 

A. Model Evaluation 
After the model is trained using the training data samples, it 

can pass into the test step. Inspecting how the model works in 
practical circumstances is the aim of testing. This stage allows 
us to evaluate the model's precision. In this study, the model 
attempts to identify the APT attack using the knowledge gained 
during the training step. The evaluation process is vital because 
it enables us to determine whether the model accomplishes the 
objective of classifying the network traffic. The previous 
procedures must be repeated until the requisite accuracy is 
attained if the model does not function as anticipated during the 
testing phase. As previously indicated, it should not use the 
same data that was used during the training phase. It needs to 
utilize a different data splitter from the data set for analysis. 

The accuracy of the outcome is one of the classification 
measures taken into consideration for evaluating the trained 
models. When producing classification outputs, there are four 
possible outcomes: true positives, true negatives, false 
positives, and false negatives. These four outcomes are 
represented on a confusion matrix. The matrix can be created 
based on the results after classifying the test inputs, and each 
output can be classified as one of the potential outcomes. The 
model's accuracy is measured by the proportion of correct 
classification from the test data. The number of correctly 
classified instances divided by the total number of instances 
gives the result of accuracy. Additionally, classification models 
are assessed using additional metrics such as precision and 
recall. 

B. Adopted Algorithms in the Framework 
This section proposes an intrusion detection system based 

on machine learning algorithms. A Principal Component 
Analysis (PCA) algorithm is used for feature reduction. This 
method improves the performance detection task [22]. 
Traditionally, PCA reduces the feature dimension by linearly 
transforming original n-dimensional features into n orthogonal 
axis, as shown in Fig. 5. By projecting an observation onto 
each of these axes, a new set of n uncorrelated variables is 
created. The new feature vector is composed of a subset of 
these variables with a high eigenvalue. However, each derived 
feature requires n × n multiplications and the use of all original 
features to compute. The computation time for feature 
extraction will rise as a result of this. In this study, a PCA 
removes some unnecessary features from the feature set. The 
information extracted from the coefficients of the Principal 
Components (PC) is used for feature ranking and reduction. 

The covariance matrix (C), of the n-dimensional features 
vector taken from positive training samples, is created first. 
The Principal Components are then determined using C's 
eigenvalues and eigenvectors (PCs). There are a total of n 
potential PCs. Each of the PCs has n coefficients, each of 
which is associated with a correlated feature from the original 
feature pool. The characteristic associated with the PC's largest 
coefficient is placed in the highest rank by starting with the 
first PC. The same technique is used on succeeding PCs to 
generate a list of features in descending order. A varying 
number of low-ranked features are deleted depending on the 
ranking to generate a subset of reduced features. 

 
Fig. 5. PCA Feature Reduction by Linearly Transforming Original n-

dimensional Features into n Orthogonal axis. 

• Experiments have been conducted to determine the 
smallest number of characteristics that can accurately 
represent the entire feature set. After that, we achieved a 
comparative study of the five proposed classifiers, 
which are: 

• Decision Tree (DT). 

• Random Forest (RF). 

• K-Nearest Neighbor (KNN). 

• Support Vector Machine with Linear Function (SVM-
Linear). 

• Support Vector Machine with Radial Basis Function 
(SVM-RBF). 

V. EXPERIMENTS AND DISCUSSIONS 

A. CSE-CIC-IDS2018 Dataset 
In this section, we describe the CSE-CIC-IDS2018 dataset 

[1] used to evaluate the proposed framework. It includes detail 
on intrusions as well as protocol specifics. The Canadian 
Institute for Cybersecurity released its most recent dataset in 
2018-2019. This dataset contains seven different forms of 
assaults: Botnet, infiltration, DoS, Heartbleed, DDoS, Brute 
force, and Web attacks. The compromised firms had 30 servers 
and 420 PCs, while the attacking infrastructure had 50 
terminals. 

The CICFlowMeter-V3 dataset [26] is collected traffic of 
AWS network and machine log files with more than 70 
extracted features. The best way to test and evaluate the system 
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framework is represented by the network's applications and the 
lowest level entities; it also refers to the move from static data 
to dynamic data, which is real-time traffic on the Amazon 
platform (AWS). Furthermore, the dataset was improved by 
taking into account the standards that were designed to produce 
CIC-IDS2017. In addition to the basic criteria, it has the 
following advantages: 

• There are very few duplicate data records. 

• Uncertain data is almost non-existent. 

• The dataset is in CSV format so that it can be used 
immediately without further processing. 

B. Evaluation Metrics 
Some evaluation metrics such as confusion matrix, 

accuracy, detection rate, precision, recall, and F1-score are 
used to evaluate the effectiveness of the framework’s ML 
algorithms. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

             (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

             (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 (𝑇𝑃𝑅)) = 𝑇𝑃
𝑇𝑃+𝐹𝑁

          (3) 

𝐹1-𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

            (4) 

• Confusion matrix: In intrusion detection, a confusion 
matrix is a useful tool for predicting the type of network 
attack. It contains where TP refers to true positive 
instances (TP), true negative instances (TN), false 
positive instances (FP), and false negative instances 
(FN). 

• Accuracy: The percentage of positive data cases 
detected correctly. 

• Precision: The number of attacks correctly returned. 

• Recall or True Positive Rate (TPR): The number of 
attacks the system returns. 

• F1-score: In our approach, the rate of precision and 
recall: 

C. Experimental Results 
The CSE-CIC-IDS2018 dataset [1] is first preprocessed by 

eliminating eleven non-essential features such as the 
timestamp, average number of bulk rates, and number of times 
the PSH flag was set in packets. The parameters are set by 
default in all of the implemented algorithms in this report, with 
the exception of KNN, which uses the n nearest neighbor’s 
property (n = 3). The number of classes in the suggested 
algorithm was determined to be one (zero for non-attack types 
and one for attack types). The most recent dataset available 
was used for training and testing the CSE-CIC-IDS2018 
dataset. In the trials, training and test data were divided into 80 
percent and 20 percent to assess the performance results related 
to training and testing. 

Although PCA aims to maximize the distance between data 
points, it has no concept of classes. The default libraries in 

Python programming language like the Scikit-Learn library, 
are used. In the experiments, most of the hyper-parameters for 
machine learning algorithms were set to default. Table I shows 
the hyper-parameter values for ML algorithms classifiers. 

The accuracy definition is crucial since accuracy is an 
essential criterion for evaluating the efficiency of prediction 
systems. Accuracy is frequently used to refer to a system's 
perfect accuracy. However, accuracy can also relate to a class 
individual accuracy. For researchers working with unbalanced 
datasets, the definition of accuracy is the average of the 
accuracies of all classes, which is crucial. In this report, we 
used K-Nearest Neighbor (KNN) [34], Random Forest (RF) 
[3], linear support vector machine (SVM-linear) [31], Decision 
Tree (DT) [30], and Radial basis function (RBF) support vector 
machine (SVM-RBF) [11] classifiers to classify and detect 
benchmark CSE-CIC-IDS2018 intrusion detection dataset. 

An intrusion detection system should ideally have a 100 
percent attack % true-positive rate (TPR) and a 0% false-
positive rate (FPR). However, it is difficult to achieve in 
practice. Table II and Fig. 6 depict the results of these metrics. 

The SVM-RBF classification algorithm, as shown in 
Table II, is the most successful, with a 99.2% accuracy rate. 
With a 99.1% accuracy rate, the RF classifier algorithm is the 
second most efficient. Finally, the DT classifier, which had the 
lowest accuracy rate of 94.2% was applied to the proposed 
dataset. 

With a precision rate of 99.9%, the random forest classifier 
classification algorithm, as indicated in Table II, is the most 
successful. The SVM-RBF algorithm is the second most 
efficient, with a 99.3 % precision rate. Finally, when applied to 
the proposed dataset, the DT classifier had the lowest precision 
rate of 79.9%. 

TABLE I. MACHINE LEARNING CLASSIFIERS HYPER-PARAMETER 
VALUES 

Algorithm Hyper-parameter 

Decision Tree (DT) criterion='gini', splitter='best', min_samples_split=
2 

Random Forest (RF) n_estimators=1000, criterion='gini', 
min_samples_split=2, min_samples_leaf=1 

K-Nearest Neighbor 
(KNN) 

n_neighbors=3, weights='uniform', leaf_size=30, 
metric='minkowski' 

Support Vector Machine 
(SVM-linear) Regularization parameter (C) =1, kernel='linear' 

Support Vector Machine 
(SVM-RBF) Regularization parameter (C) =1, kernel='rbf' 

TABLE II. COMPARISON OF THE RESULTS USING FIVE MACHINE 
LEARNING CLASSIFIERS 

ML algorithm Accuracy Precision F1-score TPR 

DT 0.942 0.799 0.865 0.941 

RF 0.991 0.999 0.976 1.000 

KNN 0.970 0.888 0.926 0.970 

SVM-Linear 0.960 0.853 0.905 0.959 

SVM-RBF 0.992 0.993 0.979 0.998 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

648 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 6. Performance Analysis of Proposed Framework. 

The KNN classifier classification algorithm, as seen in 
Table II, has the highest recall rate of 96.8%. The second most 
efficient approach is the SVM-RBF, which has a 96.6% Recall 
rate. Finally, the DT classifier had the lowest recall rate of 
94.3%. 

With a 97.9% F1-score rate, the SVM-RBF classification 
technique, as indicated in Table II, is the most successful. The 
RF classification algorithm is the second most efficient, with 
an F1-score rate of 97.6%. Finally, when applied to the 
provided dataset, the DT classifier had the lowest F1-score rate 
of 86.5 %. 

The RF classification algorithm, as shown in Table II, it is 
the most successful, with a true-positive rate (TPR) of 100%. 
With a TPR rate of 99.8%, the SVM-RBF algorithm is the 
second most efficient. Finally, the DT classifier had the lowest 
TPR rate of 94.1% when applied to the proposed dataset. 

VI. CONCLUSIONS AND FUTURE WORK 
The APT attack is not easy or soft kind of attacker. So, 

detecting it in the early stages will reduce the organization's 
impact after exploiting it. Also, detecting it using the security 
exiting tools throw the proposed framework will let it done in a 
systematic approach. Because of the widespread usage of the 
Internet in recent years, computational devices can now 
connect to the universal network from anywhere. However, the 
anonymous nature of the Internet leads to numerous security 
flaws in the network, resulting in intrusions. Modern attackers 
are more intelligent, and they may create new malware and 

malicious code with the assistance of automated development 
tools, depending on the limited capability of IDS. This paper 
uses data transformation and normalization with a reduction 
procedure using PCA. The benchmark CSE-CIC-IDS2018 
dataset is consisted of five different machine learning 
classifiers for malware IDS detection (DT, RF, KNN, SVM-
Linear, and SVM-RBF). The experimental finding showed that 
the proposed models had a satisfactory performance, 
specifically when using Random Forest and support vector 
machine with Radial basis function classifiers, which have a 
100% true-positive rate. Several machine learning methods are 
being transferred to deep learning models due to the 
convenience of big data technologies. This paper is a 
preliminary experiment to see how machine learning 
algorithms can simply and effectively detect attacks from 
network data traffic. As a result, in the future, deep learning 
algorithms are recommended to be applied for big DNS data 
requests. 
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Abstract—Lifetime of the network and the quality of 

operation are the two important issues in a wireless sensor 

network system meant for object detection and tracking 

application. At the same time, there should be a tradeoff between 

network cost and the quality of operation as high cost of the 

network limits its real-time usability. Heterogeneous wireless 

sensor networks promises the prolonged network lifetime as well 

as enhances network reliability as they contain a mixture of 

nodes with different characteristics. Further prolongation of 

network lifetime can be achieved by managing the available node 

energy in a proper way, i.e, by minimizing number of 

communication, minimizing node density, minimizing overhead 

information generated during operation etc. Proper node 

deployment scheme not only helps to enhance the lifetime of the 

network but also helps in reducing deployment cost while 

maintaining the quality of operation in terms of object detection 

accuracy. This paper focuses on the energy efficient node 

deployment in heterogeneous wireless sensor network system 

with the features of maximum network coverage, optimum node 

density and optimum network cost. This paper proposes a novel 

energy efficient node deployment algorithm that determines the 

number of static and mobile nodes required for deployment and 

then relocates the mobile nodes to cover up the coverage hole 

using 8-neighbourhood and Particle Swarm Optimization (PSO) 

algorithm. The performance of the proposed algorithm is 

compared with corresponding model of Harmony Search 

Algorithm (HSA) and PSO based node deployment and it is seen 

that the proposed model outperforms better in comparison to 

them. 

Keywords—Heterogeneous wireless sensor network; energy 

efficiency; node deployment; object detection network; particle 

swarm optimization; harmony search algorithm 

I. INTRODUCTION 

Wireless Sensor Network (WSN) is a network of tiny 
connected sensors deployed in different fields like 
surveillance system, disaster management, wildlife monitoring, 
and health care system for surrounding environment 
information collection and processing and to initiate action 
according to the result of processing. According to the type of 
node, there are two types of sensor network:-homogeneous 
network and heterogeneous network. In homogeneous 
network, all nodes are with same characteristics whereas in 
case of heterogeneous network they can be of different 
characteristics. Heterogeneous wireless sensor networks better 
in comparison to homogeneous network as they support high 

lifetime and high coverage. 

The main constraint of WSN is limited energy.  WSN 
meant for object detection and tracking must have sufficient 
lifetime to complete the desired operation and must have full 
coverage of the monitoring area. Otherwise, the quality of 
operation cannot be relied. At the same time, while designing 
the network for this kind operation the cost factor cannot be 
ignored. Having powerful nodes in a network to have large 
network lifetime is not sufficient to have actually the long 
network life .Also, the power should not be wasted in 
unnecessary communications and should be properly utilized. 
One of the way to minimize the unnecessary power usage is to 
have a proper node deployment scheme for the designated 
application. There are two important factors relating to any 
node deployment scheme:-node density and node location. 
Node density is defined as the minimum number of nodes 
required to cover a given area. Determining optimum node 
density is a NP complete problem. Low node density creates 
coverage hole which creates problem in achieving accuracy in 
result and may initiate wrong action in response to the result. 
Similarly, high node density increases number of routes to 
base station (BS) and number of communication which leads 
to wastage of energy. High node density also increases the 
system cost. Therefore, determination of optimum node 
density is very much important to maintain the quality of the 
network. 

There are two types of node deployment: random 
deployment and deterministic deployment [1, 2]. In random 
deployment, sensor nodes are randomly placed in the target 
area and hence there is the chance of creation of coverage hole 
in the network. This type of deployment is well suited for 
large WSN and particularly in the area which is inaccessible 
easily to the human being. In deterministic deployment, sensor 
nodes are deployed in pre-calculated position and hence 
suitable for small size WSN. From the point of network cost 
factor, deterministic deployment is costly if the size of the 
network is kept constant for both types of deployments. 

There are two types of sensing models: binary disk sensing 
model and probabilistic sensing model [1, 2]. 

Three are three different types of coverage of target area:-
blanket or full coverage, barrier coverage and point coverage 
[1, 2]. In full coverage, entire monitoring area is covered by 
sensors. In barrier coverage, barrier of the sensor nodes are 
monitored whereas in point coverage method, the point of 
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interest is covered by sensor nodes. Blanket coverage is most 
suited for object detection and tracking operation. The factors 
that affect the coverage are characteristic of sensor nodes and 
coverage algorithm adopted for the application. 

This paper considers the problem of node deployment in 
terms of node density, maximization of coverage area, 
network lifetime and network cost. Node density has the direct 
impact on lifetime of the network, network coverage and cost 
of the network. For a target tracking WSN, the quality of the 
tracking depends on both network coverage and network 
lifetime. The cost of the network is directly proportional to the 
node density. Network coverage depends on node density and 
location of nodes in the monitoring area. 

The rest of the paper is organized as: Section II gives a 
description of the related works, Section III describes the 
terminologies defined, problem statement, Section IV gives a 
description of proposed model and Section V gives the 
description of performance evaluation of the proposed model. 

II. RELATED WORK 

Balancing the deployment quality and deployment cost is a 
challenging task in random deployment in wireless sensor 
networks. Connectivity in the network depends on the node 
density and network coverage. Though a lot of research works 
are done in past to address this issue, still no work is robust. 
While some papers focuses on maximization of network 
coverage, some focuses on cost of the deployment. But the 
WSN designed for object detection and tracking operation 
must have a balanced feature of maximum network coverage, 
cost of deployment and energy efficiency. This section gives a 
description of earlier attempts made by researchers to solve 
this issue. 

B. A. Fuhaidi et al. [3] have proposed a node deployment 
model based on harmony search algorithm (HSA) and 
probabilistic sensing model (PSM) in which attempt is made 
to maximizing network coverage with minimum cost. The cost 
of the deployment is controlled by controlling the number of 
mobile nodes to be deployed in the area of interest (AOI). The 
area of interest is divided into a number of equal sized cells 
and the centre of the cell is considered as target point. Thus, 
AOI contain a set of target point. Static nodes are deployed 
using random deployment scheme initially. PSM is used to 
calculate the network coverage using target point set. If two or 
more sensors cover the same target point, then, it is said that 
sensors are overlapped. The probability of coverage 
overlapping is determined on the basis of coverage threshold. 
Next, mobile nodes are added according to the requirement. 
HSA is used to optimize the mobile node location so that 
overlapped region can be minimized. The authors claim that 
the proposed model contains less number of nodes and has 
maximum network coverage in comparison to homogeneous 
deployment and HEWSN model. No doubt, heterogeneous 
wireless sensor networks are better in comparison to 
homogeneous wireless sensor network and are more useful for 
the application like object detection and tracking. This feature 
cannot be ignored in the name of cost because quality of 
operation also matters. So, there is a need of balancing 
between different types of nodes used in the network so that 
quality will not be compromised. The authors have not 

considered this matter. C. Zygowski and A. Jaekel [4] have 
proposed an algorithm based on mixed integer linear 
programming for effective path planning for mobile nodes to 
fill the coverage hole and to maximize area coverage. The 
algorithm focuses on minimum distance travel for mobile 
nodes and in minimum time. The deployment cost is not taken 
into consideration here. I. Alablani and M. Alenazi [5] 
proposed a node deployment strategy named Evaluated 
Delaunay Triangulation-based Deployment for Smart Cities 
(EDTD-SC) that focuses on sensor distribution and sink 
placement in smart cities. The algorithm utilizes Delaunay 
triangulation and k-means clustering to optimize the node 
location to improve coverage while maintaining connectivity 
and robustness with obstacles existence in the area of interest. 
The deployment scheme outperforms random and regular 
deployment in terms of network coverage. The work is 
suitable for small sized network and do not explore the feature 
of heterogeneity in node deployment. P. Prabhaharan et al.[6] 
have proposed an adaptive virtual force algorithm for node 
deployment in hybrid wireless sensor network meant for 
object tracking. Initially, static nodes are deployed and 
coverage hole is determined. Then, for hole patching mobile 
nodes are used. The optimum location of the mobile nodes is 
calculated using adaptive virtual force algorithm. The scheme 
does not focus on the cost of the network. J. Mao et al.[7] have 
proposed a partitionable polyhedral node deployment scheme 
for warehouse monitoring systems. This scheme proposes a 
node deployment collaborative perception model based on 0-1 
perception model and exponential model. The 3D space is 
divided into a number of voronoi cells and at the center of 
each cell, one sensor is deployed. The work focuses on 
maximization of coverage area and uses deterministic 
deployment. F. Alassery [8] has proposed a node deployment 
design based on virtual multiple-input multiple-output 
technology to increase the performance of cluster based 
wireless sensor network. The height of the antenna of nodes is 
taken into consideration as an additional parameter for node 
deployment. This is helpful in increasing transmission range 
of nodes and minimizing relay nodes. X. Song et al. [9] have 
proposed a secure node deployment scheme based on evidence 
theory approach and caters for 3D underwater wireless sensor 
networks. This scheme implements sonar probability 
perception and an enhanced data fusion model to improve 
network coverage. It requires fewer nodes for large coverage 
area without compromising the quality of detection ability. 
Also it focuses on lifetime of the network. The cost of 
deployment is not considered here. S.M. Koreim and M.A. 
Bayoumi [10] have proposed a coverage hole detection 
algorithm for detecting coverage hole in wireless sensor 
network resulted due to damage of sensor nodes in area of 
interest due to flood or fire spreading. The algorithm partitions 
the area of interest into equal sized cells and each cell is cut 
into different triangles and then identifies the triangles that are 
not covered by any sensor. The triangles are formed with the 
help of three neighbouring sensor nodes. Energy efficiency 
here is achieved by minimizing the number of participating 
sensor nodes for hole detection. S. S. Kashi [11] proposed an 
algorithm named Heterogeneous Distributed Precise Coverage 
Rate (HDPCR) that detects holes and calculates coverage area 
of heterogeneous wireless sensor network using localized 
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mechanism. Boundary detection mechanism is used to 
determine the boundary of the hole area. A. Katti and D. K. 
Lobiyal [12] have proposed deterministic 3D node 
deployment strategy for wireless sensor network that includes 
prism deployment, pyramid deployment, cube deployment, 
hexagonal prism deployment for finding coverage prediction. 
It also determines the minimum number of sensor nodes 
required for specific coverage prediction. They have also 
proposed a scheduling algorithm for enhancing network 
lifetime. The work is suitable for small sized network. K. Wei 
[13] proposed a novel node deployment algorithm based on 
multi-objective evolutionary algorithm that optimizes average 
energy consumption, average sensitivity area and network 
reliability. In order to achieve the objectives, they have 
improved MOEA/D method by incorporating uniform design 
to generate aggregation coefficient vector and quadratic 
approximation for local search. The algorithm is designed for 
homogeneous network and no attempt is made to balance the 
energy efficiency and quality of operation. 

N. Rai and R. D. Daruwala [14] have proposed an 
empirical formulation for estimation of randomly deployed 
nodes for attaining desired coverage for any size network. The 
formula includes the parameters that affect the optimum 
number of nodes. The formula is based on regression analysis 
using least square polynomial curve fitting technique. Sensor 
device characteristics are taken into consideration to devise 
the formula. Mainly, the authors have focussed on node 
density for desired coverage. S. Indumathi and D. Venkatesan 
[15] have proposed a dynamic node deployment model using 
genetic algorithm with gap cluster technique that uses 
different types of sensors. Gap cluster technique is used to 
determine the coverage hole resulted after initial deployment 
of nodes. In order to improve the network coverage and to 
minimize the number of gap clusters, additional nodes are 
deployed in gap region. The authors have not focused on the 
issue of energy efficiency and cost of the deployment. J. W. 
Lee and W. Kim [16] have proposed randomly deployed node 
deployment scheme that uses swarm intelligence for 
improving network lifetime and network coverage for 
heterogeneous wireless sensor network. This paper uses binary 
valued swarm intelligence algorithm such as Particle Swarm 
Optimization, Ant Colony Optimization, and Artificial Bee 
Colony Optimization. The work considers two types of nodes 
such as ordinary nodes and powerful nodes and focuses on 
minimization of network cost by minimizing number of nodes 
without compromising guaranteed coverage. The work is 
silent about how to handle the coverage hole problem in the 
network. M. R. Serik and M. Kaddour [17] have proposed a 
node deployment scheme for camera based wireless sensor 
network which focuses on optimization of deployment cost by 
minimizing the number of camera nodes required to cover a 
set of target objects with a pre-defined level of quality, 
position of camera nodes and orientation of camera nodes. 
Binary particle swarm optimization algorithm is used to 
minimize the number of camera nodes. The work is silent 
about energy efficiency of the network. Y. Yoon and Y. H. 
Kim [18] have proposed a node deployment algorithm based 
on the genetic algorithm for maximization of network 
coverage. A mixture of different types of static sensors is used 
for the deployment. The work focuses on the determination of 

number of sensor of each type while maximizing network 
coverage. Network coverage is determined using Monte-Carlo 
method. When the sample size is very large or very small this 
way of network coverage calculation gives incorrect result. Z. 
Kang et al. [19] have proposed a decentralized, coordinate free, 
node based coverage hole detection algorithm which uses 
boundary critical points to determine hole and uses concept of 
perpendicular bisector for hole patching. The algorithm is 
suitable for grid type network and randomly deployed network. 
The objective of the algorithm is to achieve full coverage. S. 
Babaie and S. S. Pirahesh [20] have proposed a method that 
detects holes and their sizes in area of interest using voronoi 
diagram. Then holes are filled with mobile sensors. The issue 
of deployment cost and energy efficiency are not addressed. J. 
Wang  et al. [21],  proposed a PSO based energy efficient 
coverage control technique for homogeneous wireless sensor 
network in which the network in which the node locations are 
adjusted with respect to the coverage rate and energy 
consumption of each grid. 

III. ASSUMPTIONS, DEFINITION AND PROBLEM STATEMENT 

A. Modelling Assumptions 

 The area of interest is a two-dimensional plane area 
over which sensor nodes are randomly deployed. 

 Sensor network is a heterogeneous sensor network. 

 Sink knows the location of all nodes. 

 Sensing region of a sensor is a circle. 

 Cost of deployment is only based on number of nodes 
used for the deployment. 

 Energy consumption is minimized by minimizing 
number of communication with the sink at the time of 
deployment. 

 As network lifetime depends on energy consumption, 
by minimizing energy consumption lifetime can be 
increased. 

 There is no obstacle in the network and the 
environment is noise free. 

 Target object can be detected if it is in the sensing 
range. 

B. Definitions 

Let ST= {1, 2,….., n} are the static nodes and 
MB={1,2,…..,m} are the mobile nodes are to be deployed on 
the area of interest. Out of m mobile nodes, some nodes are 
powerful mobile nodes and some nodes are ordinary mobile 
nodes. Area is divided into m1×n1 grids and each cell size is d 
× d where d is the diameter of sensing disk of static sensor 
(see Fig. 1). Let S= {s1, s2,…..sk } is the set of k subsets, where 
k is the number of cells present in the area of interest(AOI). 
Each subset ki consists of end points and center point of a cell: 
si ={(xi1,yi1),(xi2,yi2),(xi3,yi3),(xi4,yi4),(cix, ciy)}, where,(xij, yij), 
j=1….4  are the  end points of the cell and (cix, ciy) is the 
center point of cell. A cell is individually analyzed to 
determine the hole. 
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Fig. 1. Graphical Representation of Definition of Different Terminologies. 

 Completely Covered Cell:-A cell i is said to be 
completely covered if all the points belonging to subset 
si is covered by sensors. 

 Partially Covered Cell: - A cell i is said to be partially 
covered if at least one points belonging to subset si is 
not covered by any sensors and there is no intersection 
between the cell i and any of the sensor’s sensing range. 

 Uncovered Cell: - A cell i is said to be uncovered if 
none of the points belonging to subset si is covered by 
any sensors and there is no intersection between cell 
and sensing disk which is assumed as circle here. 

 Hole:-It is the uncovered portion of cells. 

 Hole Segment:-It is the area covered by adjacent holes. 

 Eligible Mobile Nodes:-The mobile nodes whose 
sensing region is completely or partially overlapped 
with the sensing region of static nodes are said to be 
eligible mobile nodes. 

 Neighborhood Cell:-Each cell is surrounded by eight 
equal sized neighborhood cell. A neighborhood cell of 
a cell may be uncovered, covered, partially covered by 
sensors. 

 Optimum Location of Mobile Node:-It is the location 
that maximizes network coverage with minimum 
power usage if a mobile node is relocated to this 
location. 

 Mobility Direction for Mobile Nodes:-An eligible 
mobile node can travel in any direction to cover the 
hole. 

 Coverage Ratio:-It is the ratio between total covered 
cell and total number of cells present and its value lies 
in the range of [0, 1]. 

 Detection Accuracy: - It is the ratio between the area 
under sensing coverage and the size of the AOI. 

C. Problem Statement 

In a WSN designed for object detection and tracking, the 
full coverage of area of interest is required for continuous 
tracking of object. But when the nodes are deployed randomly 
across the region, coverage holes are created which leads to 
frequent failing of detecting the target even if the target is 
present. The matter worsens when the hole is present at the 
boundary of the area of interest and the size of the hole is 

large. One of the solutions to it is to deploy additional nodes. 
Though, deployment of additional nodes helps to achieve full 
coverage but this limits network lifetime and increases 
network cost. Thus, there is a need of economic deployment 
plan that balances network coverage and network lifetime. 

IV. PROPOSED MODEL 

A. Optimum Number of Node Determination 

This step deals with calculation of optimum number of 
nodes required to achieve desired coverage. Nodes deployed 
in the area of interest are a mixture of static and mobile nodes. 
M number of powerful mobile nodes and N number of 
ordinary nodes are used. One-third of N ordinary nodes are 
mobile nodes and remaining two-third nodes are static nodes. 
Ordinary nodes are with same sensing range, transmission 
range and battery power. Powerful mobile nodes are with high 
sensing range, transmission range and battery power in 
comparison to static nodes. The optimum number of powerful 
mobile nodes and ordinary nodes are determined using 
Particle Swarm Optimization (PSO) Based Technique [21, 22]. 
The PSO is a meta-heuristic optimization algorithm which is 
based on the behavior of the birds. The steps of the algorithm 
are given in Fig. 2. 

 

Fig. 2. Pseudo-Code of PSO Algorithm. 

The objective function for node optimization is: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑁, 𝑀) = 𝑁 + 𝑀    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 

𝐶𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒(𝑁, 𝑀) ≥ 𝐶𝑔𝑢𝑎𝑟𝑎𝑛𝑡𝑒𝑒𝑑_𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒  

𝑎𝑛𝑑 𝑁 > 0 𝑎𝑛𝑑 𝑀 > 0              (1) 

Where, Ccoverage(N,M) is the total area covered by N and M 
number of sensors. Cguaranteed_coverage is the desired coverage 
area. 

𝐶𝑔𝑢𝑎𝑟𝑎𝑛𝑡𝑒𝑒𝑑_𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 = ∑ 𝑆𝑅
𝑁
𝑖=1 + ∑ 𝑆𝑅1

𝑀
𝑖=1             (2) 

Where, SR and SR1 are sensing range of ordinary sensor and 
powerful sensor respectively. 

𝐶𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 = (1 − 𝑒𝜋𝜆)(1 − 𝑒−𝜋𝜆)             (3) 

Where,     𝜆 = (𝑁 × 𝑆𝑅
2)/||𝐴||            (4) 

Where ||A|| is the area of the monitoring area. 

1. Initialize Population and define search parameters 

2. Initialize the velocity and position of the swarm. Also initialize best 

value of individual swarm (Pbesti) and global best (Gbest) 

3. Find the fitness of the swarm using objective function 

4. Update Pbesti and Gbest 

5. Update the position and velocity of the swarm 

The equation for updation of position and velocity are: 

vi(t + 1) = w*vi(t) + c1r1[ Pbesti (t) − xi(t)] + c2r2[Gbest(t)− 

xi(t)] 

xi(t+1)=xi(t)+vi(t+1) 
where, v is the particle velocity, x is the particle 

position,r1& r2 are random numbers in the range of 0 and 

1,c1&c2 are learning factors. w is the inertia weight. 
6. Repeat steps 3 to 5 until termination criteria is reached. 
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𝜆′ = (𝑀 × 𝑆𝑅1
2 )/||𝐴||              (5) 

𝜆 and 𝜆’ represents the probability of a point being covered 
by normal node and heterogeneous node respectfully. 

(1 − 𝑒𝜋𝜆)  is the mean of the probability of covering a 

point by N normal nodes in the given area and (1 − 𝑒𝜋𝜆′) is 

the mean of the probability of covering a point by M 
heterogeneous  nodes in the given area. 

𝐹(𝑁, 𝑀) = {
𝑓(𝑁, 𝑀), 𝑖𝑓 𝑔(𝑁, 𝑀) ≥ 0, 𝑁 > 0, 𝑀 > 0

𝑓𝑚𝑎𝑥 + |𝑔(𝑁, 𝑀)|, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
           (6) 

Where 𝑓max is the worst fitness value of particles. g(N,M) 
is a normalized constraint which is calculated as follows 

𝑔(𝑁, 𝑀) = (
𝐶𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒(𝑁,𝑀)

𝐶𝑔𝑢𝑎𝑟𝑎𝑛𝑡𝑒𝑒𝑑𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒
) − 1             (7) 

B. Hole Determination 

This step deals with the identification of hole in cells and 
calculating the size of the hole. The process of hole 
determination in a cell is treated here as the case of 
intersection of circle and rectangle. Each circle is a sensing 
disk and each rectangle is a cell in the area of interest. Let A, B, 
C, D are the end points of the rectangle. E and R  are center 
and radius of the circle, respectively. A circle intersects a 
rectangle if the distance between the point of the rectangle 
closest to the center of radius is less than the radius of the 
circle. If (px, py) is an end point of the rectangle and (qx, qy) is 
the center of the circle and then, the Euclidean distance 
between them is: 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑠𝑞𝑟𝑡((𝑝𝑥 − 𝑞𝑥)2 + (𝑝𝑦 − 𝑞𝑥)
2

)           (8) 

The hole area in the cell is determined using the formula of 
circle, sector, triangle and intersection of lines. If no end 
points are inside the circle and there is no intersection between 
circle and rectangle, then there is no overlapping between 
circle and rectangle and the rectangle is completely a hole. If 
all the end points are inside the circle, then circle has 
completely overlapped the rectangle. Different cases of 
intersection between and circle are: 

1) All the end points of the rectangle are inside the circle. 

2) Circle completely inside the rectangle. 

3) Circle intersecting one side of rectangle. 

4) Circle intersecting two adjacent sides of rectangle 

(including and excluding corner). 

5) Circle intersecting two opposite side of the rectangle. 

6) Circle intersecting three sides of the rectangle. 

7) Circle intersecting four sides of the rectangle. 

Following is an example of calculation of hole in a 
rectangle when circle intersects one side of rectangle. See 
Fig. 3(a). Let L and length and B is breadth of rectangle, θ is 
the angle of sector and R radius of the circle, and radius of 
both circles are same then, 

Hole in ABCD rectangle = (L×B) –Area of shaded region    (9) 

For Fig. 2(a), 

Area of shaded region= 0.5×R2 (θ – sin θ)         (10) 

Where, θ is the angle between two sides of the sector. 

 
(a)    (b) 

Fig. 3. (a)-(b): Intersection of Circle and Rectangle. 

For the case of Fig. 3(b), individual case of overlapping is 
determined and then circle-circle intersection area is 
determined to calculate the hole region in the rectangle. The 
area of overlapped portion is the difference between area of 
rectangle and (sum of the shaded portion of circle-overlapped 
area of circle).The area of overlapping AO between two circles 
for circles having two different radius r and R is calculated as 
follows: 

𝐴𝑂 = 𝑟2 × atan2(𝑡, 𝑑2 + 𝑟2 − 𝑅2) + 𝑅2 × atan(𝑡, 𝑑2 − 𝑟2 +

𝑅2) − (
𝑡

2
)                           (11) 

Where, d is the distance between center of two circles and 

𝑡 = √(𝑑 + 𝑟 + 𝑅)(𝑑 + 𝑟 − 𝑅)(𝑑 − 𝑟 + 𝑅)(−𝑑 + 𝑟 + 𝑅)  (12) 

If t does not contain any imaginary part, there is no 
intersection between circles. 

There may be single hole region or multiple hole region in 
a rectangle. The area of hole in a rectangle is determined as: 

𝐻𝑜𝑙𝑒𝐴𝑟𝑒𝑎𝑖
=∑ 𝐴𝑗

𝑘
𝑗=1             (13) 

Where k is the no of hole regions present in the ith 
rectangle. A hole segment consists of adjacent hole regions 
(see Fig. 4). 

𝐻𝑜𝑙𝑒𝐴𝑂𝐼 = ∑ 𝐴𝑗
𝑚1×𝑛1
𝑗=1             (14) 

Where HoleAOI is the total hole area in area of interest and 
m1×n1 are the number of cells in area of interest. 

 

Fig. 4. Hole Segment (Black Marked Region). 

C. Hole Filling 

Ordinary mobile node movement is restricted to the hole 
region of neighborhood cell whereas powerful mobile nodes 
can travel optimum distance to cover the hole area. By doing 
so, energy consumption can be minimized at the time of node 
redeployment and network coverage can be maximized. First, 
the list of eligible nodes for relocation is prepared. In the first 
phase, eligible ordinary mobile node movement is done and 
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they are moved to the optimum location of the neighborhood. 
The node must move at most d1 distance towards neighboring 
hole region to maximize coverage. See the Fig. 5(a), A and B 
are the center of two circles respectively. C and D are the 
intersection point of two circles. AG and BF are the radius of 
first and second circle respectively. The value of d1 is 
calculated as follows:- 

𝑑1 = 𝐹𝐺 + 𝑟𝑎𝑛𝑑             (15) 

Where 𝐹𝐺 = 𝐹𝐸 + 𝐸𝐺  and rand is a random number in 
the range of [0, 1]. FE and EG can be calculated using the 
equation for calculating the area of the circular segment in a 
sector of a circle. New location in the neighborhood is shown 
in Fig. 5(b). Hole area in each concerned cell is updated after 
relocation of ordinary mobile nodes. 

 

Fig. 5. (a) Width of Overlapping Sensing Area between Two Nodes (b) 

Optimum Location for Relocation of Ordinary Mobile Node. 

In second phase, the optimum location of the eligible 
powerful nodes is decided for relocation in order to increase 
the network coverage. PSO algorithm is used to determine the 
optimum location of these mobile nodes. The objective 
function here used is 

𝑓(𝑥𝑛𝑒𝑤 , 𝑦𝑛𝑒𝑤) = ((𝑥𝑜𝑙𝑑 + 𝑈𝑢1), (𝑦𝑜𝑙𝑑 + 𝑈𝑢2))         (16) 

Subject to ((∑ 𝜋𝑟2 + ∑ 𝜋𝑅2) − 𝐴𝑜𝑣) > 𝑇𝐶  𝑀
𝑗=1

𝑁
𝑖=1  

0 > 𝑈𝑢1 ≤ 𝑋 and  0 > 𝑈𝑢2 ≤ 𝑌 

Where (𝑥𝑛𝑒𝑤 , 𝑦𝑛𝑒𝑤) is the new location of eligible 
powerful mobile node, (𝑥𝑜𝑙𝑑 , 𝑦𝑜𝑙𝑑) is the current location of it. 
𝑈𝑢1 and 𝑈𝑢2 are the amount of change required in x-direction 
and y-direction, respectively. TC is the area coverage currently 
and Aov is the overlapping area. X and Y define AOI size. 

𝑈𝑢1 = min (𝑑𝑖𝑓𝑓𝑥1, 𝑑𝑖𝑓𝑓𝑥2,𝑑𝑖𝑓𝑓𝑥3……………….,𝑑𝑖𝑓𝑓𝑥𝑘)              (17) 

𝑈𝑢2 = min (𝑑𝑖𝑓𝑓𝑦1, 𝑑𝑖𝑓𝑓𝑦2,𝑑𝑖𝑓𝑓𝑦3……………….,𝑑𝑖𝑓𝑓𝑦𝑘)         (18) 

Where 𝑑𝑖𝑓𝑓𝑥𝑖 is the distance between x-coordinate of node 
and the x-coordinate of centroid of hole I,  𝑑𝑖𝑓𝑓𝑦𝑖  is the 

distance between y-coordinate of node and the y-coordinate of 
centroid of hole i. 

The flowchart of the proposed model is given Fig. 6 and its 
corresponding algorithm is described below: 

1. Initialize the AOI size 

2. Determine number of static nodes, ordinary mobile nodes 
and powerful mobile nodes required for desired coverage 
in AOI. 

3. Initialize sensing radius of all sensors 

4. Deploy all nodes randomly 

5. Divide AOI into grids and define coordinate of each cell. 

6. For i=1 to  number of cells    //Hole Detection and its size 
//calculation 

NS=0; 

Celli= End points of cell i 

       For k=1 to size(Celli) 

 For j= 1 to number of sensors 

Calculate d(j) for all end points of  ith cell 

 If d(j)<sensing range 

                   Update NS by 1. 

 End 

         End 

  End 

For j= 1 to number of sensors 

    Find the intersection between ith cell and jth sensor 

End 

If NS==0 and there is no intersection between sensor and 
cell 

        Cell_status(i)=’Hole ’ 

        Store the Hole area size 

 Else if NS==4 

       Cell_status(i)=’Completely Covered ’ 

Else if NS<4 and there is overlapping between sensor and 
cell 

       Cell_status(i)=’Partially Covered ’ 

End 

If Cell_status(i)==’Partially Covered’ 

      Identify hole regions and calculate their size 

      Find the sum of all hole regions 

 End 

End 

7. Calculate the total Hole size in AOI 

8. For j=1 to number of mobile nodes //Hole Filling 

Determine the eligible mobile nodes for relocation  

End  

9. For i=1 to number of eligible ordinary mobile nodes 

Determine the new location for nodes in neighborhood 

End 

10. For i=1 to number of eligible powerful mobile nodes 

      Determine the new location for nodes in AOI 

End 

11. Calculate Hole size in AOI 
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Fig. 6. Flow Chart of Proposed Model. 

D. Energy Model 

For static node, energy consumption is negligible at the 
time of deployment and hence, the consumption value is 
neglected. In case of mobile nodes, it is based on the distance 
travelled by the node and the communication done with sink. 
If each packet size sent to the sink is k-bit and each node sends 
one packet to sink and receives one packet from the sink, then 
the power consumption for sending and receiving packet from 
sink, the following set of equation can be used to calculate the 
energy consumption by the mobile node. 

𝐸𝑇𝑋(𝑘, 𝑑) = {
𝑘 ∗ 𝐸𝑒𝑙𝑒𝑐 +  𝑘 ∗ 𝐸𝑎𝑚𝑝 ∗  𝑑2, 𝑖𝑓 𝑑 <  𝑑0

𝐾 ∗  𝐸𝑒𝑙𝑒𝑐 +  𝐾 ∗  𝐸𝑓𝑠 ∗ 𝑑4, 𝑖𝑓 𝑑 ≥  𝑑0

         (19) 

Where 𝐸𝑇𝑋the energy required for packet transmission, d 
is the distance between source and destination and 𝑑0 is the 
threshold distance. 𝐸𝑒𝑙𝑒𝑐  is the base energy which required to 
run  the transmitter or receiver.  𝐸𝑓𝑠  and  𝐸𝑎𝑚𝑝  are the unit 

energy required for transmitter and amplifier. 

Where, 𝑑0=√
𝐸𝑓𝑠

𝐸𝑎𝑚𝑝
            (20) 

The energy required for receiving k-bit message is: 

𝐸𝑅𝑋(k)= k* 𝐸𝑒𝑙𝑒𝑐              (21) 

Let ERELOC is the energy required to relocate a node from 
one location to other location situated at distance d. ERELOC 
depends on the distance between old location and new 
location of the same node. Then the total energy consumed by 
the node for movement from one location to other is: 

𝐸𝑐 = 𝐸𝑇𝑋(𝑘, 𝑑) + 𝐸𝑅𝑋(𝑘) + 𝐸𝑅𝐸𝐿𝑂𝐶           (22) 

V. PERFORMANCE EVALUATION 

A. Simulation Environment and Parameter Setup 

The proposed model is simulated using MatLab R2020b. 
The AOI size is 500m×500 m.  The network is a 
heterogeneous wireless sensor network and nodes are 
deployed randomly. All static and ordinary mobile nodes are 
with same sensing radius and same battery power. The only 
difference is the mobility. The sensing radius and battery 
power for this category homogeneous node are 20m and 5J 
respectively. To reduce the power consumption in case of 
ordinary mobile nodes during node deployment, their mobility 
is restricted to short distance. Powerful mobile nodes are with 
sensing radius of 30 m and battery power of 10J.The 
communication range in case of all nodes are the twice of their 
sensing radius. The location of the sink is [500,500]. The total 
number of nodes required for full coverage of AOI is 
calculated using PSO algorithm i.e. the number of same 
characteristic nodes N and powerful nodes M are optimized. 
One-third of N nodes have the mobility. The coverage degree 
k=1. Total 60 static nodes, 30 ordinary mobile nodes and 46 
powerful mobile nodes are used for deployment. For the 
movement of ordinary mobile nodes, a 3×3 mask is used and 
8-neighborhood cells of the cell containing overlapped mobile 
node is determined. The ordinary mobile node is moved to the 
hole present in the neighborhood. For the powerful nodes, 
PSO algorithm is used to determine the optimum location. 
Algorithm runs for 200 iterations. As one of the factor that 
affects the network cost is the number of nodes used for 
deployment, we assume that the cost can be minimized if the 
number of hardware to be used is minimized. Also, when the 
number of nodes is minimized, number of communication 
between sink and nodes are minimized. Hence, Energy is 
saved. Following are the values of PSO parameter: c1=c2=2, 
0.4≥w≤0.9, v=0.1×InitialPosition, number of swarm=100.The 
values of parameters for harmony search algorithm are: hms=5, 
hmcr=0.95, par=0.25, bw=0.2, numRows=30. 

B. Simulation Result 

Fig. 7(a) shows the random deployment of nodes in AOI 
resulting multiple coverage hole and Fig. 7(b) scenario after 
hole filling. The quality of operation in a network mainly 
depends on network coverage and lifetime of the network. 
There is a direct relationship between lifetime of the network 
and network coverage. Also, when an object is in the hole 
region is not detected by any sensor. Object’s movement is 
simulated and the moving path is a simple straight line. At 
every ‘t’ time interval, a sensor searches for presence of an 
object in its sensing coverage area.. So, the detection accuracy 
depends on the maximum area coverage. Hence, we define the 
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object detection accuracy in terms of sensing area coverage. 
Fig. 7(b) shows the status of AOI after moving mobile nodes 
to the hole region. Fig. 8(a) and 8(b) conveys that the network 
coverage increases when the overlapping area between sensors 
are decreased. Fig. 8(c) shows the energy consumption during 
movement of mobile node. Table I shows the performance of 
the proposed algorithm for varying area size with constant 
sensing range of nodes. 

In Table II, area size(AS) is 500×500 m2. SR1 is the 
sensing range of static sensor and ordinary mobile sensor. NS 
is the number of static node, NOM is the number of ordinary 
mobile node and NOP is the number of powerful mobile nodes. 
CBD is the coverage before deployment and CAD is the 
coverage after deployment. SR2 is the sensing range of 
powerful mobile sensor. Coverage ratio(CR) is the ratio of 
number of cell fully covered by total number of cells. From 
the Tables I and II, it is clear that coverage ratio depends on 
the on the location of sensor nodes in AOI. Fig. 9(a) and 9(b) 
shows the performance comparison between the proposed 
model and other existing model. The number of nodes shown 
in the Fig. 9 is for different area sizes mentioned in Table I. 
From Fig. 9(a) and 9(b), it is clear that coverage ratio and 
energy efficiency of proposed model is better in comparison to 
HSA and PSO algorithm. Both HSA and PSO based node 
deployment technique are silent about the effect of node 
density on energy efficiency and cost of the deployment. 

Using static nodes only for deployment makes the system 
cheaper but creates a lot of coverage hole in AOI which 
greatly affects the quality of operation, particularly when the 
network is used for object tracking application. Coverage 
holes resulted the missing of object and hence increases the 
rate of reporting the false negative message about object’s 
presence. It is obvious that when coverage hole minimizes, 
object detection rate increases under the assumption that the 
environment is noise free and the signal attenuation is in the 
tolerable limit. The detection accuracy is directly proportional 
to the coverage area. Proposed model achieves 97% accuracy 
in the case of no obstacle in the monitoring area and the 
surface area is a 2d-plane. 

 

Fig. 7. (a) Node Deployment before Node Location Optimization (b) Node 

Deployment after Node Location Optimization. 

 
(a)    (b) 

 
(c) 

Fig. 8. (a) Sensing Area Coverage Optimization (b) Overlapping Area 

Optimization (c) Energy Consumed for Node Movement of Proposed Model. 

TABLE I. PERFORMANCE OF PROPOSED MODEL FOR DIFFERENT AREA 

SIZE FOR CONSTANT SENSING RANGE 

AS (in m2) NS NOM NOP 
CBD 

(in %) 

CAD 

(in %) 
CR 

500 × 500 60 30 40 76.6760 96.9956 0.9100 

400 × 400 59 30 15 61.7031 91.9300 0.9400 

300 × 300 59 30 15 80.9911 93.3933 0.9531 

350 × 350 53 27 14 78.5889 93.3933 0.9531 

200 × 200 47 24 14 80.2300 91.5622 09531 

TABLE II. PERFORMANCE OF PROPOSED MODEL FOR SAME AREA SIZE 

WITH DIFFERENT SENSING RANGE 

SR1 

(in 

m) 

SR2 

(in 

m) 

NS NOM NOP 
CBD 

(in %) 

CAD 

(in %) 
CR 

20 30 60 30 40 74.6760 96.9956 0.9100 

15 30 68 34 54 51.1996 94.1908 0.8713 

25 30 56 29 25 40.6496 92.2032 0.8260 

20 25 63 31 55 57.2932 94.9696 0.8505 

15 20 115 57 82 75.8592 96.4364 0.9273 
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(a) 

 
(b) 

Fig. 9. Performance Comparison of Proposed Model with Other Model (a) 

Coverage Ratio (b) Average Energy Consumption. 

Using mobile nodes only for deployment achieves high 
quality of operation by achieving full coverage but makes the 
system costlier. So, the proposed model tries to balance 
between cost of the system with quality of operation by 
considering both type of nodes for deployment. To calculate 
the deployment cost, we have considered the hardware cost 
only. Let for deploying a static node, deployment cost is 1 unit 
of money, for ordinary mobile node it is 1.5 unit of money and 
2 unit of money for powerful mobile node, then, the 
deployment cost for an area of size 500×500 m2 is 185 unit of 
money. 

VI. CONCLUSION 

Network coverage and connectivity is the one of the factor 
on which the object detection accuracy in WSN depends. 
Coverage hole problem is a common problem in a randomly 
deployed network. Presence of object in hole region cannot be 
detected and necessary action cannot be initiated. The full 
coverage of AOI is desired which can only be achieved by 
deploying additional mobile nodes in hole region. It is exactly 
difficult to calculate that how many mobile nodes will be 
deployed. A large number of mobile nodes increases the 
deployment cost and shortens network lifetime whereas the 
small number of mobile nodes will not be able to fill the hole. 
In our work, we have tried to balance the number of mobile 
nodes with network cost and energy. We assume that when the 
number of nodes is minimized, number of communication can 
be minimized which in turn will increase energy efficiency.  
Proposed model uses a mixture of static nodes and two types 
of mobile nodes. Number of static nodes and mobile nodes for 
deployment are optimized using PSO algorithm. After initial 
deployment, the overlapped ordinary mobile nodes are shifted 

to the hole region present in the neighborhood. For 
determination of destination for them, a 3×3 mask is used and 
8-neighborhood cells are determined. Nearest destination is 
the new location of the ordinary mobile node. For powerful 
mobile nodes, the new location is determined using PSO 
algorithm. The performance of the proposed model is 
evaluated and its coverage ratio is 0.91 and coverage 
percentage is 96.9956. Its performance is compared with other 
existing algorithms and the proposed model is found better in 
comparison to other. The detection accuracy for the proposed 
model is 97%. In future, we will try to focus on other artificial 
intelligence techniques that can further improve the detection 
accuracy by improving the coverage ratio. In this work, we 
have considered the disk model of sensing for coverage 
calculation. We will also focus in other model of sensing for 
the same. 

REFERENCES 

[1] M. Farsi, M. A. Elosseini, M. Badawy, H. A. Ali and H. Z. Eldin,” 
Deployment Techniques in Wireless Sensor Networks, Coverage and 
Connectivity: A Survey”; IEEE Access, vol. 7, February 2019, pp. 
28940-54. 

[2] S. Commuri and M. K. Watfa,” Coverage Strategies in Wireless Sensor 
Networks”, International Journal of Distributed Sensor Networks, vol. 2, 
pp. 333–353, 2006. 

[3] B. A. Fuhaidi, A. M. Mohsen, A. Ghazi and W. M. Yousef, ”An Efficient 
Deployment Model for Maximizing Coverage of Heterogeneous Wireless 
Sensor Network Based on Harmony Search Algorithm”, Hindawi, 
Journal of Sensors, vol. 2020, pp. 1-18. 

[4] C. Zygowski and A. Jaekel,”Optimal Path Planning Strategies for 
Monitoring Coverage Holes in Wireless Sensor Networks”, Ad Hoc 
Networks, vol 96, January 2020, pp.  101990. 

[5] I. Alablani and M. Alenazi,”EDTD-SC: An IoT Sensor Deployment 
Strategy for Smart Cities”, Sensors, December 2020, vol. 20, issue 24, pp. 
7191-8010. 

[6] P. prabhaharan, R. Jayavadive, L. Malathi and M. Ramesh,” Energy 
Efficient Object Tracking Using Adaptive Node Deployment and 
Evolutionary Algorithm Based Node Localization”, International Journal 
Of Scientific & Technology Research, November 2019, vol. 8, issue 11, 
pp. 1960-69. 

[7] J. Mao, X. Jiang and X. Zhang,” Analysis of Node Deployment in 
Wireless Sensor Networks in Warehouse Environment Monitoring 
Systems”, Eurasip Journal on Wireless Communications and Networking, 
December 2019, vol. 2019, issue 1, pp. 1-15. 

[8] F. Alassery, “Convergence between Virtual MIMO and Node 
Deployment Strategy for High Performance Multi-hop Wireless Sensor 
Networks”, IAENG International Journal of Computer Science, June 
2019, vol. 46, issue 2, pp. 349-357. 

[9] X. Song, Y. Gong, D. Jin and Q. Li, ”Nodes Deployment Optimization 
Algorithm based on Improved Evidence Theory of Underwater Wireless 
Sensor Networks”, Photonic Network Communications, 2019, vol. 37, 
issue 2, pp. 224-232. 

[10] S.M. Koreim and M.A. Bayoumi, ”Detecting and Measuring Holes in 
Wireless Sensor Network”, Journal of King Saud University-Computer 
and Information Sciences,2018, vol. 32, no. 8, pp. 909-916. 

[11] S. S. Kashi,”Area Coverage of Heterogeneous Wireless Sensor Networks 
in Support of Internet of Things Demands”, Computing, 2018, vol. 101, 
no 4, pp. 363-385. 

[12] A. Katti and D.K. Lobiyal,”Node Deployment Strategies and Coverage 
Prediction in 3D Wireless Sensor Network with Scheduling”, Advances 
in Computational Sciences and Technology, 2017, vol. 10, no 8, pp.2243-
2255. 

[13] K. Wei, ”Node Deployment for Wireless Sensor Networks Based on 
Improved Multi-objective Evolutionary Algorithm ”, International 
Journal of Internet Protocol Technology, 2017,vol 10, no. 3,pp 189-195. 

[14] N. Rai and R.D.Daruwala,”Empirical Formulation for Estimation of 
Optimum Number of Randomly Deployed Nodes in WSN”, International 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

659 | P a g e  

www.ijacsa.thesai.org 

Conference on Wireless Communications, Signal Processing and 
Networking (WISPNET), 2016,pp 376-380. 

[15] S. Indumathi and D. Venkatesan,”Improving Coverage Deployment for 
Dynamic Nodes using Genetic Algorithm in Wireless Sensor Networks”, 
Indian Journal of Science and Technology, 2015, vol. 8, no. 16, pp. 1-6. 

[16] J.W. Lee and W. Kim,”Design of Randomly Deployed Heterogeneous 
Wireless Sensor Networks by Algorithms Based on Swarm Intelligence”, 
International Journal of Distributed Sensor Networks, 2015, vol. 11, no 8, 
pp. 1-8. 

[17] M. R. Serik and M.  Kaddour, “Optimizing Deployment Cost in Camera-
Based Wireless Sensor Network”, IFIP International Conference on 
Computer Science and its Application, 2015, pp. 454-464. 

[18] Y. Yoon and Y. H. Kim,” An Efficient Genetic Algorithm for Maximum 
Coverage Deployment in Wireless Sensor Network”, IEEE Transactions 
on Cybernetics, 2013, vol. 43, no 5, pp. 1473-1483. 

[19] Z. Kang, H. Yu and Q. Xiong,”Detection and Recovery of Coverage 
Holes in Wireless Sensor Networks”, Journal of Networks, April 2013, 
vol.8, no.4, pp. 822-828. 

[20] S. Babaie and S. S. Pirahesh,”Hole Detection for Increasing Coverage in 
Wireless Sensor Network Using Triangular Structure”, International 
Journal of Computer Science Issues, January 2012, vol. 9, issue 1, no.2, 
pp. 213-218. 

[21] J. Wang  , C. Ju , Y. Gao , A. K. Sangaiah and G. J  Kim,” A PSO based 
Energy Efficient Coverage Control Algorithm for Wireless Sensor 
Networks”,  Comput. Matter. Contin. January 2018, vol. 56, no.3, pp. 
433-446. 

[22] A. P. Laturkar and P.Malathi,” Coverage Optimization Techniques in 
WSN using PSO: A survey”, International Journal of Computer 
Applications, 2015, vol. 975, pp. 19-22. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

660 | P a g e  
www.ijacsa.thesai.org 

Fine-grained Access Control in Distributed Cloud 
Environment using Trust Valuation Model 

Aparna Manikonda1 
Research Scholar, Department of Computer Science 

Nitte Meenakshi Institute of Technology, Karnataka, India 

Nalini N2 
Professor, Department of Computer Science 

Nitte Meenakshi Institute of Technology, Karnataka, India 
 
 

Abstract—Cloud computing has been in existence as an 
adaptable technology that gets integrated with IoT, Big-Data, 
and WSN to provide reliable, scalable and mesh-free services. 
However, because of its openness in nature, the privacy of the 
cloud is an important parameter for today’s research. The most 
important privacy factor in cloud is access control and user trust. 
Many articles related to access control and trust management 
were presented, but most of them include highly complex 
algorithms that result in network overhead. This proposed 
security framework is for a better and more effective system 
wherein multiple distributed centers are created with trust-based 
computing for authentication and validation of requests from 
users and their resources. The idea of trust here is for efficient 
decision-making and establishing reliable relationships among 
users and resources using least computations. Each user has 
different permissions for each file present in the cloud server. 
The simulated results shows improvement in the rate of 
successful transactions, time cost and network overhead. 

Keywords—Fine-grained; distributed; access control; trust 

I. INTRODUCTION 
The security issues like privacy, trust, authentication and 

authorization need more attention with the rapid advancement 
in day-to-day technologies. Among them, access control and 
trust management are critical and complex issues that require 
more focus. But in the cloud environment, the access control 
approaches are semi-trusted because of the users snooping 
nature [1-2] that offer the resource or its attributes a complete 
access based on the rights of the user. Most of the access 
management methods [3-7] use encryption and decryption 
algorithms for protection of legit users. To reduce the 
computation overheads, many researchers [8-12] used the trust 
parameter in the process of decision-making for validation and 
authentication of user and their resources. 

The research issues subjected to existing techniques involve 
the following: 

1) The methods related to fine-grained involve lot of 
mathematical computations. 

2) Trust-based involves subjective assignment of weights 
to the attributes considered for calculation of trust value which 
leads to time cost, and 

3) Centralized-based leads to network overhead. 

Hence, the designed model is named as distributed fine-
grained access control using trust management (DFGACT). In 
this work, multiple distribution centers are created for 

accessing the data by authorized users on basis of their trust 
values associated with them. Rest of the paper is organized as 
follows: Section II is literature survey, Section III is proposed 
approach and Section IV is results and analysis about the 
proposed approach followed by a conclusion in Section V. 

II. RELATED WORK 
One of the mostly used cryptographic access control 

method is designed by Sahai [13] for volatile cloud situations. 
Many literature papers used CP-ABE and KP-ABE schemes to 
secure data processing in the cloud and WSN [14-18]. In these 
methods, the complexity of encryption growth is linear with 
the count of each attribute and conveys heavy computation 
overheads. CP-ABE schemes are the most used for fine-
grained security in cloud computing. The attribute statistics 
[19] are completely hidden inside the access policy by way of 
the use of the randomizable fuzzy approach for decryption 
purposes. Somchart et al. [20] used the CP-ABE method for 
mobile cloud environments by way of introducing new proxy 
encryption to reduce the cost of decryption and encryption for 
mobile users. But the outsourcing encryption isn't always 
specified. CP-ABE calls for data proprietors to generate 
multiple ciphertexts which result in sizable overheads in 
computation. To triumph over this, an LSSS based CP-ABE 
has been proposed [21] that can decrypt the records that are 
relatable with this matched part. 

Anil Kumar et al. [22] tried to triumph over the troubles 
associated with RBAC, where users can access entire object 
without any further authentication once access is granted by 
manipulating swift storage. Qian et al. [23] proposed a Merkle 
tree based on time and attribute that stores private keys of the 
user for decryption purposes to efficient access of the 
resources. A lightweight statistical computation [24] is carried 
out by the cloud server for granting unique access privileges to 
individual users. However, with the increasing variety of 
attributes the overhead increases. 

The large statistics are stored specifically in the cloud for 
controlling the access of a massive amount of data with closed 
permissions of individual users [25]. However, this scheme 
hides total attributes of a user for getting an entry pass to the 
access rights. The conventional cloud storage structures goes 
through a hassle of returning the incorrect seek consequences 
or not going back to the total seek results, this can be solved by 
using the applied decentralized system model with the cipher 
textual content-based key-word seek characteristic according to 
the smart reduced in size Ethereum blockchain [26]. 
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Qi Li et al. [27] constructed a scheme named SEMAAC for 
mHealth applications that have IoT enabled to achieve the 
functions of de-centralization. Here, each CSP computes the 
decryption costs by interacting with Associated Authority. But, 
the verification time of each PDC increases linearly with the 
number of associated authorities. For a specific biological 
system of healthcare industry in cloud computing [28] the 
user’s closed permissions are mixed with fog computing to 
provide high-level security. 

Roy et al. [29] constructed a concept in the direction of 
transportable cloud computing for the healthcare industry. This 
portable cloud display helps in analyzing the statistics with 
recognition of the patients' records and in removing proposals 
in medicinal services programs. A dynamic authorized system 
was proposed for cloud computing [30] where the authorized 
users are identified based on trust value. The access privileges 
of these users are created on their behaviour with the system. 
However, this work adds an overhead due to its various 
assignments and removal of permissions for malicious users. 

III. PROPOSED WORK 
There are three important issues while accessing data from 

the server. Firstly, users having access to servers may 
additionally try and access data that isn't always intended for 
them. To keep away from such problems, every user needs to 
have a particular privilege to access the server. Secondly, Trust 
is an important parameter for improving the relationship 
between the user and their resources. Thirdly, a maximum of 
the theories mentioned for improving safety features are liable 
to a single point of failure. However, the decentralized version 
has higher throughput and lower fees together with overcoming 
the failure of single-factor issues within the system as 
compared to the traditional cloud storage device. 

The main idea behind this research is to eliminate the 
complex computations that are involved in the existing state of 
art methods. The novelty behind this access-control method 
lies in the combination of 1) Decentralized approach to avoid 
single-point failures 2) Fine-grained approach for unique 
privileges for users and 3) Trust for an effective authorization 
process. Although many methods related to the above 
discussed issues are existing but none of the techniques is a 
combination of these three tactics. The reason to combine these 
three tactics is for better time cost, success rate and reduction 
of network overhead. 

This phase of work defines a simplification of the proposed 
scheme DFGACT. Requirements in this approach are: 

1) Multiple VMS of cloud that acts as a distribution center 
for the scheme. 

2) Each DC has a cloud service provider that takes care of 
the incoming requests from the user and owner of the 
file/resource. 

3) The distribution center stores the consumer/User 
information, trust matrices and permission table of the 
resource. 

4) Each file has a permission table, the owners of the file/ 
resource decide on the permissions that a user/consumer 

should have and accordingly receives the PID of the 
file/resource that authorize them to access records. 

Here, the user/consumer request is processed through these 
modules as shown in Fig. 1 to undergo the authorization and 
authentication system. The consumer request is of the form 
(UID, PID, RID, Trust value). The representation for the same 
is given in the table 1. To gain access control, the method used 
an idea similar to [31]. The access policy is a fine-grained in 
nature; this combines three methodologies RBAC, ARL and 
ABAC. For fine-grained precision, a set of access rules is 
assigned to each user that defines the access rights of that 
resource/file. In the proposed case, each file has a set of 
permissions in the form of attributes. The values associated 
with the attribute decide the right to access the resource/file. 
Every file/resource and a unique permission ID has been 
assigned to the user based on the initial demand/request. No 
two users can have the same permission ID for that resource. 

However, the uniqueness of the work is addition of 
distribution centers that distributes trust matrices among 
neighboring CSPs for identification of valid users to avoid 
malicious requests for a better network overhead. Besides, trust 
computing is taken into consideration as a measurable factor in 
the scheme that considers users trust credentials and computing 
power of resources for better success rate. Table I describes the 
notations used in the paper. 

TABLE I. NOTATIONS 

Sl.no. Notation Meaning 

1 AC Authorization Centre 

2 DC Distribution Centre  

3 DO Data Owner  

4 CNM Data Consumer  

5 ALC Access level code or permission IDs 

6 CSP Cloud service provider 

8  𝑪𝒂 Type of user 

9  𝑪𝒕 Authentication degree 

10  𝑻 𝑻𝑽𝑨𝑳 Total Trust value 

11  𝑻𝑻𝑯𝑹𝑺𝑫 Trust threshold 

12 𝑴 Unique code in the permission table  

13 𝑵 Set of permissions associated with FILE 

14 𝒁 File name 

15 𝑹𝑸 Degree of request potentiality 

16 𝒓 Priority of current request and is decided by CSP 
of DC 

17  𝑹𝑸𝒇 
Number of times the user requested for the 
resource  

18  𝑹𝑸𝒔 Degree of valid request. 

19 𝑹𝒊𝒅  Request ID 

20 (𝑼𝒊𝒅) USER ID 

21 𝑷𝒊𝒅  Permission ID 

22 (𝑭𝒊𝒅) FILE ID 
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Fig. 1. System Architecture of DFGACT. 

The scheme starts with an authentication procedure which 
involves the verification of user identity by its necessary 
associated credentials, such as User-Id, password, and RSA 
token. For the valid user, the activity is been recorded by the 
system in a log file for future reference. The request gets 
dropped for an invalid user and the information about the same 
is sent to remaining distribution centers. Followed by an 
authorization procedure, where the DC extracts the permission 
ID of the resource from the user request and assign the data to 
client according to the permissions associated with the Fid 
(Pid). 

A. System Architecture 
The proposed architecture distributed fine-grained access 

control with trust computing named DFGACT includes a trust 
management module and an access control module in 
conjunction with four entities as shown in Fig. 1. The entities 
are Authorization center (AC), Distribution Center (DC), Data 
Owner (DO), and Data Consumer (CNM). In the proposed 
scheme, the consumer can get the right of entry to the resource 
through the ALC code of the report/ resource. Each of the 
entities with its functionalities is mentioned as underneath: 

USER/Owner: This entity can store or access the 
information; the one tries to read /write the resource and this 
must be a valid user before accessing the resource. 

CSP: This entity provides services to the authorized users. 
This resides inside the distribution centre. 

Distribution Centre (DC): Each distribution center 
generates ID’S to user and owner of the resources. This entity 
stores the permission table of each resource, access policy, 
information about the owner and consumer. Every distribution 

center has a CSP provider to validate the authorized users for 
accessing the resources. 

Authorization Centre (AC): Authorization center creates 
various distribution centers. A unique ID is associated for each 
distribution center. This entity acts as a database for storing 
information about the distribution center. 

 
Fig. 2. Flowchart of the Proposed Architecture DFGACT. 

The working principle of DFGACT is as under and the 
flowchart for the same is shown in Fig. 2: 

1) Request from USER or Consumer to get entry into the 
Cloud data or Services through web interface of a specific 
distribution centre. 
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2) The distribution centre authenticates every individual 
via analysing the important related credentials such as  𝑪𝒂 to 
identify the user is a trusted or untrusted. If the 𝑪𝒂 are 
determined legitimate, then the request for access undergo 
trust evaluation process, or else the request of the consumer is 
denied for any additional processing. 

3) If authentication check fails the CSP in that particular 
DC’s drops the request and transfer the trust information 
among CSP of different DC’s. The trust values of the user are 
computed by taking the inputs from user trust credentials and 
trust matrices as shown in Fig. 2. There are three distinct 
instances for inspection of trust value: 

a) Instance 1: Reliable user and Non-reliable user: 
Here, CSP of each DC authenticates the request based on its 
frequency and user trust. If TTVAL <  TTHRSD then CSP of that 
particular DC drops the request and informs other DC’s about 
the incoming threat. 

b) Instance 2: New/Unidentified user: In case of any 
new or unidentified user, the CSP checks the trust value of the 
requesting user from its neighboring CSP. The fetched value is 
added to its own trust matrices. 

c) Instance 3: Malicious Attack: CSP keeps track of the 
requests received at that distribution centre. If any suspicious 
activity is found then user’s trust value is decreased otherwise 
value of trust increases. 

4) For valid requests, CSP of that DC finally allow the 
subject to use the resource. 

B. Evaluation Startegy 
The evaluation strategy of this model is setup in three 

phases: 1) Network phase, 2) Access control strategy and 
3) Trust Evaluation strategy. 

In the approach, each Distribution Centre has a table that 
contain trust matrix of each user associated with that DC. For 
every attempt by the user with the cloud resource, the DC share 
the trust matrices of that user to its neighboring DCs. The user 
requests are verified and are either granted or denied to access 
the service. 

1) Network model: The network consists of several 
Distribution Centers(DC), cloud service providers (CSP), 
Owners (OWN), and Users(U). 

DC = ∑ 𝐷𝐶𝑖 𝑑𝑐
𝑖=1  ∀ (1 ≤ i ≤ dc)            (1) 

CSP =  ∑ CSPi
csp
i=1  ∀ (1 ≤ i ≤ csp)            (2) 

OWN =  ∑ OWNi
own
i=1  ∀ (1 ≤ i ≤ own)           (3) 

U =  ∑ uin
i=1  ∀ (1 ≤ i ≤ n)             (4) 

Every pair of DCs can communicate securely and has a set 
of disjoint users U which means no two users can belong to 
same DC, 𝑖, 𝑗 ∈ 𝐷𝐶 and therefore is written as Ui⋂Uj⁼∅ . The 
OWN of the resource decides the attribute values of the file, 
that carries a set of rights to perform a specific task on the 
resource. 

2) Access control strategy: Each file stored has a set of 
attributes and are named as permissions in this work. The 
permission values to the file are decided by the owner of the 
file. The permission ID (PID) uniquely determines the 
permissions associated with that. Every Distribution Centre in 
the network assigns the PID to the user according to the 
service plan. 

This approach uses the access policy similar to [31]. Here, 
the file/resource permissions are arranged in tabular structure 
with unique permission ID (PID), and its adjacent columns are 
represented in Boolean format. The permissions for each file 
are arranged as shown in the Table II. 

TABLE II. PERMISSION TABLE OF THE RESOURCE 

PID Read Write Edit Move Share Download Delete 

1 1 0 0 0 1 1 1 

2 1 1 1 0 0 1 0 

3 1 0 0 0 1 1 0 

4 1 0 0 1 1 1 0 

5 1 0 0 0 0 0 0 

Each user is assigned with a unique code to access the 
resource. Each file will set access limits to requesting user 
according to permissions from set, and is represented in the 
equation below: 

M → N               (5) 

Where: 

"𝑀" is a unique code in the permission table, 

"𝑁" is a set of permissions associated with 𝒁. 

For e.g., if any user has assigned with PID-4 of that file 
then no other user can have PID-4 for that resource/file. 

3) Trust assessment model: The authorization process of 
this scheme is depended on trust-based evaluation for an 
efficient decision making. The users trust value is calculated 
and is compared with the threshold trust  𝑻𝑻𝑯𝑹𝑺𝑫. After each 
transaction these trust values gets updated in the database. The 
value of the trust is related to the CSP of that particular DC in 
a particular session. For the evaluation of trust, the following 
parameters has been considered: 1) User interactions with the 
system  𝐶𝑎, 2) Type of user 𝐶, 3) The number of times the user 
requested for the resource  𝑅𝑄𝑓, 4) Degree of valid request 
 𝑅𝑄𝑠 and 5) Estimated computing power of the resource  𝑬𝑪𝑷. 

The Trust matrix is of form < TVAL,  ECP > where: 

The trust value 𝐓𝐕𝐀𝐋of each user for a particular session is 
calculated from the equations below: 

 
RQ = r ×  RQs

 RQ𝑓
                (6) 

RCVAL =   Ct ×  Ca × RQ                 (7) 
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Where: 

 Ct value increases with valid requests and declines at 
invalid ones. 

 
Cavalue greater than 0.5 is a trusted user and less then 0.5 is 

invalid or malicious user and equals 0.5 is for new user. 

RQ value for degree of request potentiality. 

RCVAL handles the type of user and potentiality of the 
request. 

The ongoing limit of a cloud asset influences the exhibition 
of the cloud supplier and exchange execution. In this manner, 
the ongoing asset limit boundaries like CPU, RAM, and 
Network ought to be thought about while assessing trust an 
incentive for a cloud asset to empower a framework to gauge 
on the off chance that the asset can execute the expected work 
or not. Hence, the CPU time of resource is considered as 
Estimated Computing Power ( ECP). 

 ECP = CPUJOB
CPU𝑅𝐸𝑆𝑂𝑈𝑅𝐶𝐸 

               (8) 

In this work, the trust value  𝑻𝑽𝑨𝑳 is calculated from two 
attributes, the first attribute handles the frequency of the 
request and type of user. The second attribute handles the 
computing power of the resource. 

TVAL =   RC𝑽𝑨𝑳 +  ECP             (9) 

At the end of each transaction from the DC to USER, the 
trust value TVAL gets updated and broadcasted to the other 
DC’s. The other DC’s keeps a record of these values so that 
there should not be any discrepancies while handling the 
requests. 

Algorithm: Proposed DFGACT 

1. Input: Parameter associated with calculation of 
trust value 

2. Output: Updated Trust Value 
3. While(true) 
4.  User send request ( 𝑇𝑉𝐴𝐿,  𝐸𝐶𝑃) to DC 
5.  if ( 𝐶𝑡 ≤1 &&  𝐶𝑎 >0.5) then 
6.  if ( 𝑇𝑉𝐴𝐿 ≤  𝑇𝑇𝐻𝑅𝑆𝐷 ) then  
7.  Continue with the service; 
8.  Calculate RQ using eq.6 
9.  Calculate  𝑅𝐶𝑉𝐴𝐿 using eq.7  
10.  else  
11.  𝑅𝑄 = 𝑅𝑄 − 1 ; 
12.   𝐶𝑡 =  𝐶𝑡 − 1; 
13.  end if;  
14.  Calculate 𝑇𝑉𝐴𝐿 from eq .9 and update the 

database with this new value 
15.  end if; 
16.  Broadcast ( 𝑇𝑉𝐴𝐿,ECP) to other DC’s 
17.  DC extracts access level permission for the user. 
18.  if (𝑅𝑖𝑑  (𝑈𝑖𝑑) → 𝑡𝑟𝑢𝑒 && 𝐹𝑖𝑑) then 
19.  𝑅𝑖𝑑 (𝑈𝑖𝑑) ←  𝑃𝑖𝑑  (𝐹𝑖𝑑) 
20.  end if ; 

21.   𝑅𝑄𝑠 ←  𝑅𝑄𝑠 + 1 
22.   𝑅𝑄𝑓 ←  𝑅𝑄𝑓 + 1 
23. end while; 

IV. RESULTS AND ANALYSIS 
This paper used a CloudSim3.0 [32] and experiment 

environment is eclipse editor. The programming language used 
is java to simulate the proposed method. It is assumed, each 
VM of the cloud as a Distribution Centre (DC). Likewise, 8 
DC’s are created for the evaluation of proposed scheme. The 
scheme evaluates the user’s behaviour according to trust 
management module. At the beginning, trust value of 
registered users is defined as "0.5". Depending on the 
successful attempts, the trust value of user keeps changing, but 
the value should not exceed trust threshold. In this approach 
trust threshold is assigned as 1. The results of DFGACT and 
literature [30] are compared thorough simulation. The results 
are proved that DFGACT has better efficiency than literature 
[30]. 

Fig. 3 represents time cost of both the schemes in 
comparison with no. of users. From the result it can be seen 
that with the increasing number of users the time cost increases 
for Mehraj [30]. On the other hand, the DFGACT less delay is 
because this scheme has simple way of accessing request in 
fine-grained manner, whereas in Mehraj [30] the conversion of 
roles into tasks into permissions results in delay at higher cost 
that increases with the increasing no. of users. 

Fig. 4 shows the network traffic rises with the no. of 
requests for both schemes. However, DFGACT has less 
overhead in comparison with the other approach. The 
DFGACT has less overhead as compared to Mehraj [30] 
because of DFGACT distributed nature. Mehraj [30] has higher 
overhead because of its centralized approach and at the same 
time various assignments of roles-tasks-permissions. Hence 
from the results, it is evident that DFGACT could nearly 
improve the security by minimizing the resources for 
computation. 

Fig. 5 represents the rate of successful transaction with 
respect to time, here the DFGACT scheme has higher success 
rate than that of Mehraj [30]. The dynamic nature of user leads 
to increase or decrease of RST. Rather than the time factor, the 
person's conduct is considered for changes at the side of the 
variant of behavior functions. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 9, 2022 

665 | P a g e  
www.ijacsa.thesai.org 

Fig. 3. Time Cost of the Schemes. 

 
Fig. 4. Network Overhead vs. No. of Requests. 

 
Fig. 5. Rate of Successful Transactions vs Time. 

V. CONCLUSION 
In order to reduce the computational overhead due to 

complex equations in encryption and decryption schemes, the 
distributed fine-grained access control using trust assessment 
has been proposed. To enable cost saving, such as time cost, 
network overhead and rate of successful transactions the 
DFGACT scheme assists in creation of multiple distribution 
centers for providing services to the authorized users on the 
basis of their trust values. To achieve fine-grained access a set 
of access rights list is generated for each file/resource and 
stored in distribution centers. The evaluations had shown that 
this approach has 25% more better rate of successful 
transactions with less time and overhead than the existing ones. 
In future, the application of Swarm intelligence technique for 
the DFGACT scheme will be implemented for handling of 
attacks and better throughput. 
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Abstract—Due to the Covid-19 pandemic which started in the 
year 2020, many nations had imposed lockdown to curb the 
spread of this virus. People have been sharing their experiences 
and perspectives on social media on the lockdown situation. This 
has given rise to increased number of tweets or posts on social 
media. Multi-class text classification, a method of classifying a 
text into one of the pre-defined categories, is one of the effective 
ways to analyze such data that is implemented in this paper. A 
Covid-19 dataset is used in this work consisting of fifteen pre-
defined categories. This paper presents a multi-layered hybrid 
model, LSTM followed by GRU, to integrate the benefits of both 
the techniques. The advantages of word embeddings techniques 
like GloVe and BERT have been implemented and found that, 
for three epochs, the transfer learning based pre-trained BERT-
hybrid model performs one percent better than GloVe-hybrid 
model but the state-of-the-art, fine-tuned BERT-base model 
outperforms the BERT-hybrid model by three percent, in terms 
of validation loss. It is expected that, over a larger number of 
epochs, the hybrid model might outperform the fine-tuned 
model. 

Keywords—Multi-class text classification; transfer learning; 
pre-training; word embeddings; GloVe; bidirectional encoder 
representations from transformers; long short-term memory; gated 
recurrent units; hybrid model; RNN 

I. INTRODUCTION 
On March 11th, 2020, the World Health Organization 

(WHO) proclaimed Covid-19 a global pandemic, making 
human lives increasingly digital. This massive amount of 
digital data aids data scientists in discovering new patterns and 
gaining a new perspective on any area of interest. With the 
rise of Artificial Intelligence (AI) in data science, machines 
might have the ability to perform all human tasks much better 
than humans. Natural Language Processing (NLP), a sub-
domain of AI, is an interesting research field, in which, Text 
Classification (TC) is a simple and yet a challenging problem 
that is well-recognized in the domain. It is a process of 
categorizing samples of text into few pre-defined 
categories/classes, which are of two types, viz, binary 
classification and multi-class text classification (MTC). 
Applications of TC range from sentiment analysis to topic 
labelling. Using TC, we can easily categorize emails, social 
media posts like Tweets etc. to maintain and understand the 
text better for making any data-driven business decisions. 

The approaches to perform TC are rule-based (uses hand-
crafted rules), deep-learning techniques (uses neural networks) 
and hybrid methods. Out of these techniques, the most 
significant one is the deep learning method because they are 
powerful and provide good results [1-2]. And this paper 
concentrates on classifying a Covid-19 twitter dataset of into 
15 pre-defined categories. There are two parts for TC, the first 
part being the feature engineering, where one of its methods 
called word embedding is used and the second part being the 
classification. The main objective of this paper is to perform a 
comparative study on the performance of hybrid classifiers 
with their respective pre-trained word embedding techniques. 
This project performs a comparative analysis between 1) 
hybrid Recurrent Neural Network (RNN) model with the help 
of either Global Vectors for Word Representation (GloVe) and 
Bidirectional Encoder Representations from Transformers 
(BERT) pre-trained word embeddings and 2) BERT-base 
model. The main reason for choosing hybrid architecture over 
others is that it helps in boosting the performance of the 
overall model. With regards to embeddings methods, BERT 
was mainly chosen because of the following reasons. 

1) It provides contextual embeddings. 
2) It considers the order of words before providing the 

embeddings. 
3) While other pre-trained embedding models have pre-

generated embeddings, BERT has to be trained to generate 
dynamic embeddings (as it considers context). 

4) It generates embeddings for Out-Of-Vocabulary words. 

In order to study them, a Covid-19 twitter dataset has been 
used, that contains approximately two lakhs of tweets and 
their respective labels. There are 15 different categories of 
tweets in this dataset. 

II. LITERATURE SURVEY 
Shah et al. [3] have developed a text classification system 

for BBC news by using three traditional machine learning 
algorithms separately, namely Logistic Regression, K- Nearest 
Neighbor and Random Forest Algorithms, and compared these 
models to choose the best one. The classification is divided 
into four parts, viz text pre-processing, text representation, 
implementation of classifier and finally the classification of 
news. Text pre-processing involved removing of stop words 
and stemming, text representation involved the use of TF-IDF 
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algorithm to convert the text into suitable format. The 
comparison between the classifiers has been done in terms of 
five metrics: Precision, Accuracy, F1-score, Confusion matrix 
and support. According to the experiment, logistic regression 
performed the best with 97% accuracy. Kumar et al. [4] have 
provided the method of text mining using popular machine 
learning classification algorithms and has also provided a 
SWOT analysis of these algorithms to summarize the work 
done so far in the usage of ML classification algorithms on the 
task of sentiment analysis, one of the major tasks of text 
classification. Authors have also observed that most of the 
classification algorithms use bag-of-words for representing 
text. As sentiment analysis is a significant part of text 
classification, it can be performed either using machine 
learning approach or a lexicon-based approach. Harjule et al. 
[5] have explored both the methods by using SentiWordNet 
and Word Sense Disambiguation in the former approach and 
Multinomial Naïve Bayes (MNB), Logistic Regression, SVM 
and RNN in the latter approach. Along with the above-
mentioned classifiers, an ensemble classifier consisting of 
MNB, SVM and LR is also implemented. Later, these 
classifiers are being compared. The text pre-processing is 
done using NLTK that involves casing, removal of stop 
words, punctuations, URLs and hashtags, POS tagging and 
tokenization. The datasets used are “Sentiment140” and 
“Crowdflower’s Data for Everyone library”. The observations 
indicate that the RNN model (LSTM) provides better results. 
Xia Sun et al. [6] have proposed a different approach to SA, 
where in the context of the text were captured using Bi-GRU 
and many DL models were used to classify. Among them, 
CNN+LSTM model outperformed all. The main focus of their 
work is the discovery of Drop Loss, which focuses on hard 
examples i.e., texts that are easier to get misclassified. This 
way, the classification accuracy was improved upon four 
sentiment datasets viz. MOOC, IMDB-2, IMDB-10 and SST-
5. The CNN+LSTM architecture was also used by 
Giannopoulou et al. [7] to categorize e-books into pre-defined 
book categories using their table of contents as the text 
samples. Software As-A Service (SaaS) is one of the popular 
software delivery models. Customers should be clarified on 
which SaaS provider is best suited for them, in order to use 
cloud services. There are many service quality pillars [8] that 
are to be considered before choosing a right provider. Hence, 
Raza et al. have performed multi-class text classification on 
these customer reviews, with service quality pillars as 
categories. The classification algorithms used are machine 
learning algorithms and an ensemble of all the ML algorithms. 
The representation of text is done using TF-IDF technique 
after text cleaning. The results show that Logistic Regression 
performs better than all the models, including the ensemble 
model. There is also the field of citation intent classification 
that can be benefitted by different word embedding 
techniques. 

Roman et al. [9] have used word embedding techniques 
like GloVe, InferSent and BERT to classify the citation 
context with citation intent, on 10 million records of Citation 
Context Dataset. It has been observed that the method using 
BERT provides a highest of 89% precision of all. Before 
BERT or transformer models were discovered, Bi-LSTM 
architectures were leading in many of the downstream tasks of 

NLP. Hence, Huang et al. [10] have experimented by 
combining Bi-LSTM with transformers. Considering the fact 
that adding more hidden layers to BERT will not improve its 
performance, the authors have added a Bi-LSTM layer to each 
of the transformer entity, called TRANS-BLSTM, and have 
observed that their model provides an F1-score of 94.01% on 
SQUAD 1.1 development dataset. Hao Wu et al. [11] have 
proposed a weighted multi-class text classification model 
where the text is converted to its numerical terms using 
Word2Vec technique; weights are applied to those vectors 
using TF-IDF algorithm, and the word vectors are multiplied 
with these weights to provide the final representation of text. 
Context is captured using a BiLSTM layer, followed by an 
Attention layer and a softmax layer to classify. This model has 
observed to have 91.26% accuracy. Kumar et al. [12] have 
also used Bi-LSTM layers in their proposed model, SAB-
LSTM, where they have applied model and network optimizer 
with a dropout layer around the Bi-LSTM layer to provide 
best accuracy when trained on COVID-19 dataset, in 
comparison with LSTM and Bi-LSTM models individually. 
Another hybrid model CNN+RNN with attention mechanism 
was proposed by Guo et al. [13] to perform MTC. 

The text classification method also finds its application in 
the field of medicine prescription, where, it can be detected 
whether the prescribed medicine has been misused or not. Al-
Garadi et al. [14] have experimented in this domain on a 
Twitter dataset using BERT and its variants but with fusion. 
The fusion models involved combining the probabilities of 
each text sample from BERT and its variants using either a 
logistic regression classifier or a Naïve Bayes classifier. These 
fusion models were observed to provide higher accuracy than 
the individual transformer models. Shaik at al. [15] have 
developed a text classification model that classifies the course 
learning outcomes (CLOs) and assessment texts into a pre-
defined class of Bloom’s taxonomy, contributing to the 
education domain. This model uses Skip-gram word 
embedding technique and LSTM classifier to perform MTC, 
which provides an accuracy of 87% on CLOs and 74% on 
assessment texts. The Skip-gram technique is also used by 
Aslam et al. [16] to perform MTC on Google Play app reviews 
using CNN as its classifier with a precision of 95.49%. The 
CNN is also combined with Bi-LSTM using attention layer 
having Word2Vec as word embedding technique, proposed by 
Zhenget al. [17]. Similarly, CNN is combined with GRU 
layers as an ensemble model to perform MTC on news sources 
by John et al. [18], to help women select the state they want to 
travel or relocate to, based on the recent criminal activities. As 
a better alternative to CNN, CapsNets are used along with Bi-
GRU layers as a hybrid model, using Word2Vec technique to 
perform Text classification by Gangwar et al. [19]. The 
detection of fake news also is a significant sub-task of MTC, 
where in IulianIlie et al. [20] have proposed a comparative 
study of 10 DNN models using GloVe, Word2Vec and 
FastText word embedding techniques, in which RCNN 
performed the best. The fastText method is used as a feature 
extraction method and also as a classification method to 
classify emails into multiple classes [21]. Aydoğan et al. [22] 
have performed a comparative study between CNN, LSTM, 
RNN and GRU networks on Turkish datasets, using 
word2Vec word embeddings. The results indicate that both 
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LSTM and GRU perform the best. Sunagar et al. [23] have 
conducted a comparative study between various deep learning 
models for the task of MTC on Covid-19 dataset, amongst 
which, RNN with Bidirectional LSTM performed better. The 
comparison between ML algorithms was also considered for 
the task of news topic classification [24] to study the different 
ML models. Many researchers have also carried out the works 
like detecting the disease, predicting the end of pandemic [25] 
and creating a decision support system [26] for Covid-19. 
Many authors have carried out the research on the features 
extraction from text and tried to establish how this will help in 
attaining the better accuracy [27-29]. 

In the existing system, classification of the text focuses on 
Sentiment Analysis, Movie Review etc. Due to Covid-19 
pandemic, lot of tweets are being generated on various topics 
like, safety measures, social distancing, advisories, etc. by 
Government agencies, WHO, Scientists, NGOs and 
individuals. Classifying these tweets into different categories 
like Social Distancing, Vaccination, Advisories etc. is one of 
the motivations for the taking up this project. The recent 
works do contribute to the accuracy of the models discovered, 
may it be hybrid, traditional or an ensemble model. But this 
paper mainly focuses on the fact that, more the number of 
neural network layers, more the accuracy, with regards to the 
hybrid RNN model, that is inspired by the work of Sunagar et 
al. [30]. To boost the accuracy of the model, the BERT 
embeddings are being considered along with the hybrid RNN 
model, as they are contextual in nature and support Out-Of-
Vocabulary words. And this model is being compared with the 
fundamental BERT-base model, by considering the 
importance of pre-trained word embeddings. 

III. PROPOSED MODEL 
Text classification is a challenging yet interesting problem 

of NLP. It is a method of classifying sample texts into few 
pre-defined categories. The categories can be two or more in 
number. If the number of categories is two in number, it is 
called binary classification. The applications of binary 
classification are Sentiment Analysis, Spam filtering, Credit 
Card fraud detection etc. If the number of categories is more 
than two, then it is called multi-class text classification. The 
applications of MTC are Product categorization, News 
categorization, Citation intent classification, E-book 
classification etc. This project focuses on performing MTC on 
a COVID dataset consisting of tweets collected from Twitter 
and Kaggle with 15 unique categories. 

A. Architecture of Proposed and Related Models 
1) The process of building an MTC model involves two 

parts: Extraction of Embeddings: In order to perform MTC on 
the above dataset, the model that is built to do that only 
understands numerical data and not the raw text. Hence, it is 
necessary to convert the text samples into numerical vectors. 
This conversion of raw text data into numerical values is 
called a word embedding technique [31]. There are two types 
of word embedding techniques: Frequency-based and 
Prediction-based. 

One of the earliest prediction-based embedding techniques 
is Word2Vec [32], which is a contextual word embedding 
method that provides an association between words having 
similar meaning. There are two models of Word2Vec method 
to use, in order to create word embeddings. 1) CBOW 
(Continuous Bag-Of-Words) model – which takes context 
words as input and tries to predict the target word as output. 2) 
Skip-gram model – predicts context words given the target 
word. The disadvantages of Word2Vec model are that it 
cannot handle out-of-vocabulary words, it relies on local 
information, requires large corpus to get an optimal solution 
and word sense is not captured separately. In order to consider 
the co-occurrence of words in the document, GloVe was 
invented [33]. This embedding technique was developed by 
Stanford University that is used to generate embeddings using 
an unsupervised approach. The training of GloVe model 
involves the use of global word-word co-occurrence matrix 
that is points out the number of times each word co-occurs 
with another. 

Fig.1 shows an example of a co-occurrence matrix, where 
each row consists of unique words in the document and each 
column denotes the context. Here, the context length in one. 
E.g., It says that the word “digital” co-occurs with the word 
“computer” 1670 times for the selected corpus. This large 
matrix is factorized to provide a lower-dimensional matrix, 
where, each row of the lower-dimensional matrix acts as word 
vectors for the respective word. The model has been pre-
trained to provide various dimensional word vectors. This 
project concentrates on using word vectors of dimension 50, 
where the model is trained on 6 billion tokens taken from both 
Wikipedia 2014 and Gigaword 5. Hence, the pre-trained word 
vectors will be inside a text file of name 
“GloVe.6B.50d.txt”.Unlike Word2Vec model, this method 
uses global information to construct the embeddings. The 
main disadvantages of using GloVe model are that it requires 
large memory to store the co-occurrence matrix, it cannot 
handle out-of-vocabulary words and word Sense is not 
supported. These and many other pre-trained models have one 
disadvantage in common, which is the unidirectional that 
restricts the power of those models. This led to the discovery 
of a specific type of transformer networks [34], BERT [35-
37]. It is a pre-trained model that considers the left and right 
context of a word in all layers, while generating embeddings. 

In order to pre-train BERT, WordPiece embeddings are 
used with 30,000 vocabulary size. There are two special 
tokens inserted into each sentence of BERT’s input, they are 
[CLS] and [SEP] tokens. [CLS] token represents the 
beginning of every sequence, which is also a classification 
token, for the task of NSP. Every sequence in input is 
separated by [SEP] token. The BERT has a powerful input 
representation, shown in Fig. 2, which is a combination of 
three embeddings: Token embeddings: Embeddings that 
represent each token in the document, Segment embeddings: 
Embeddings that are used to identify to which 
segment/sentence does the token belong to and Position 
embeddings: Embeddings representing the position of each 
token. There are two pre-training tasks of BERT, shown in 
Fig. 3, Masked Language Modeling (MLM) and Next 
Sequence Prediction (NSP). 
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Fig. 1. A Sample Co-occurrence Matrix. 

 
Fig. 2. Input Representation of BERT. 

 
Fig. 3. Pre-training Architecture of BERT. 

This paper intends to implement two word embedding 
methods, 1) GloVe 2) BERT-base architecture, that contains 
12 transformer encoder layers, 12 self-attention heads, 768 as 
hidden size and 110M parameters. GloVe and BERT models 
are used widely due to the use of transfer learning. It is a 
method that saves training time of deep learning models for 
the data scientists. In traditional learning, the model used to be 
built from scratch [38] [39]. If there is a task of classification 
of reviews into positive and negative, and a task of classifying 
spam email, both these tasks were implemented separately by 
building two independent models from scratch. This might 
consume a lot of training time in general. But in case of 
transfer learning, the model built for classifying reviews is 
used as an initial checkpoint for the task of classifying spam 
emails. The latter task is implemented by just fine-tuning or 
adjusting the weights of the former model. The model that is 
trained for the former task is called the pre-trained model [40-
41]. The latter model is called the fine-tuned model. Hence, 
transfer learning is a method of using the knowledge, gathered 
while training a model for a task, to train a similar task. 
Another main advantage of using transfer learning approach is 
that for the fine-tuning approach, the second similar task need 
not have a large dataset. This project uses two pre-trained 
models for generating word embeddings. 

2) Classifier: At the early days of neural networks, feed 
forward networks (FFN) were very popular to perform many 
tasks. They were known for their accuracy and speed. But they 
had their own disadvantages: 

a) Unable to process sequential data. 
b) Current input can’t be considered. 
c) Cannot remember previous inputs. 

RNN (Recurrent Neural Networks) were discovered to 
overcome the above-mentioned problems. They belong to a 
class of neural networks which takes previous layer outputs 
and feeds them as input to the current layer, passing 
information from the past. This is implemented with the 
concept of “memory” that keeps information about previous 
calculations till time step t. The main reason why RNN is used 
in NLP is because text is a sequential data. But RNNs suffer 
from vanishing gradient problem, in which, the gradients are 
so small that the updates of parameters are insignificant. This 
problem occurs while processing long sequences. Hence, there 
are two variants of RNN that have been discovered: LSTM 
(Long-Short Term Memory) and GRU (Gated Recurrent 
Units). In RNN, in order to add new information, the whole 
memory context is modified and there is no consideration for 
important information. To overcome this, LSTM is used [42]. 
LSTM has the ability to forget or restore information of 
choice. And it is implemented by three Gating mechanisms. 1) 
Forget Gate: This gate is used to forget all the insignificant 
information from the memory context. 2) Input Gate: This 
gate is used to add or update new information into the memory 
context. 3) Output Gate: This gate is responsible for selecting 
important information and passing it out to the downstream 
network. GRU, on the other hand, is another variant of RNN 
similar to LSTM, except that it has two Gating mechanisms 
[43]: 1) Reset Gate: This gate is responsible for deciding how 
much of previous information should be forgotten. 2) Update 
Gate: This gate is responsible for deciding how much of 
previous information should be passed along the network. 
This paper uses both LSTM and GRU layers to classify 
tweets. Fig. 4 shows the architecture of the proposed hybrid 
RNN model. 

 
Fig. 4. Architecture Diagram of Hybrid Model. 

The input word sequence is provided to the input layer, 
where tokenization (Word/Sub-word, depending on the 
embedding technique) takes place and the tokenized data is 
given to the second layer (Embedding Layer). This layer can 
use either GloVe or BERT pre-trained word embedding 
techniques to generate meaningful word embeddings. These 
embeddings are given to the third layer, which is a 
combination of LSTM, Dropout and GRU layers. This is the 
hybrid classifier. The fourth layer is the softmax output layer 
which gives out the probability for all the classes, with highest 
probability for the predicted class. 

B. Working of Models 
Fig. 5 depicts the generic workflow. The dataset used in 

this project contains tweets collected from Twitter till April 
2020. The total number of tweets collected are 260000. There 
are three attributes in the dataset: Tweets, labels and label ids. 
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All the tweets are labelled as one of the 15 labels. These 
tweets, before feeding into the models, have to be cleaned and 
pre-processed such that it is easier for the models to learn 
quickly. 

Algorithm for proposed model 

Input: The COVID dataset 

Output: A model trained on the COVID dataset and one of the 15 
pre-defined classes for each tweet in the test dataset 

1. Import the dataset. 
2. Pre-processed_tweets, labels = Data_PreProcessing(dataset). 
3. Split the Pre-processed_tweets and labels into training and 

testing set with a ratio of 80:20. 
4. Either perform BERT_Tokenization() or 

GloVe_Tokenization() depending on the choice of 
embedding technique. 

5. Create an embedding matrix for every word in the vocabulary 
6. Build hybrid model as shown in step 7 to step 13. 
7. Add an EmbeddingLayer() with weights as the embedding 

matrix 
8. 3 LSTM() Layer 
9. Dropout layer 
10. 1 LSTM() layer& 1 GRU Layer 
11. Dropout layer 
12. 1 GRU() Layer 
13. Dense() layer with Softmax activation function. 
14. Train the model on the training set. 
15. Evaluate the model on the test set. 

 
Fig. 5. Generic Workflow. 

After the pre-processing, the dataset is split into training 
and testing set with 80:20 ratio, where each sample from each 
set is tokenized (GloVe or BERT Tokenization) and is given 
to the embedding model (GloVe or BERT) to generate the 
embeddings which is given to the classification model (Hybrid 
or BERT-base) to produce the results (one of the 15 classes of 
the dataset). There are two ways to use BERT model. 1) Fine-
tuning approach [44] – Using the BERT model as a whole to 
generate embeddings from 12 encoders and 1 classifier. 2) 
Embeddings extraction approach – Using BERT model to just 
extract the embeddings and use a different classifier 
altogether. This project suggests the use of Hybrid RNN 
model for this approach as a classifier. The reason being, 

LSTM is more accurate and complex compared to GRU 
because of the number of gating mechanisms and in terms of 
speed, GRU is better than LSTM. Hence, to combine the 
advantages of both the models this hybrid model has been 
proposed. For the second approach, the embeddings can be 
extracted in various ways. We can extract the embeddings 
from 1) the last layer 2) the last few layers and sum them 3) 
the last few layers and get an average. This paper uses the 
second approach. Following is the algorithm for the approach 
towards the hybrid model. 

IV. RESULTS AND ANALYSIS 

A. Dataset 
This paper uses a COVID-19 dataset that is prepared with 

tweets from twitter and Kaggle in the period 2020-21. The 
structure of this dataset contains tweets, labels in words and 
label ids. In terms of MTC, the dataset contains 15 unique 
classes to categorize the tweets that are: Entertainment, 
Essential Workers, Facts, General, Government Action, 
Medical Test & Analysis/Supply, Tribute, Pandemic, Panic 
Shopping, Political, Self-Care, Social Distance, Stay-At-
Home, Taco Tuesday and Telecommuting Life. 

B. Experimental Settings 
The setup requires Google Colab Pro subscription that is 

linked to Google Drive, where the dataset is contained. The 
BERT repository is cloned in the Colab platform, and is used 
to access files that help in extracting embeddings from 
BERT’s encoder layers. The python files extracted for this 
purpose are modified for the current use case accordingly. 
Also, the configuration files of uncased-BERT model, 
“uncased_L-12_H-768_A-12”, is downloaded to the drive, 
that contains vocabulary file, configuration file and checkpoint 
of pre-trained BERT-base model. These files are given as 
parameters to the BERT repository files to extract 
embeddings. Following is the list of all main parameters 
considered for configuring all 3 models: 

For both the Hybrid models: 

• Number of LSTM layers: 3 

• Number of GRU layers: 2 

• Number of dropout layers: 2 

• Output function: SoftMax 

• Learning rate: 0.001 

• Batch size: 256 

• Optimizer: Adam 

• Dropout rate: 0.5 

For BERT-Hybrid model: 

• Maximum sequence length: Maximum sentence length 

• Embedding dimension: 768 

• Vocabulary size: 30522 

• No. of encoder layers for embeddings extraction: 4 
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For GloVe-Hybrid model: 

• Maximum sequence length: 500 

• Embedding dimension: 256 

Vocabulary size: 1 lakh approx. 

C. Performance Measures 
Table I describe the validation loss, validation accuracy, 

precision, recall and F1-score of BERT-hybrid, GloVe-hybrid 
and BERT-base models. From the tables, we can say that, for 
three epochs, BERT-base model performs better than the 
hybrid models with an accuracy of 96.59%. It is estimation 
that for larger number of epochs, hybrid model might work 
better than the base model. If we compare between the two 
hybrid models, the model that uses BERT embeddings shows 
a slight improvement in performance, indicating that the use 
of embeddings plays a major role in deciding the performance 
of any model. 

TABLE I. LOSS, ACCURACY, PRECISION, F1-SCORE AND RECALL 
OF MODELS 

MODEL LOSS ACCURACY PRECISION RECALL F1-
SCORE 

GLOVE-
HYBRID 0.156 0.953 95.74 95 95.34 

BERT-
HYBRID 0.1475 0.9568 95.75 95.55 95.63 

BERT-
BASE 0.1185 0.9659 96.93 96.85 96.88 

Fig. 6 depicts the training and prediction time of 
implemented models. As the BERT-base model is more 
complex in architecture, it takes more time to train and 
predict. BERT-hybrid model takes least amount of time to 
train, with a smaller number of parameters and small 
vocabulary size. Also, the time-consuming task of generating 
embeddings is a one-time process for the BERT-hybrid model, 
and hence the small training time. The GloVe hybrid model 
takes more time to train than BERT-hybrid model due to its 
larger vocabulary size and parameters. With respect to the 
prediction time, BERT-hybrid takes less time to predict than 
the other models, approximately five minutes, which leads to a 
fact that there is a trade-off between time and accuracy when 
we use BERT-hybrid model. Fig. 7 and Fig. 8 below show the 
comparison between models on validation accuracy and 
validation loss in a graphical format respectively. 

 
Fig. 6. Training and Prediction Time of Models. 

 
Fig. 7. Validation Accuracy of Models. 

 
Fig. 8. Validation Loss of Models. 

V. CONCLUSION AND FUTURE WORK 
The research presents a novel hybrid RNN model that 

experiments between GloVe and BERT embeddings.  In terms 
of accuracy, performance, and speed, this hybrid model 
utilizes the capabilities of both the LSTM and GRU layers to 
fill in the gaps. It also uses many layers of LSTM and GRU to 
apply the concept that deeper the model, greater the accuracy. 
For three epochs, it is shown that the state-of-the-art BERT-
base transformer model outperforms both hybrid RNN 
models, with an accuracy of 96.59 %. It is expected that the 
hybrid RNN models will perform better over a larger number 
of epochs. Furthermore, the BERT-hybrid model outperforms 
the GloVe-hybrid model, demonstrating that contextual 
representation improves performance. In the future, different 
BERT model versions might be utilized to produce 
embeddings and feed them to the hybrid model for better 
performance. 
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Abstract—Stock liquidity forecasting is critical for investors,
issuers, and financial market regulators. The object of this study
is to propose a method capable of accurately predicting the
liquidity of stocks. The few studies on stock liquidity forecasting
have focused on single models such as Seasonal Auto-Regressive
Integrated Moving Average with eXogenous factors, the nonlinear
autoregressive network with exogenous input, and Deep Learning.
A new trend in forecasting which attempts to combine several
approaches is emerging at the moment. Inspired by this new
trend, we propose a hybrid approach of Wavelet Transform,
Convolutional Neural Networks, and Gated Recurrent Units to
predict stock liquidity. Our model is tested on daily data of
companies listed on the Casablanca Stock Exchange from 2000
to 2021. Its forecasting performances are evaluated based on the
Mean Absolute Error, the Root Mean Square Error, the Mean
Absolute Percentage Error, Theil’s U statistic, and the correlation
coefficient. Finally, the outperformance of the proposed model is
confirmed by comparison with other reference forecasting models.
This study contributes to the enrichment of the field of prediction
of financial risks and can constitute a framework of analysis
allowing to help the stakeholders of the financial markets to
forecast the liquidity of the actions.

Keywords—Stock liquidity; wavelet transform; convolutional
neural networks; GRU cell; Casablanca stock exchange

I. INTRODUCTION

"A stock is considered liquid if large transactions can
be made rapidly without significantly impacting the stock
price and without incurring substantial losses, and if any
price variation caused by a random shock is quickly adjusted"
[1]. Before the financial crisis of 2007-2008, stock liquidity
risk was largely underestimated by investors, financial market
regulators, and researchers. Yet, it has negative financial and
economic consequences. In fact, It increases equity market risk
[2], [3], [4], and reduces bank liquidity [5], [6]. Stock liquidity
affects financial stability [7], [8]. It also impacts the financial
structure and cost of capital [9], [10], the dividend distribution
policy [11], and the risk of corporate failures [12], [13].

Forecasting stock liquidity is crucial for investors, issuers,
and financial market regulators. It allows investors to forecast
the illiquidity premium to be charged to compensate for lower
returns [14]. Stock liquidity prediction helps issuers to choose
the right time to go public, increase their capital or carry out
financial packages such as takeover bids, sales, or the outs.
Financial market regulators are also concerned with liquidity
predictions as it allows them to act a priori to safeguard
financial stability.

Only a few studies have attempted to address forecasting
stock liquidity. We are aware of only two research articles
in this area. In a comparative study, [15], concludes that
the Nonlinear Autoregressive Network with eXogenous inputs
(NARX) has better predictive performance than the Seasonal
Auto-Regressive Integrated Moving Average with eXogenous
factors (SARIMAX). These authors found that SARIMAX
method is inaccurate because stock liquidity is irregular, noisy,
and nonlinear time series. However, this study has some
shortcomings.

It is based on only 108 observations, a number that we
consider to be low for the learning processes of an algorithm
capable of making effective predictions. The training of this
type of algorithm on the basis of the large dataset can generate
the problems of vanishing and exploding of the gradient. Since
the number of hidden layers is low, NARX neural networks
cannot capture hidden functional relationships in the historical
stock liquidity dataset. As a result, their predictive performance
is very limited.

The author in [16] compared linear regression model,
multilayer perceptron, and Long Short Term Memory (LSTM).
Based on daily data of companies listed on the Ho Chi Min and
Hanoi Stock Exchanges in Vietnam from January 2011 to De-
cember 2019, the authors conclude that the LSTM model has
the lowest Mean Square Error (MSE). This result seems logical
to us because LSTM neural networks have more advantages
than the linear regression model and the multilayer perceptron.
Compared to linear regression, the LSTM model capture the
characteristics of even nonlinear data. The multilayer per-
ceptron assumes that inputs and outputs are independent of
each other. On the other hand, the LSTM model takes into
account the temporal dependencies while avoiding the problem
of vanishing gradient. However, despite the advantages of the
LSTM model, the results of this study are less convincing.
First, the predictive performance is only evaluated on the
basis of a single criterion (MSE). Second, despite their power,
LSTM neural networks alone cannot capture all abrupt and
dynamic changes in financial time series [17].Stock liquidity is
noisy, volatile, and non-linear. It requires pre-processing before
forecasting.

The Wavelet Transform (WT) is an effective tool for
denoising the most complex time series. By decomposing a
signal into different scales, the WT can capture the hidden
features of the time series. Therefore, to further improve the
efficiency and accuracy of forecasting, researchers have started
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to develop hybrid models that combine WT and deep learning
algorithms. These hybrid models are used to predict time
series, such as wind [18], solar energy [19], water quality [20],
nickel futures price [21], gold returns [22], and stock prices
[23]. Exploring this approach, we propose a hybrid model that
combines a Wavelet Transform (WT), a Convolutional Neural
Network (CNN), and a Recurrent Neural Network (RNN) with
a Gated Recurrent Unit (GRU) layer. The purpose of this study
is to find out if stock liquidity denoising by WT can improve
the predictive performance of deep learning algorithms. The
proposed WT-CNN-GRU model is tested on daily data of
companies listed on the Casablanca Stock Exchange from 2000
to 2021. Our database contains 5478 trading days.

This study brings three novelties. First, the originality
of our approach is the denoising of stock liquidity data
by the WT before proceeding to the forecasting by deep
learning algorithms. Second, unlike previous studies that used
unique signal decomposition methods to denoise the data,
we use adaptive approaches consistent with the characteristics
of different measures of stock liquidity. Third, the proposed
model showed better performance in accurately predicting the
strong disruptions in stock liquidity caused by the COVID-19
pandemic.

While the predictive performance of the previously pre-
sented models is measured by a single criterion, the proposed
model in this study is evaluated by a multitude of parameters
such as Mean Absolute Error, the Root Mean Square Error, the
Mean Absolute Percentage Error, Theil’s U statistic and the
correlation coefficient. By showing superiority over previous
studies, the proposed model is considered a step forward in
improving the prediction of stock liquidity.

The rest of the paper proceeds as follows. The next section
describes the adopted methodology. Section 3 presents the
empirical process, results, and comparative analysis of stock
liquidity forecasting. Section 4 presents the conclusions and
offers some suggestions and perspectives.

II. PROPOSED METHODOLOGY

To forecast stock liquidity, the proposed methodology is a
hybrid approach between a WT, CNN, and GRU. Fig. 1 shows
the general procedure of our model.

Fig. 1. Flowchart of the WT–CNN–GRU Model.

The normalized and denoised stock liquidity measures are
inputs to the mixed CNN-GRU model. The detailed steps for
processing the pre-processed data in the CNN-GRU model are
shown in Fig. 2.

This section discusses the main steps of the hybrid WT-
CNN-GRU model: (1) data preprocessing (2) a hybrid CNN-

Fig. 2. Flow Chart of the CNN-GRU Model.

GRU neural network and (3) forecasting performance evalua-
tion.

A. Data Pre-Processing

1) Data Normalization: The normalized data is calculated
using the Z-Score method. Z-scores measure the distance
between a data point and the means in terms of standard
deviation. The standardized data set has a mean of 0 and
a standard deviation of 1, and retains the shape properties
of the original data set (same skewness and kurtosis). The
standardized data are obtained by (1).

x∗ =
(x− x̄)

σ
(1)

x̄ is the mean of the original data and σ is the standard
deviation of the original data. Normalization supports machine
learning algorithms in measuring the distance between the
standard deviation and the mean of processed data samples.
Conversely, The original data can be derived as follows:

x = σx∗ + x̄ (2)

2) Wavelet Transform: Financial series are noisy, volatile,
nonlinear, and non-stationary. As a consequence, they require
pre-processing. The Discrete Wavelet Transform (DWT) is a
mathematical tool that decomposes the input signal into several
physically significant components, invisible in the raw data.
These components can be frequencies, trends, edges, or breaks.
This facilitates the analysis of each component in isolation
and the reconstruction of the original signal into the desired
components to be extracted. This facilitates the denoising of
the input signal. The purpose of this step in our model is to
eliminate the noise that can characterize stock liquidity.

There are several signal decomposition techniques such as
Maximum Overlap Discrete Wavelet Transform (MODWT),
Empirical Mode Decomposition (EMD), Empirical Wavelet
Transform (EWT), Tunable Q-factor Wavelet Transform
(TQWT), and Variational Mode Decomposition (VMD). The
choice between these techniques depends on the characteris-
tics of the input signal [1]. MODWT is adapted for signals
containing oscillations with trends or transitions. TQWT and
VMD are most suitable for signals containing high or low-
frequency oscillations. EWT is intended for extracting low-
frequency oscillations. EMD is used when the input signal
contains trends.
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However, before proceeding with the decomposition of
input signals, it is necessary to analyze them in time frequency
to choose the most appropriate decomposition method. The
Continuous Wavelet Transform (CWT) is more efficient for
performing time-frequency analysis of a signal than the DWT
because the scales are discretized more finely in CWT. In this
study, we prefer Morse Wavelets because it has the advantage
of varying amplitude and frequency over time [24].

B. A Hybrid CNN-GRU Model

1) Convolutional Neural Network: A Convolutional Neural
Network (CNN) is a network architecture for deep learning that
learns directly from the data, eliminating the need for manual
feature extraction. Fig. 3 shows a simple CNN architecture.

Fig. 3. Basic Architecture of the Convolutional Neural Network.

In addition to the input and output layers, three different
layers are normally present in CNNs, such as the convolution
layer, the pooling layer, and the fully connected layer. The
convolution layer is a set of filters whose purpose is to
extract local features from the input layer. This ensures that
the network focuses on low-level features in the first hidden
layer, then it assembles them into higher-level features in the
next hidden layer, etc. Convolution layers are used in our
study to extract chaotic, irregular, and fluctuating features from
liquidity measurements. Pooling layers are used to retain only
the most relevant features of the liquidity measures and to
deepen them. Pooling can be of two types, maximum pooling,
and average pooling. In this study, we retain maximum pooling
because pooling by the mean is an outlier. The fully connected
layer is similar to a Feedforward Neural Network whose goal
is to extract the global feature of the inputs. Each neuron in
these layers is connected to all hidden neurons in the previous
layer.

2) Recurrent Neural Network: The Closed Recurrent Unit
Layer: In contrast to deep Multilayer Perceptron (MLP),
Recurrent Neural Networks (RNN) have interdependent input
and output layers. RNNs are suitable for modeling sequential
data and their associated temporal dynamics with greater
accuracy. However, simple RNNs are generally characterized
by the vanishing gradient problem, where, depending on the
activation function, information "vanish with time," and the
term nonlinearity is often inadequate for longer-term memory.
To overcome this problem, Long Short-Term Memory net-
works (LSTMs) have been developed. LSTMs help to preserve
errors that can be back-propagated across time and layers.
By maintaining these errors, LSTMs allow RNNs to continue
learning more efficiently across many time steps.

Compared to LSTM networks, GRUs [25], have only two
gates; a reset gate and an update gate. The update gate behaves

similarly to the forget gate in LSTM by deciding which
information to keep and which new information to add, while
the reset gate is another mechanism to determine the amount
of past temporal information to delete. We retain GRUs in our
model because they are less easy to construct than LSTMs,
due to fewer tensor operations.

As mentioned earlier, this study proposes a hybrid model
of CNN and GRU, with corresponding parameters summarized
in Table I.

TABLE I. PARAMETER OF THE CNN-GRU MODEL

Hybrid model Parameter Values
Network CNN Input layer 1

Dimension convolution 1 D
layer
Number of convolution 2
layers
Number of Pooling 2
layers
Number of filters 1
Width of filters 1
Pooling method Max

Pooling
GRU network Number of GRU layers 1

Number of masked units 300
Activation function Tanh
to update the masked state
Activation function Sigmoid
to be applied to gates

Dropout layer Options dropout rate 0.4
Options Learning Network CNN-GRU Epochs 300

optimizer Adam
Initial learning rate 0.005
Loss function Mean

Square
Error

3) Evaluation of the Forecasting Performance: To evaluate
the prediction performance of the proposed model, five statisti-
cal evaluation indicators are used to compare the performance
of the associated models, including MAE (Mean Absolute Er-
ror), MAPE (Mean Absolute Percentage Error), RMSE (Root
Mean Square Error), Theil’s U statistic and the correlation
coefficient (R2) which can be calculated as follows:

MAE(X, X⃗) =

∑T
t=1 ∥Xt − X⃗t∥

T
(3)

MAPE(X, X⃗) =

(
T∑

t=1

∥Xt − X⃗t∥
Xt

)/
T (4)

RMSE(X, X⃗) =

√∑T
t=1(Xt − X⃗t)

2

T
(5)

U(X, X⃗) =

√∑T
t=1(Xt − X⃗t)

2

T


/√∑T

t=1(X⃗t)
2

T
+

√∑T
t=1(Xt)

2

T

 (6)
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R2(X.X⃗) = 1−

(∑T
t=1(Xt − X⃗t)

2∑T
t=1(Xt − X̄)2

)
(7)

Where T is the number of observations, X is the actual
value, X⃗ is the forecasted value.

III. EMPIRICAL RESULTS AND DISCUSSION

A. Sample, Liquidity Measures, and Data Analysis

1) Sample and Liquidity Measures: To test our model, we
collect the best bid and ask price, closing price, and daily
trading volume of 75 companies listed on the C.S.E from
04/01/2000 to 12/31/2021. These data come from the CDG
Capital Bourse database. Stock liquidity is evaluated using
three indicators to account for its multidimensional nature,
including the displayed range (Qs), the Amihud illiquidity
measure (Amh) and the zero return (Zr). The formulas for
calculating these indicators are as follows:

Qsi,t =
(PA

i,t − PB
i,t)

PM
i,t

(8)

Amhi,t =

(
D∑
t=1

∥ri,t∥
V oli,t

)/
Di,t (9)

Zri,t =

{
1, ri,d = 0

0, ri,d ̸= 0
(10)

With PA
i,t, P

B
i,t, P

M
i,t , ri,t and V oli,t are the best ask price,

best bid price, closing price, daily return, and daily volume of
stock i , respectively. The displayed range Qsi,t measures the
depth of the market. The larger the spread between the best ask
price and the best bid price, relative to the market price, the
lower the liquidity of the stock [5]. Amihud’s illiquidity ratio
(Amhi,t) describes the change in daily price for a given trading
volume; a low trading volume generating a higher return is
synonymous with illiquidity. The zero return (Zri,t) measures
the number of days when the return is zero. It takes the value
1 if the return is zero and 0 otherwise. A high number of days
of zero return is synonymous with low liquidity.

Each indicator is calculated daily per company; the aggre-
gate daily indicator is an average of all companies. In sum, we
have 5268 observations for Qs, 5469 observations for Amh and
5475 for Zr.

2) Descriptive Statistics: Fig. 4 shows that the measures of
stock liquidity are chaotic, erratic, asymmetric, and non-linear
to time. These characteristics are evidenced by the descriptive
statistics presented in Table II. The liquidity measures are
volatile as indicated by the coefficients of variation that are
close to 0.5, and exceed 1 for the Amihud illiquidity ratio
(Amh). Respectively, the Skewness and Kurtosis coefficients,
indicate that the displayed range (Qs) and Amihud illiquidity
ratio (Amh) are left skewed and pointed, while the zero return
(Zr) is right skewed and flattened.

Fig. 4. Evolution of the Liquidity of Shares in the Casablanca Stock
Exchange.

TABLE II. DESCRIPTIVE STATISTICS

Qs Amh Zr
Number of observations 5268 5475 5475
Average 0,012 6,06E-06 0,362
Median 0,012 2,33E-06 0,397
Std 0,007 1,16E-05 0,167
Coefficient of variation 0,607 1,914 0,461
Kurtosis 6,512 34,004 1,874
Skewness 1,116 4,805 -0,196

B. Data Pre-Processing

The raw liquidity measures are first normalized by the Z-
Score method; then denoised by the WT. However, since the
choice of the decomposition method for the liquidity measures
depends on the characteristics of the data, we first perform a
time-frequency analysis of the liquidity measures. From Fig.
5, we can observe that Qs, Amh, and Zr experience low and
medium frequency oscillations.

Fig. 5. Magnitudes Scalograms of Liquidity Measures.

Based on the time-frequency analysis while following the
approach of [26], we present in III the methods used to
decompose the stock liquidity measures.

TABLE III. MULTIRESOLUTION ANALYSIS TECHNIQUES

Input Signal characteristics Decom-
signal Low Average Increase Breaking Trend position

frequency frequency in technique
frequency technique

Qs Yes Yes No No No VMD
Amh Yes Yes No No No VMD
Zr Yes Yes No Yes No MODWT
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Since Qs and Amh experience low and medium frequency
oscillations and peaks but no trend or break, the most appropri-
ate method to decompose them is VMD. The latter decomposes
the original signal into K intrinsic mode function (IMF)
components. Fig. 6(a) shows the decomposition of Qs into five
MFIs. The first IMFs (IMF1 to IMF3) locate low frequency
oscillations, IMF4 locates mid-frequency oscillations and IMF
5 locates peaks. The Qs signal has experienced a few spikes
between the year 2000 and 2021; the first ones are related to
the effect of the 2007-2008 financial crisis while the last ones
are due to COVID-19. Qs is noisy with midrange frequencies
and spikes. Therefore, to reconstruct the noisy Qs signal, we
neutralize IMF4 and IMF5. Fig. 6(a) highlights the original
signal and the reconstructed signal.

Fig. 6. Decomposition and Denoising of Qs.

Fig. 7(a) clarifies the decomposition of the Amh signal
into five MFIs. This decomposition clearly shows that under
the effect of COVID-19, the Amh signal experienced mid-
frequency oscillations (MFI4) and spikes (MFI5) during 2020
and 2021. This has caused Amh to become very noisy. Thus, in
order to denoise it, we reconstruct the signal while neglecting
IMF1, IMF2, and IMF3. This reconstruction is shown in Fig.
7(b).

Fig. 7. Decomposition and Denoising of Amh.

Zr is decomposed by the MODWT method, as it experi-
ences low and medium frequency oscillations and a jump in
2011. The MODWT method decomposes the original signal
into wavelet coefficients and scaling coefficient. The wavelet
coefficients identify high-frequency oscillations, while the
scaling coefficients capture trends and jumps in a time series.
Fig. 8(a) shows the MODWT algorithm’s decomposition of
the Zr signal into five levels using the orthogonal Daubechies
wavelet, with a level 1. We can observe from Fig. 8(a) that
the Zr signal is noisy by medium frequency oscillations. Fig.
8(b) shows the reconstruction of the Zr signal after removing
the noise.

1) Experimentation of the WT-CNN-GRU Model:

a) Presentation of the Empirical Results: In subsec-
tion III-B1, Qs and Amh were decomposed by the VMD
method while Zr was decomposed by the MODWT method.

Fig. 8. Decomposition and Denoising of Zr.

After the decomposition and denoising operations, we have
5469 MFIs for Amh, 5268 MFIs for Qs and 5475 approxima-
tion coefficients for Zr. The selected MFIs and approximation
coefficients constitute inputs for the CNN-GRU model. The
data for these inputs are further splitted into 80% training data
and 20% test data. Table IV details this split.

TABLE IV. TRAINING AND TEST DATA

Liquidity Training data Test data
measurement Number of Period Number of Period

observations observations
Qs 4215 November 01, 1053 October 04,

2000 to 2017 to
October 03, December 31,
2017 2021

Amh 4370 January 04, 1099 July 20,
2000 to 2017 to
July 19, December 31,
2017 2021

Zr 4380 January 04, 1095 August 01,
2000 to 2017 to
July 31, December 31,
2017 2021

The CNN-GRU model is trained according to the param-
eters described in Table I. A comparative study between the
forecasted and actual values of the three denoised liquidity
measures is shown in Fig. 9 to Fig. 11. We can observe that
the forecasted values are almost equal to the actual values
and that our model is able to make accurate forecasting even
under sudden shocks, such as the case of COVID-19 in 2020
and 2021. From Fig. 9 to Fig. 11, we can also notice that the
number of outliers in the test errors of the proposed model is
very small.

Table V lists the metrics for evaluating the predictive
performance of test data. From Table V, we can notice that
the proposed model gives very low MAE, MAPE, and RMSE,
Theil’s U statistics less than 1, and (R2) close to 1. Our model
demonstrates excellent forecasting performance compared to
models proposed in previous studies.

The author in [5] proposed a NARX neural network to
predict the liquidity of stocks listed on the Casablanca Stock
Exchange. Their model is evaluated based on MSE which indi-
cates a value of 0.0083 for Qs and 0.0023 for Zr. The author in
[6] estimates that the LSTM model is more efficient than the
linear regression method and the multilayer perceptron. The
results of this study indicate that the LSTM model exhibits
better MSEs. The MSE of the Amihud ratio indicates a value
of 0.0169 and 0.0252 on the Ho Chi Min and Hanoi Stock
Exchange respectively.
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Statistically, our model far exceeds the performance of
models postulated by previous studies. Moreover, these models
are only tested on a small number of observations. The authors
in [5] and [6] only tested their model on the basis of 12 and
110 observations respectively, whereas our model is tested on
1053 observations for Qs, 1099 for Amh, and 1095 for Zr. As
a result, the MSEs of earlier models are less reliable. The
commonality of previous studies is the use of MSE as an
endpoint. However, the latter is more sensitive to outliers. On
the contrary, our model is evaluated on the basis of multiple
indicators.

Fig. 9. Comparison between Actual Qs and Qs Predicted by the
WT-CNN-GRU Model.

Fig. 10. Comparison between Actual Amh and Amh Predicted by the
WT-CNN-GRU Model.

b) Comparison with Similar and Alternative Models:
To prove the effectiveness of the proposed model, we com-
pare its performance to similar models, such as WT-CNN-
LSTM and WT-CNN-BILSTM. In addition, since the focus
of our study is whether the introduction of WT improves
the predictive ability of deep neuron networks, the proposed

Fig. 11. Comparison between Actual Zr and Zr Predicted by the
WT-CNN-GRU Model.

TABLE V. INDICATORS FOR EVALUATING THE PREDICTIVE
PERFORMANCE OF THE CNN-GRU MODEL

Liquidity measurement MAE MAPE RMSE Theil’s U R2

Qs 3.1e-05 0.062 0.004 0.072 0.7379
Amh 0.0002 0.096 0.001 0.037 0.6325
Zr -0.0025 0.022 0.074 0.079 0,7880

model is compared to alternative models such as CNN-GRU,
CNN- LSTM and CNN-BILSTM. While the inputs of the
similar models (WT-CNN-LSTM and WT-CNN-BILSTM) are
denoised data, those of the alternative models (CNN-LSTM,
CNN, BILSTM, and CNN-GRU,) are normalized raw data.

As showcased in Table VI, if we compare the proposed
WT-CNN-GRU model with the CNN-GRU model, we can
notice that the denoising of the data by WT improved the
forecasting results of stock liquidity. At the level of Qs, the
WT was able to reduce MAPE and Theil’s U by 33% and 57%
respectively, and increase R2 by 48%. In addition, denoising
the Amh data contributed to the improvement of MAE, MAPE,
RMSE, Theil’s U and R2 by 154%, 84%, 21%, 94% and 40%
respectively. Finally, the denoising of Zr data by WT strongly
improved MAE, MAPE, RMSE, Theil’s U and R2 by 14%,
72%, 24%, 9% and 97% respectively. These improved results
are obtained not only from the denoising of the data, but also
from the appropriate choice of the decomposition methods.

In Table VI, we can also notice that the proposed model
WT-CNN-GRU also outperforms similar models, such as WT-
CNN-LSTM and WT-CNN-BILSTM. The GRU closed cell is
therefore the most effective hybrid model when it is compared
to the LSTM and BILSTM cells. GRU contains several hidden
layers, which can efficiently identify the fluctuation character-
istics of liquidity measures. GRU also optimizes the network
structure and reduces information redundancy.
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TABLE VI. EVALUATION CRITERIA VALUES FOR DIFFERENT
FORECASTING MODELS

Models MAE MAPE RMSE Theil’s R2

U
Qs WT-CNN-LSTM 6.71e-05 0.09 0.008 0.1619 0.7174

WT-CNN-BILSTM 0.0001 0.117 0.004 0.1834 0.4953
WT-CNN-GRU 3.1e-05 0.062 0.004 0.0723 0.7379
CNN-LSTM 0.0004 0.07 0.005 0.2143 0.1063
CNN-BILSTM 8.6e-04 0.095 0.005 0.2056 0.0674
CNN-GRU 2.3e-05 0.0933 0.004 0.1683 0.4961

Amh WT-CNN-LSTM 0.0024 0.1479 0.0011 0.3694 0.3639
WT-CNN-BILSTM 2.7e-05 0.3631 0.0011 0.3840 0.0223
WT-CNN-GRU 0.0002 0.096 0.0011 0.0371 0.6325
CNN-LSTM 0.0001 0.2558 0.0015 0.5295 0.0092
CNN-BILSTM 0.0001 0.2937 0.0010 0.3704 0.0842
CNN-GRU -3.7e-04 0.5907 0.0014 0.6524 -0.4526

Zr WT-CNN-LSTM -0.0025 0.0226 0.07082 0.0741 0.6104
WT-CNN-BILSTM 0.0040 0.0190 0.07482 0.0778 0.33970
WT-CNN-GRU -0.0025 0.022 0.074 0.079 0,7880
CNN-LSTM -0.028 0.0851 0.0849 0.0913 0.2285
CNN-BILSTM -0.0074 0.0473 0.0861 0.0906 0.1020
CNN-GRU 0.0022 0.0793 0.0976 0.0865 0.3992

IV. CONCLUSION

Forecasting equity liquidity is crucial for investors, is-
suers, and financial market regulators. As a financial series,
stock liquidity is non-stationary, non-linear, chaotic, and noisy.
Therefore, it is very difficult to accurately forecast inventory
liquidity. The purpose of this study is to propose a model ca-
pable of effectively predicting inventory liquidity. Inspired by
the hybrid research stream in financial time series forecasting,
we proposed a WT-CNN-GRU model.

By testing it on all stocks listed on the B.V.C, our model
showed excellent forecasting performance compared to models
from previous studies and other similar or alternative models,
such as WT-CNN-LSTM, WT-CNN -BILSTM, CNN-GRU,
CNN-LSTM, and CNN-BILSTM. These improved perfor-
mances are jointly explained by the neural networks WT, CNN,
and the closed cell GRU. Choosing the right method for data
decomposition and denoising was key to improving the results.
The CNN was used to capture features that the WT did not
capture, and they worked together to denoise the data. The
GRU cell captured the time dependencies of stock liquidity,
which has an advantage over the LSTM or BILSTM cell due
to its ability to quickly catch time dependencies while avoiding
information redundancy.

This study has three contributions. First, it is considered
to be one of the few studies that have addressed the issues of
forecasting inventory liquidity. Second, unlike previous studies
that used a single data denoising method, we opted for methods
consistent with our data. Third, the proposed model can predict
stock liquidity even in the face of adverse shocks, such as the
COVID-19 pandemic.

This study contributes to the enrichment of the forecast
field of the financial series. It can be a useful analytical
framework capable of helping investors, issuers, and financial
market regulators predict stock liquidity. The model proposed
in this study is also extended to predict other financial risks.

However, to verify its robustness, we suggest that future
researchers test it in other emerging and developed markets.
We also believe that our results can be improved by integrat-
ing into the proposed model global and specific exogenous
variables for companies listed on stock exchanges.
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Abstract—Drones have been quickly developing for civilian
applications in recent years. Because of the nonlinearity of
the mathematical drone model, and the importance of precise
navigation to avoid possible dangers, it is necessary to establish
an algorithm to localize the drone simultaneously and maneuver
it to the desired destination. This paper presents a visual-
based multi-stage error tolerance navigation algorithm of an
autonomous drone by a tag-based fiducial marker detection in
finding its target. Dynamic and kinematic models of the drone
were developed by Newton-Euler. The position and orientation
of the drone, related to the tag, are determined by AprilTag,
which is used as feedback in a closed-loop control system with
an Adjustable Proportional-Integral-Derivative (APID) controller.
Parameters of the controller are tuned based on steady-State
error, which is defined as the distance of the drone from
the desired point. The sequence of path trajectory, that drone
follows to reach the desired point, is defined as a navigation
algorithm. A model of the drone was simulated in a virtual
outdoor to mimic hovering in complex obstacles environment. The
results present satisfactory performance of the navigation system
programmed by the APID controller in comparison with the
conventional Proportional-Integral-Derivative (PID) controller. It
can be ascertained that the proposed navigation system based
on a tag marker in the closed-loop control system is applicable
to maneuvering the drone autonomously and useful for various
industrial tasks in indoor/outdoor environments.

Keywords—Proportional-Integral-Derivative (PID) controller;
AprilTag detection system; autonomous navigation; fiducial marker
detection

I. INTRODUCTION

The drone has the advantage of reaching high locations
and extreme environments that are difficult to be accessed
by humans and other ground vehicles [1], [2], [3]. Since its
deployment to industrial applications, drones have attracted
a lot of attention in various industries [4], [5], [6]. For
instance, Huang et al. [7] presented for scene detection by
high-resolution imagery adopted through autonomous drone
navigation using landmark detection and recognition

The drone can be navigated autonomously or by a human
pilot. There are several works about developing the navigation
algorithm for the drone[8], [9], [10], [11]. Hodge et al.
[12] presented a generic navigation algorithm that utilizes
onboard sensors’ data of the drone to navigate the drone to
the target. Miranda et al. [13] developed a navigation system
for autonomous drones that generates a path between a start
and a final point and controls the drone to follow this path.

Tang et al. [14] studied an algorithm based on a multi-sensor
system including multiple cameras and a 2-D laser scanner
using the AprilTag target for drone application. Malyuta et al.
[15] presented an autonomous drone for precision agriculture
applications by employing the drone, flying through the farm-
land, for long-term monitoring missions without any human
supervision by using AprilTag for localization. Lee et al. [16]
established drone navigation by mapping the definitions of
vehicular autonomy levels to specific drone tasks in order to
create a clear definition of autonomy when applied to drones.

From literature [12], [13], [14], [15], [16], there are various
types of strategies to increase the performance of navigation
of the drone. Developing a simpler navigation strategy with
more efficient performance has attracted much attention from
researchers. The contributions of this paper are given as
follows:

• The kinematics and dynamics of the drone are deter-
mined.

• The visual-based navigation and Adjustable
Proportional-Integral-Derivative (APID), in which the
actual position of the drone is captured by Fiducial
Marker Detection, are investigated.

This paper is organized as follows: dynamic models of a
drone are expressed in Section II. Section III addresses the
development of APID and visual-based navigation. Section
IV represents the performance and result of the proposed
APID and navigation strategy in real-time navigation of a
drone model in the virtual environment interacting with Robot
Operating System (ROS). The conclusion is mentioned in
Section V.

II. DYNAMICS OF DRONE

The mathematical model of the drone is presented as
follows [17]:

η̇ = ην (1)

where the vector η represents position and orientation in
the earth or inertial frame shown in Fig. 1 as follows:
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h

Fig. 1. Drone Model Coordinate Systems.

η = |x y z ϕ θ ψ|T (2)

And the equation of motion for the drone can be represents
as,

MRB ν̇ + CRB(ν)ν = τ (3)

where MRB is the rigid-body inertia matrix, CRB(ν)
represents the centripetal and Coriolis terms and τ is the
generalized forces and torques, all of which are expressed in
the body-fixed frame.

And vector ν represents the linear velocities and angular
velocities of the drone in the body-fixed frame as follows:

ν =

∣∣∣∣V BωB
∣∣∣∣ = |u v w p q r|T (4)

where V B is the linear velocities in the body (B) frame
and ωB is the angular velocities in the body frame respectively.
In 3 dimension rigid body dynamics, the two reference frames
are linked by the linear and angular velocities as,

ν = R(η)V B (5)

ω = T (η)ωB (6)

In general, ȷ(η is the transformation matrix of the orienta-
tion and position of the body frame with respect to the inertial
frame of the drone can be shown as [18],

ȷ(η) =

∣∣∣∣R(η) 03X3

03X3 T (η)

∣∣∣∣ (7)

The transformation matrix that indicates the relation be-
tween angular velocities in the body frame and angular veloc-
ities in the inertial frame is represented as follows,

T (η) =

∣∣∣∣∣1 sϕtθ cϕtθ
0 cϕ −sϕ
0 sϕ/cθ cϕ/cθ

∣∣∣∣∣ (8)

The transformation matrix ȷ(η) with the rotation matrix
R(η) which describes the relationship between the linear
velocities in the body-fixed frame and the linear velocities in
the inertial frame is shown as,

R(η) = REB(ψ)R
E
B(θ)R

E
B(ϕ) (9)

R(η) =

∣∣∣∣∣cψcθ −sψcϕ + cψsθsϕ sψsϕ + cψcϕsθ
sψcθ cψcϕ + sψsθsϕ −cψsϕ + sψcϕsθ
−sθ cθsϕ cθcϕ

∣∣∣∣∣ (10)

Since the vector of linear and angular velocities η̇ in earth
frame can be expressed as,

η̇ =

∣∣∣∣∣∣∣∣∣∣∣

ẋ
ẏ
ż

ϕ̇

θ̇

ψ̇

∣∣∣∣∣∣∣∣∣∣∣
(11)

The kinematics relation between the linear and angular
velocities of the body-fixed frame related to the inertial frame
is described by

η̇ =∣∣∣∣∣∣∣∣∣∣∣∣

u(sψcθ) + v(sψsθsϕ + cψcθ) + w(cψsθcϕ + sψsϕ)
u(cψcθ) + v(cψsθsϕ − sψcθ) + w(sψsθcϕ − cψsϕ)

u(−sθ) + v(cθsϕ) + w(cθcϕ)
p+ q(sψtθ) + r(cψtθ)

q(cψ)− r(sψ)

q
(
sψ
cθ

)
+ r

(
cψ
cθ

)

∣∣∣∣∣∣∣∣∣∣∣∣
(12)

By assuming that the center of mass is fixed at the center
of the origin of the body frame and the body has rotational
symmetry around the center of mass, the resulting rigid-body
inertia matrix MRB is presented as,

MRB =

∣∣∣∣mI3X3 03X3

03X3 I

∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iyy 0
0 0 0 0 0 Izz

∣∣∣∣∣∣∣∣∣∣∣
(13)

where m is the total mass of the drone and Ixx, Iyy and
Izz are the moments of inertia [19]. By using Newton-Euler
equation, the drone rigid body are affected by external forces
FB and torques τB as,

∣∣∣∣mI3X3 03X3

03X3 I

∣∣∣∣ ∣∣∣∣V̇ Bω̇B
∣∣∣∣+ ∣∣∣∣ωB ×mV B

ωB × IωB

∣∣∣∣ =

∣∣∣∣FBτB
∣∣∣∣ (14)

Expanding the equation above, we obtain,
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∣∣∣∣∣∣∣∣∣∣∣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iyy 0
0 0 0 0 0 Izz

∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣

u̇
v̇
ẇ
ṗ
q̇
ṙ

∣∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣∣∣

−rmv + qmw
rmu− pmw
−qmu+ pmv
−rIyyq + qIzzr
−rIxxp+ pIzzr
qIxxp− pIyyq

∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣

FBx
FBy
FBz
τBx
τBy
τBz

∣∣∣∣∣∣∣∣∣∣∣∣

(15)

The external forces and torques for each component of x,
y and z axis can be determined as,

FBx = m(u̇− rv + qw) (16)

FBy = m(v̇ + ru− pw) (17)

FBz = m(ẇ − qu+ pv) (18)

τBx = Ixxṗ− rq(Iyy − Izz) (19)

τBy = Iyy q̇ + rp(Ixx − Izz) (20)

τBz = Izz ṙ − qp(Ixx − Iyy) (21)

The centripetal and Coriolis terms are represented by the
matrix

CRB(ν)ν =

∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 mw −mv
0 0 0 −mw 0 mu
0 0 0 mv −mu 0
0 0 0 0 Izzr −Iyyq
0 0 0 −Izz 0 Ixxp
0 0 0 Iyyq −Ixxp 0

∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣

u
v
w
p
q
r

∣∣∣∣∣∣∣∣∣∣∣
(22)

The generalized forces τ can be divided into three compo-
nents,

τ = τgravitational+τdamping+τactuators = G(η)+D(ν)+τc(u)
(23)

where G(η) is the gravitational component, D(ν)is the
damping component, τc(u) is the forces generated by the
actuators and u is the input vector to the drone’s motors.

The gravitational component points downwards along the
z-axis with respect to the earth frame which in the body frame
corresponds to:

G(η) =

∣∣∣∣RBE 0
0 1

∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣

0
0

−mg
0
0
0

∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣

−mgsθ
mgcθsinϕ
mgcθcϕ

0
0
0

∣∣∣∣∣∣∣∣∣∣∣
(24)

where RBE denotes the inverse of R(η) as rotation matrix
of the body-fixed frame relative to inertial frame.

RBE =

∣∣∣∣∣ cψcθ sψcθ −sθ
cψsθsϕ − sψcϕ sψsθsϕ + cψcθ cθsϕ
cψsθcϕ + sψsϕ sψsθcϕ − cψcϕ cθcϕ

∣∣∣∣∣ (25)

The damping component is the linear matrix

D(ν) = D0ν =

∣∣∣∣∣∣∣∣∣∣∣

D0,uu
D0,vv
D0,ww
D0,pp
D0,qq
D0,rr

∣∣∣∣∣∣∣∣∣∣∣
(26)

The forces and torques generated by the actuators are
assumed to be linear in the input,

τc(u) = u =

∣∣∣∣∣∣∣∣∣∣∣

0
0

utrottle
uroll
upitch
uyaw

∣∣∣∣∣∣∣∣∣∣∣
(27)

utrottle is the control input of the trust force as the force
affecting the velocity w in the z-direction. The force of trust
gives a lifting power that makes the drone flies and depends
on the sum of the speed of the four propellers. Since the rotors
are fixed their total thrust will always pull upwards along the
z-axis of the body frame.

utrottle = kf

4∑
i=1

Ω2
i = kf (Ω

2
1 +Ω2

2 +Ω2
3 +Ω2

4) (28)

where i is the number of motors (propeller), Ωi is the speed
of motor i and, kf is thrust constant. Next, by increasing or
decreasing the speed of the four rotors independently, it will
create torques around the x-y-z axes and thus create roll-,pitch-
and yaw-rotations. By always decreasing the speed of one rotor
as much as increasing the speed of another the total thrust is
retained. Therefore, the control input of roll uroll and upitch
are related to the torque and can be obtained by multiplying the
force by the distance and the rotors will affect the total rotation
about a certain axis differently depending on the distance from
the center of gravity(CoG) of the drone.

uroll = kf l(−Ω2
2 +Ω2

4) (29)

upitch = kf l(Ω
2
1 − Ω2

3) (30)
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uyaw = kM (Ω2
1 − Ω2

2 +Ω2
3 − Ω2

4) (31)

where kf is the coefficient of the force affecting the
velocity w in the z-direction related to the thrust constant
of the drone. Meanwhile, l is the distance between the axis
of rotation of each rotor to the origin of the body reference
frame which should coincide with the CoG of the drone and
kM is the moment constants, respectively.

III. DEVELOPMENT OF APID FOR VISUAL BASED
NAVIGATION

In order to maneuver the drone autonomously, based on the
position and orientation of the tag marker to the drone body
frame, a closed-loop control system with APID is occupied, in
which its parameters are tuned by an Adjustment Mechanism
(AM) [20], [21]. PID has been regarded as one of the most
popular controllers in the industry because of its ease of
implementation, and efficient performance [22], [23], [24]. Fig.
2 shows the control system of AprilTag navigation.

Xd Er+− C(t) V B G(t)
Xa

R(η)

AM

Θ

Fig. 2. Block Diagram of the Control System.

The output of AM, Θ = [Kp Ki Kd], is a matrix of
APID parameters. The steady-State error is determined as the
difference between the actual and desired position of the drone,
given as follows:

Er = Xd −Xa (32)

where Er = [erx ery erz erϕ]
T

is the error matrix; Xd = [xd yd zd ϕd]
T

is desired matrix; Xa = [xa ya ya ϕa]
T

is the actual path matrix. The output of the APID is
the velocity of the body frame, which is influenced by the
proportion, integral, and derivative of the steady-State error.
The mathematical model of the controller is expressed as
follows:

C(t) = KpEr +Ki

∫
Erdt+Kd

dEr
dt

(33)

G(t) is the equation of motion for the body frame of the
drone regarding the earth frame as a rigid body. The actual data
is captured by the camera, which is attached to the body of
the drone. Because the coordinate of the AprilTag marker {ti}
and the drone’s body frame {B} does not match, a rotation

matrix is needed to align the axes of the tag marker with the
axes of drone movement [25], as follows:

RBt = −RBt (θ)RBt (ϕ) (34)

,

where RBt (θ) ∈ R3 and RBt (ϕ) ∈ R3 are pitch and roll
rotation matrix of tag frame {t} to drone body frame {B}.
Fig. 3 represents schematic of drone navigation based on tag
marker.

etx

ety

Drone

etiz points outwards

ϕ

Fig. 3. Schematic of Drone Navigation based on Tag Marker.

The parameters of APID controller are tuned in such a
way to prevent overshoot to avoid drone collision and achieve
it slowly. Therefore AM is introduced for tuning of APID
controller, in which three rules for distances and angle have
been determined. Three sets of APID parameters have been
established as follows:

Θs1 = [0.05 0.01 0.009] (35)

Θs2 = [0.1 0.05 0.01] (36)

Θs3 = [0.2 0.1 0.02] (37)

Table I represents the rules for AM to tune APID con-
trollers and sets of APID parameters and related error range.

TABLE I. RULES OF AM FOR APID PARAMETERS AND ERROR RANGES

Error range Category PID parameters
0(m) ≤ erx,y,z < 0.2(m) N Θs1
0.2(m) ≤ erx,y,z < 1(m) AN Θs2

1(m) ≤ erx,y,z < Dmax(m) F Θs3
|erϕ|≤ 20o SA Θs1

|erϕ|≥ 20o & |erϕ|≤ 45o MA Θs2
|erϕ|≥ 20o&|erϕ|≥ 45o&|erϕ|≤ Aomax WA Θs3

Dmax(m) and Aomax are the maximum distance and angle
that can be recognized by AprilTag system. Fig. 4 represents
a flowchart of rules for AM to adjust the APID parameters.

The scenario of the navigation algorithm is divided into
four stages. Firstly the control system is applied to uplift
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Near (N)

Almost Near (AN)

Far (F)

Θ

Θs1

Θs2

Θs3

Adjustment
Mechanism

PID
Controller

(a) Distance

Small Angle (SA)

Medium Angle (MA)

Wide Angle (WA)

Θ

Θs1

Θs2

Θs3

Adjustment
Mechanism

PID
Controller

(b) Angle

Fig. 4. Flowchart of Rules for Adjustment Mechanism.

the drone upward, z-axis. After the drone reached a certain
desired height, it rotated at a yaw angle until desired tolerance
error range is obtained. Then it moved to its side direction
of the y-axis. The last stage is the forward direction, the x-
axis. Whenever the drone carries out the defined tolerance
in all the stages, the drone will be in the desired position.
Algorithm 1 exhibits the pseudo-code, which is the scenario
of the navigation system. µ is the error tolerance.

Algorithm 1 Pseudo Code of Navigation Algorithm

1: Start
2: Take off
3: Navigate drone in z-axis
4: if ez < µz :
5: Navigate drone in yaw-axis
6: if ez < µz & eyaw < µyaw :
7: Navigate drone in y-direction
8: if ez < µz & eyaw < µyaw & ey < µy :
9: Navigate drone in x-axis

10: if ez < µz & ey < µy & eyaw < µyaw & ex <
µx :

11: Land
12: End

In the scenario of the navigation system, the trajectory is
presented to lead the drone to reach its target point. Therefore,
a desired path trajectory to the target can be predicted to
avoid potential crashes. In addition, the velocity of the drone
is determined as the angular velocity of the propellers that are
dependent on body frame velocity, V B .

IV. RESULTS AND DISCUSSION

In order to validate the navigation system, a model of the
drone was created in a virtual environment called Gazebo
integrated with Robot Operating System (ROS) [26], [27],
[28].

To validate the performance of the tag-based navigation
algorithm, a multi-target navigation strategy is utilized to move

the drone from the home point to the destination point. The
multi-target navigation strategy is divided into three states.
Each stage is marked by a tag with a different ID and the
drone hovers in front of them before moving to the next stage.
When the drone hovers in front of the first tag marker with
the same procedure of hovering navigation, it rotates toward
the next marker tag to face the next tag marker. This trend is
followed for the next stages with different tag marker ID until
the drone reach and land at the destination point. Therefore,
the drone follows the defined trajectory to reach the target
point without demanding the saved map in indoor/outdoor
environment. Algorithm 2 represents the pseudo code of multi-
target navigation.

Algorithm 2 Pseudo Code of Multi-Target Navigation Algo-
rithm

1: Start
2: Take off
3: Go forward to tag marker #1
4: Hover in front of tag marker #1
5: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:
6: Rotate 90◦

7: If eϕ ≤ ζϕ:
8: Go forward to tag marker #2
9: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:

10: Rotate −90◦

11: If eϕ ≤ ζϕ:
12: Go forward to tag marker #3
13: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:
14: Land
15: End

Fig. 5 represents the comparison of the proposed navigation
systems powered by APID and convention PID controller with
constant parameters.

The results show that the navigation system enriched with
APID converged faster to the target point significantly. Because
it uses multiple sets of parameters for controlling based on the
error range. When the error is in the F range, the drone moves
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(a) x-Axis of Tag Frame. (b) y-Axis of Tag Frame.

(c) z-Axis of Tag Frame. (d) ϕ of the Tag Frame.

Fig. 5. Comparison of APID and PID Performance.

faster to the target than it is in N and AN ranges.

Fig. 6 shows the trajectory of the drone in x and y direction
from the home point to the target point. The drone took off in
the home point moved forward to tag #1, hovered in front of
it, then rotated to the second tag. Similarly, the drone moved
to the destination point.

x

0
1

2
3

4

y
6

4
2

0

z

0.5

1.0

1.5

2.0

Home point

Target point

Fig. 6. Multi-Target Navigation.

The trajectory error and APID parameters changes are
represented in Fig. 7 and 8, respectively.

In Fig. 8, it is represented that if the error is in the
range of each set, the adjustment mechanism sets the set
of parameters for the APID controller. For instance, in Fig.

8a between starting and 2.6s the APID parameters are the
first parameters set, Θs3, because the error is more than 1m.
Subsequently, when the error is between 0.2m and 1m, from
2.6s to 3.16s, Θs2 is set. Finally, after 3.16s until the drone
reached the target, the APID parameters follow Θs1. In Fig.
8b, the switching time for APID parameter sets are 0.36 s and
1.57s. Furthermore, in Fig. 8c, at 4.46s the APID parameters
turned from Θs3 to Θs2, and it turned to Θs1 at 4.94s, when
the error reduced from more than 1m to less than 1m and
then decreased to less than 0.2m, respectively. In Fig. 8d, the
turning times for APID parameters are 0.8s and 2.7s based
on the ranges of the error shown in Fig. 7d. By considering
the turning times, it can be obvious that turning times are in
ascending order. The first turning times are 0.39s, 0.8s, 2.64 s,
and 4.46s, for y, yaw, x, and z direction, respectively. Similarly,
the second turning times are 1.57s, 2.7s, 3.16s, and 4.46s, for
the y, yaw, x, and z direction, respectively. This mimics the
scenario of the navigation system as shown in Algorithm 1.

V. CONCLUSION

The paper presented a visual navigation system for an
autonomous drone that hovers and navigates by using tag
marker position and orientation autonomously. The kinematic
and dynamic models of a drone have been determined by
Newton- Euler. Moreover, AprilTag marker tag was introduced
to obtain the position and orientation of the drone.

The results showed the navigation system using APID con-
troller performed four times faster than the navigation system
powered by the conventional PID controller. In addition, it
demonstrated higher accuracy and reliable performance of the
algorithms to accomplish various designed trajectories.

Besides its reliability and accuracy, one of the APID’s
advantages is less computational time rather than complex and
memory consumable controllers. In addition, the tag navigation
system and APID utilized an onboard camera available and
usable for the light drones that cannot carry heavy sensors
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Fig. 7. Trajectory Error based on the Camera Frame.

(a) x-Axis. (b) y-Axis.

(c) z-Axis. (d) Yaw-Rotation.

Fig. 8. Changes of the APID Controller’s Parameters.

such as lase sensor for navigation and localization. Although
it can be ascertained that the proposed method is efficient, there
are some limitations. For instance, in an outdoor environment,
the shininess of the tag marker can affect the view of the
camera and navigation system. Moreover, the tag marker
should be in the camera view for the drone to follow the
desired trajectory. In future work, fuzzy and adaptive control
systems can be investigated for visual-based navigation. In
addition, this proposed algorithm can be validated for drone

navigation based on a laser sensor.
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Abstract—Currently, the logistics process is an important part
for any company because it helps to manage the assets and
products that enter and leave it. Some companies carry out this
process physically, saving the information on sheets of paper or
Excel files, which takes longer to do and is not at the forefront
of how companies do it, which is by using mobile applications to
improve this process. Likewise, it has been decided to implement
a mobile application with the aim of improving the logistics
process in the Callao No. 15 fire company. For the elaboration
of the application, the RUP methodology was used to do it in a
more optimal way, in the end, a survey of experts in Google
Forms was conducted, addressed to 10 experts to know the
evaluation of the mobile application. In the end, a favorable
result was obtained from the opinion of the experts on the mobile
application; 70% of the respondents indicate that the usability of
the mobile application has a “Very high” level;it can be seen that
80% of respondents indicate that the presentation of the mobile
the application has a “Very high” level; it can be seen that 90%
of the respondents indicate that the functionality of the mobile
application has a “Very high” level; besides,it can be seen that
80% of the respondents indicate that the security of the mobile
application has a “Very high” level.

Keywords—Fire company; logistics process; mobile application;
RUP methodology; expert survey

I. INTRODUCTION

From previous years to the present, in the fire company No.
15 of Callao they do not adequately apply the processes to be
able to have an order in the logistics process. We found the
inventories carried out by the firefighters themselves, since they
have not defined how to carry out an entry and exit process
in an inventory in the general services area. At the time of
carrying out the inventory, the person in charge uses paper
and a pen, in which he indicates the assets that belong to
the company, and then passes it digitally to a program to be
able to save, said program is called Microsoft Office Excel
Spreadsheet. Although it is true that papers are used, this
happens many times that these papers are lost, in the course
of being digitized to the computer, causing loss of time, since
everything has to be done again, which generates discomfort
and dissatisfaction for part of the heads of the company and
the areas, since they all work with the window to be able to
be guided by where each element, object or object is located,
since the company’s warehouse is small, so they are also stored
in other environments. In the program used in the company,
when more than 500 articles are entered, the program is slow,
since the computer is not prepared for this storage capacity. It

is also observed that everything is disordered in the program,
showing a disorder by areas.

According to the authors Rasheed et al. [1], indicate that
the World Health Organization (WHO) has decided to optimize
its supply chains so that losses are lower in the medicines it
has. In addition, the solution that was applied for this case
was the development of a logistics software to control the
medicines in its warehouse. Although the WHO in 2005 had
already used software for this case, they decided to use more
updated software. On the other hand, this new software has
facilitated the logistics of medicines due to how friendly the
system is, being faster, more efficient and safer.

On the other hand, the authors Bernal et al. [2], tells us The
recommended solutions meet current and emerging needs in an
agile B2B or B2C e-commerce environment. Rather, suppliers
and customers offer and demand mobility, storage and customs
services for the products it offers. In this case, your goal is
to ensure that your logistics processes have added value from
the beginning to the end of the business processes in the trade.
On the other hand, this will also generate more profit for the
companies that use them.

According to Pekarcikoba [3], when today’s software and
digital tools are used, the result is more efficient, taking less
time to execute and giving a more optimal result. Furthermore,
these tools have standards, are transparent and reduce unnec-
essary work. Rather, the modeling that was implemented and
the e-kanban test when it was commercialized increased the
efficiency of logistics in its processes. On the other hand, this
model can be used as a digital solution for business processes.

Besides, the authors Fedorko et al. [4], suggest that the use
of for the logistics of the company optimizes the storage of
the products it offers in the warehouses. The objective is to
reduce the time needed to collect the orders that the company’s
customers have made. Although the logistics processes have
been optimized to cover various needs of the production
processes in the warehouse. On the other hand, with the
optimization of logistics, a time saving of 48 minutes and 36
seconds has been achieved.

The author Zhao [5], the goal is to find key points
that affect customer satisfaction and warehouse utilization to
achieve time reduction and minimize system congestion. In
addition, a method called Box-Behnken was used to optimize
and increase the speed of classification, distribution, storage
through software. However, this method has parameters such as
the speed of classification, distribution and storage capacity to
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optimize the logistics of companies. Rather, when this method
was used, a better response was obtained in the company’s
logistics system in terms of distribution and storage, achieving
it in less time.

This project is carried out for the Callao No. 15 fire
company, which will be implemented in the general services
area, who is in charge of the logistics process, in this case
inventories. This project is being carried out in order to
optimize time and so that physical paper cannot be used,
in which case it could be lost in the process of typing it
into a computer. It will be done through a system, with the
URP methodology which helps us to carry out the designs,
programming, training, etc. This project is important, since
with this you can improve the fire company, in the case of
making everything more didactic and easy on the subject
of inventories and thus make a digital transformation. The
problem that is being solved is the losses and delays caused by
doing everything on physical paper. The positive repercussions
for this project is that they can be motivated to continue
with the digital transformation in the different areas of the
fire company. The negative repercussions of this project is
that there will be people who will not want to adapt to new
technologies and stay with the old as they are used to.

The people who are going to benefit from this project are
the chief of general services, the deputies, and the first chiefs
of the fire company, as well as all the firefighters, since they
could also use it throughout their firefighter career.

The objective of this project is to facilitate logistics process
for the fire company Callao No. 15, ordering the products
that are used, the products that arrive, with the detail data of
each product and secure the data through a mobile application
design.

The article has the following structure: In Section II the
literature review, in Section III establishes the Rup method-
ology, in Section IV the results, in Section V the discussions
and finally Section VI with the conclusions and work future

II. LITERATURE REVIEW

In this section of the article, emphasis was placed on the
analysis of the research carried out on the subject of logistics
software, where it will be seen what methods have been used
and what their results were.

The authors Angolia and Pagliari [6], in this case a sim-
ulation is described in the dynamic environment for logistics
decision-making with software. In addition, strategies for sales
and operations were used to improve logistics and the sup-
ply chain in the company’s inventory. On the contrary, this
software helps to comply with the weight regulations that the
products must have for the carriers. On the other hand, logistics
software generates a great advantage for the recruitment of
employees by the company.

The authors Byun et al. [7], take into account that the use
of mobile applications in the logistics field called logistics
in life. In addition, this sector has been used for mobile
applications, which outperform traditional logistics companies.
Likewise, the goal of this research is to measure whether these
apps comply with the rules of use to satisfy users through
measurement and evaluation. Specifically, evaluations of the

use of apps in Korea and other countries were carried out
through the analysis of Big Data.

According to the author Nuanmeesri [8], this work has
developed a mobile supply chain application for a window
with a goal of marketing, distribution of products and logistics
in agriculture and consumption according to the economic
guide of Thailand 4.0. In addition, this work on the delivery
supply chain of agricultural products focuses on trade, delivery
and logistics using algorithms to find delivery routes for the
products. Also this app fits the distribution of products, supply
chain in an economy that is based on values. As a result,
the mobile application has resulted in its effective use for
the distribution of agricultural products in the supply chain
in trade, distribution and logistics regarding Thailand 4.0.

The estimation of data on the reuse of waste by means
of special statistical software and using the principles of
logistics. Furthermore, such research goes beyond the research
called “Environmental Assessment of Waste Recycling Based
on Logistics Principles and Computer Simulation Design”,
which creates a succession of data that must be examined and
evaluated separately. Likewise, these data that symbolize 15
classes of waste for 5 years, enter the analysis. As a result, the
classes of waste that form a large part of the final manufacture
of waste were located through descriptive statistics [9].

According to authors Ahmad and Bamnote [10], it informs
us that software cost estimation (SCE) is an emerging con-
cern for software companies during the software development
period, because it asks for elements of effort and cost to
create the software. In addition, these elements are created
using Artificial Intelligence models, which can be less accurate
and less reliable by increasing the risk factor of software
projects. Said investigation. Also, this research proposed an
algorithm whose function is to develop a model to optimize
the price of the software. Since this research used a set of
data collected from a software engineering database to run an
effective performance study.

According to the authors Naseer et al. [11], tells us
that Software engineering is a professional field in terms of
education and practice. Software projects are key elements
of software engineering courses. The goal of this project is
to forecast the teams that are expected to achieve an evalua-
tion that is not above average in the production of software
products. The proposed method that stands out among the
others in the forecast of teams that have a low performance
in a phase of premature appreciation. The proposed method
supported by J48 stands out from others by conceiving 89%
correct forecasts.

The authors Garnov et al. [12], the reason for this re-
search is to evaluate the effects of the digitalization method
of cargo and logistics provision in the agriculture of the
country of Russia. In addition, a technique has been used that
handles information from Rosstat, GooglePlay provision and
Yandex.Radar provision as information source. Likewise, this
work reveals that one of the important trends in the field of
freight transport is the use of technologies, such as transport
and warehouse management systems, to automate the trading
methods of carriers with mobile applications for shipments.
and product orders. In conclusion, this digital system will
connect all market users and increase the transparency and
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traceability of freight transport.

The authors Rajabizadeh and Rezghi [13], the automated
search for snake portraits will be able to help avoid venomous
snakes and also offer an excellent method for patients. Also,
in this work, k-nearest neighbors, support vector machine and
logistic regression techniques are used in combination with
principal component analysis and linear discriminant analysis
as the feature extractor. Furthermore, this research shows
MobileNetV2 as an effective deep neural network algorithm
for snake portrait categorization that you can use even on
mobile devices. Ultimately, this discovery shortens the path to
creating mobile applications for the search for snake portraits.

Social networks today play a very important role in disaster
response by locating needs in a short period of time and,
therefore, optimizing situational awareness. In addition, this
research aims to increase interest in a reserved search book to
qualify this feature. Also, an overview chart is shown to check
if it is feasible to act on the data created by the users before
their review of the logistics planning of disaster replication. In
conclusion, this research is adjustable to a diversity of logistics
organization difficulties, this research shows its handling by
means of a mobile delivery application of disaster replication
basic goods [14].

The authors Barbosa et al. [15], the applied sciences of
portraiture have increased to a significant horizon in recent
years, used in different branches of research, such as those
focused on the search for plants. Also, in this research,
HerbApp, a mobile application that is used to separate herbal
plants from non-herbal ones, is shown in order to spread
the knowledge among people about the importance of plants.
Likewise, other plant traits and traits are used to do pattern
finding and data analysis. In conclusion, the experiences show
that guidance facilitates efficient results.

In conclusion, to improve the logistics process of the Callao
Nº15 fire company, it is necessary to stop using Microsoft
Excel as a database and start using a mobile application for
this process, thus storing the data of the products that are used
and the products that are used. The gap found is that there
is still a lack of the use of emerging technologies that allow
optimizing its processes.

III. METHODOLOGY

In this section, the methodology that was used to develop
and implement the mobile application for the Callao Nº15
fire company, which is the object-oriented methodology called
Rational Unified Process (RUP).

A. Processes of the RUP Methodology

According to the author Tia [16], RUP, as shown in Fig.
1, is a methodology for making software used by software
companies. Likewise, there are different types of RUP software
projects, which are small scale, large scale and re-engineering,
which have needs and uses for each role. In addition, in this
methodology there are different roles that one person cannot
do because they work at the same time. In conclusion, the
objective of the RUP methodology is to be able to develop
high-quality software that meets the expectations of users and
customers.

Fig. 1. Methodology RUP (Rational Unified Process).

In Fig. 2, it indicates that they have six processes (business
modeling, requirements, analysis and design, implementation,
test, deployment). It is a software engineering process that
provides an orderly approach to the assignment of tasks and
commitments in a software development company.

Fig. 2. Processes of the RUP Methodology.

B. Prototype Tools:

1) Bizagi Modeler: It is a Platform that consists of three
components. Each of them facilitates a key step in the transfor-
mation and automation of your business processes. According
to the author Germanı́a [17], Bizagi is a software for the
representation of processes through sketches, structures, trade
rules, actors. Likewise, the moments of the work process
between their tasks are published, the time it takes for each
task and the process are shown. Furthermore, the phases
of Bizagi software development are modeling, building and
process execution. In conclusion, the Bizagi software is very
important when carrying out a process improvement [18],
because it details what the process is like and what parts can
improve to optimize the process.

2) Star UML: It is a software modeling tool based on the
Unified Modeling Language (UML) and MDA (Model Driven
Architecture) standards. The authors Naing et al. [19], Star
UML is software for developing a fast, flexible, extensive,
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full-featured and freely available Unified Modeling Language
platform. It also uses UML for software design, uniting the
notorious approaches to detailing organization and behavior.
In addition, it is excellent in characterization for the user’s
environment and has greater extensibility in its functions.
In conclusion, Star UML is used to create detailed process
diagrams in the UML language.

3) Figma: According to the author Arifin et al. [20], Figma
is a prototyping interface layout program that runs on a web
page via a browser. Likewise, said page layout program, but
it is actually considerably more than that. In addition, this
program can make software prototypes for computers, cell
phones and tablets. In conclusion, the author’s final opinion
about Figma is surely the best program for developing layout
projects collaboratively as a team.

C. Development Tools:

1) C#: It is a component-oriented object-oriented program-
ming language. According to the author Jankowski et al. [21],
C# is an object-oriented, type-safe programming language.
Likewise, it allows developers to establish several types of
consistent and secure apps that run in the environment. In
addition, it has its foundations in the C language group and will
subsequently involve a group for C, C++, Java, and JavaScript
developers. In conclusion, C# is a language that can be used
for both desktop and mobile applications.

2) Microsoft Visual Studio: The Visual Studio IDE is a
creative launch pad that you can use to edit, debug, and
build code, and then publish an app. According to the author
Hrabovskyi [22], Microsoft Visual Studio is an IDE (Inte-
grated Development Environment) developed by the Microsoft
company for software development. Likewise, it is available
for OS (Operating Systems) such as Windows, Linux and
macOS, not counting free and paid versions. In addition, it has
compatibility with programming languages such as C++, C#,
Visual Basic .NET, F#, Java, Python, Ruby, and PHP. In con-
clusion, Microsoft Visual Studio is an integrated development
environment for making desktop, web, and mobile software.

3) Microsoft SQL Server: In this section was development
of the six processes of the RUP methodology to know what
steps the mobile application has followed to improve the
inventory logistics of the Callao No. 15 fire company.

D. Development Methodology

In this section was development of the six processes of the
RUP methodology to know what steps the mobile application
has followed to improve the inventory logistics of the Callao
No. 15 fire company.

In the Canvas model, it will be described how the mobile
application is constituted in all aspects to know what objective
it wants to achieve with its implementation.

1) Requirements: As shown in Table I and Table II, an
interview was conducted with the client to find out the re-
quirements that the mobile logistics application will have so
that it works as the fire company wants. In the functional
requirements table it will be shown what functions the logistics
mobile application will have.
In the non-functional requirements table it will be shown how

the logistics mobile application will work.

TABLE I. FUNCTIONAL REQUIREMENT

Non-functional
requirement

Requirement
Description System Use Case System Use Case

Description

RF001 Register product CUS001 Manage check-ins
and check-outs

RF002 Search product CUS001 Manage check-ins
and check-outs

RF003 Modify product CUS001 Manage check-ins
and check-outs

RF004 Delete product CUS001 Manage check-ins
and check-outs

RF005 Consult product CUS002 Operability of
tools, accessories

RF006 Observe product
status CUS002 Operability of

tools, accessories

RF007 Modify product
status CUS023 Operability of

tools, accessories
RF008 Browse product CUS003 Manage Location

RF009 Observe product
location CUS003 Manage Location

TABLE II. NON-FUNCTIONAL REQUIREMENT

Non-functional
requirement

Requirement
Description Classification Priority

RNF01
The response time
for patient search
of 8 seconds

Response Time
and performance High

RNF02
Access will be
for authorized
users only

Security High

RNF03 User-friendly de-
sign and interface Usability High

RNF04

Navigability
between fields
and interface
components (tab
key, enter)

Usability High

RNF05

A specific system
function will be
accessed based on
your role

Security High

RNF06

The application
can support
changes in its
functions

Maintainability High

2) Analysis and Design: As shown in Fig. 3 to Fig. 11,
see how the logistics process of inventories works through the
graphics made in Bizagi and StarUML, you will also see the
design of the mobile application through a prototype.

Fig. 3. Business Process Diagram.

In Fig. 3 is observed business process diagram will describe
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in detail the logistics process of the business company, which
will describe how the process is carried out and who is
involved in it.
In Fig. 4 shows the use case diagram of the system, it show

Fig. 4. System Use Case Diagram.

what functions the mobile application must have according
to what the fire company requires and needs for its logistics
process.
In Fig. 5 shows the input and output activity diagram, that

Fig. 5. Input-Output Activity Diagram.

the mobile application performs for the input or output of the
products involved in this process.

In the operability activity diagram you will see the steps
that the mobile application performs to see the outputs oper-
ability of the products involved in this process.

In the location activity diagram see the steps that the
mobile application performs to see the location of the products
involved in this process.

In the input sequence diagram, see how the user interacts
with the mobile application when they input a product to the
fire company.

In the output sequence diagram, see how the user interacts

with the mobile application when it outputs a fire company
product.

In the sequence of operation diagram, look like the user
interacts with the mobile application when needed to view the
location of a fire company product.

In the operability sequence diagram it will be seen how
the user interacts with the mobile application when he needs
to see the location of a fire company product. In Fig. 6 shows

Fig. 6. Class Diagram.

the class diagram, it describes how the mobile application
database is composed with its respective attributes and
operations that each table contains.

(a) Star (b) Login

Fig. 7. Prototype Start and Login.

3) Implementation: The final design of the mobile applica-
tion interfaces made in the Visual Studio IDE will be observed.

4) Tests: It will be observed how the inventory logistics
mobile application works.
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(a) New user (b) Menu

Fig. 8. Prototype New User and Menu.

(a) Inputs - outputs (b) Inputs

Fig. 9. Prototype Inputs - Outputs and Inputs.

5) Deployment: It was observed how the logistics mobile
application will be executed on the mobile devices of the
employees of the fire company.

IV. RESULTS

This section show the results of the case study, such as the
RUP methodology, which was used in this work.

A. About Expert Judgment

As indicated in Table III, for this part a survey of experts
was carried out in order to know how the experts feel with the
implementation of the mobile application in the fire company,

(a) Outputs (b) Operability

Fig. 10. Prototype Outputs and Operability.

Fig. 11. Prototype Location.

dividing them into four criteria. which are usability, presen-
tation, functionality and security. It was made with the likert
scale from 1 to 5, where 1 is very low to 5 is very high.

The expert opinion table will show the survey that was
done to each expert and what each one answered regarding
the logistics mobile application.

1) Usability Criteria: Interpretation: From Table IV. It can
be seen that 70% of the respondents indicate that the usability
of the mobile application has a ”Very high” level. In other
words, there is 70% of those surveyed who reaffirm a very
positive position and 30% consider it ”High”.

2) Presentation Criteria: Interpretation: From Table V. It
can be seen that 80% of the respondents indicate that the
presentation of the mobile application has a ”Very high” level.
In other words, there is 80% of those surveyed who reaffirm
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TABLE III. EXPERT JUDGMENT

Criterio Question Half Standart desviation Scale
1. You feel that you are satisfied with the ease of use of the mobile application. 4.30 0.83 High
2. You feel that you are comfortable with the use of the mobile application. 4.20 0.79 High

Usability 3. You feel that the use of the mobile application is simple. 4.50 0.71 High
4. You feel that using the mobile application you will complete your tasks in less time. 4.10 0.74 High
5. You feel that using the mobile application you will complete your tasks more optimally. 4.50 0.71 High
6. The mobile application interface is user friendly. 4.50 0.71 High
7. The mobile app interface is well organized. 4.30 0.82 High

Presentation 8. The mobile application interface represents the image of the company. 4.30 0.82 High
9. The colors of the mobile application interface have contrast with each other. 4.50 0.71 High
10. The images of the interface help to understand what the functions of the mobile application are. 3.70 0.68 High
11. The functions of the mobile application meet the needs of the user. 4.50 0.71 High
12. Each functionality of the mobile application is properly located. 4.60 0.70 High

Functionality 13. The functions of the mobile application are understandable for the user. 4.00 0.94 High
14. Mobile app features improve the way you get things done. 4.80 0.42 High
15. The functions of the mobile application is adequate for this area. 4.50 0.53 High
16. The mobile application is more secure allowing entry to only registered users. 4.50 0.53 High
17. The mobile application protects the integrity of the information. 4.40 0.52 High

Security 18. The mobile application gives reliability to the information. 4.20 0.63 High
19. The mobile application is safe for users. 4.60 0.52 High
20. Mobile app security optimally protects data. 3.80 0.79 High

—

TABLE IV. USABILITY

Usability (Bundled)
Frequency Percentage Valid percentage Accumulated percentage

High 3 30,0 30,0 30,0
Valid Very high 7 70,0 70,0 100,0

Total 10 100,0 100,0

a very positive position and 20% consider it ”High”.

3) Functionality Criteria: Interpretation: From Table VI.
It can be seen that 90% of the respondents indicate that the
functionality of the mobile application has a ”Very high” level.
In other words, there is 90% of those surveyed who reaffirm
a very positive position and 10% consider it ”High”.

4) Security Criteria: Interpretation: From Table VII. It can
be seen that 80% of the respondents indicate that the security
of the mobile application has a ”Very high” level. In other
words, there is 80% of those surveyed who reaffirm a very
positive position and 20% consider it ”High”.

B. About the Case Study

The mobile application has in its design 9 interfaces for its
elaboration, operation and implementation for the fire company
to improve its logistics process, which are:

• Star: It is the presentation of the software with the
logo of those who carry it out [Fig. 7(a)].

• Login: It is the interface that will allow the registered
user to enter a username and password registered in
the application [see Fig. 7 (b)].

• New user: It is the interface that allows new users to
register to have access to the mobile application [Fig.
8(a)].

• Menu: It is the interface that allows the user to see and
access the functions of the mobile application [Fig.
8(b)].

• Inputs - outputs: It is the interface where it shows the
functions that can be accessed and they are to input
products and output them [see Fig. 9(a)].

• Inputs: It is the interface that allows the user to
register a product through their data, which are names,
description, stock, color, code and location see [Fig.
9(b)].

• Outputs: It is the interface that allows the user to exit
the products that are no longer needed by means of
their name and the reasons for which they are exiting
[see Fig. 10(a)].

• Operability: It is the interface that allows the user
to know and modify the operability of the product
through its name [see Fig. 10(b)].

• Location: It is the interface that allows the user to
know where it is located by means of its name (see
Fig. 11).

C. About the Methodology

• Benefits: The benefits of the RUP methodology are:
• Encourages reuse of software code.
• Reduce the difficulty of maintenance by making it
easy to improve the changes that can be made and add
more features to the software.
• It makes it easy to reuse some functions of the
software for other projects.
• Maintenance is easier to perform using this method-
ology.
• It can be applied to different software to make them
of quality.
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—

TABLE V. PRESENTATION

Presentation (Bundled)
Frequency Percentage Valid percentage Accumulated percentage

High 2 20,0 20,0 20,0
Valid Very high 8 80,0 80,0 100,0

Total 10 100,0 100,0

—

TABLE VI. FUNCTIONALITY

Functionality (Bundled)
Frequency Percentage Valid percentage Accumulated percentage

High 1 10,0 10,0 10,0
Valid Very high 9 90,0 90,0 100,0

Total 10 100,0 100,0

—

TABLE VII. SECURITY

Security (Bundled)
Frequency Percentage Valid percentage Accumulated percentage

High 2 30,0 30,0 30,0
Valid Very high 8 70,0 70,0 100,0

Total 10 100,0 100,0

—

TABLE VIII. COMPARISON OF METHODOLOGIES

Advantage RUP SCRUM XP
Documentation 5 4 3

Software projects 4 5 3
Presence in companies 4 5 3

Phases 4 5 3
Iteration 5 5 4

Total 22 24 16

• Comparison: As indicated in Table VIII, in this
part you will make a comparison between the RUP,
SCRUM and XP methodologies, this comparison will
be made through 5 criteria that the methodologies
have. The rating will be from 1 to 5, with 1 being
very poor, 2 being poor, 3 being fair, 4 being good
and 5 being excellent.

V. DISCUSSIONS

The mobile application made in comparison to the proto-
types the author Nuanmeesri [8], which is a mobile application
for the logistics of agriculture and its consumption, whose
function is used in the distribution of agricultural products
to find routes for supply from the farms to its destination
where it is marketed, instead the mobile application for the
fire company apart from knowing the location of the products
that enter and leave the fire company, you can know the state
in which they are find the product and that can avoid mishaps
when using it. Also, in the aspect of the function of the mobile
application of the authors Garnov et al. [12], has the objective
of managing the process of transport and warehouse logistics
by automating this process through the use of technology for
the processes of shipments and orders of products offered
by Russian agriculture, a similar case to the one that has
the fire department application that is being implemented for
the logistics process for the fire company that also has the

same functions, but the information that is handled in the
fire company is from its own database, otherwise it is the of
the aforementioned authors who used information from other
databases that are not their property but from other agencies or
applications such as Rosstat, Google Play and Yandex.Radar,
generating satisfaction in both cases for the users to whom it
is addressed. Also take into account the security that you must
have in the logistics part [23].

VI. CONCLUSIONS AND FUTURE WORK

The conclusions of this article are that by using the mobile
application it helped to improve the logistics process of the fire
company, reducing the time in which said process is carried
out and helping to organize the products that are inside the
warehouse the company. Likewise, the RUP methodology is
suitable for developing and implementing mobile applications,
software and other technologies, related to logistics or sales
of many companies that want to optimize and automate their
processes to compete in the current market, these types of
technologies being mandatory have the companies to grow
more in the area in which it works. The expert judgment
carried out for this mobile application has given an affirmative
response to the implementation of the mobile application for
logistics processes because its rating was always high or very
high regarding the criteria in which the mobile application
was rated. In conclusion, in the future, the RUP methodology
should be used to create software related to logistics and
sales, using mobile applications, software or other technologies
to optimize company processes digitally, leaving behind the
sheets and Excel files that they generate. an unnecessary
waste of money and time for the company, preventing it from
competing in the current market.
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Abstract—In this paper, we propose an approach to early
detect students at high risk of drop-out in MOOC (Massive Open
Online Course); we design personalised interventions to mitigate
that risk. We apply Machine Learning (ML) algorithms and data
mining techniques to a dataset extracted from XuetangX MOOC
learning platforms and sourced from the KDD cup 2015. Since
this dataset contains only raw student log activity records, we
perform a hybrid feature selection and dimensionality reduc-
tion techniques to extract relevant features, and reduce models
complexity and computation time. Besides, we built two models
based on: Genetic Algorithms (GA) and Deep Learning (DL) with
supervised learning methods. The obtained results, according to
the accuracy and the AUC (Area Under Curve)-ROC (Reciever
Operator Characteristic) metrics, prove the pertinence of the
extracted features and encourage the use of the hybrid features
selection. They also proved that GA and DL are outperforming
the baseline algorithms used in related works. To assess the
generalisation of the approach used in this work, The same
process is performed to a second benchmark dataset extracted
from the university MOOC. Then, a single web application hosted
on the university server, produces an individual weekly drop-out
probability, using time series data. It also proposes an approach
to personalise and prioritise interventions for at-risk students
according to the drop-out patterns.

Keywords—MOOC; drop-out; dimensionality reduction; fea-
tures selection; personalised intervention

I. INTRODUCTION

Following the emergence of new digital technologies aim-
ing to modernize the traditional education system. Massive
Open Online Courses (MOOCs) have gained popularity in
recent years [1]. In 2020, 16,300 courses were offered by
950 universities, and the number of enrollment has reached
more than 180 million learners worldwide [2]. MOOCs have
become an ideal source of self development that bridges the
gap between industry requirements and skills acquired in the
university [3]. Despite these benefits that bring a substantial
improvement to the student learning experience. MOOCs are
facing many problems today. Among the most cited are the
high drop-out and the low completion rate. The average
completion rate for a MOOC is 12.6% [4]. We can also cite
the weak interactions and the absence of tutor support to
the significant number of enrolled participants. This excessive
attrition rate in MOOCs, has prompted researchers to consider
the use of learning analytic for early prediction of learners at
risk of drop-out [5].

Learning analytic consists of analysing the log trace and the
data collected while students interact with the MOOC courses

[6]. Then, using supervised machine learning, mathematical
models can automatically detect student at-risk of drop-out
based on their previous behaviour and interactions during the
course. The use of learning analytic has shown an encouraging
potential and reduced visibly the attrition rates in MOOCs
[7], [8]. However, it is limited, given the enormous number
of enrolment either by 1) the late detection of students at-risk
, by 2) the absence of prioritization which will considerably
reduce the number of students that the instructor must address
each time. Finally 3) the prediction models provide no clues
for the monitor to propose a personalized intervention for each
droppers pattern. Thus, a system that is capable of detecting
at-risk students and providing a customised intervention is
therefore needed.

The aim of this paper is to build an intelligent system
using DL and GA in the field of learning analytic, and able
to overcome these three limitations. This paper will describe
the process followed to address the problem related to early
prediction student drop-out, prioritizing student needing inter-
vention according to a weekly temporal model prediction based
on student drop-out probability. In the light of the obtained
results, a timely personalized intervention can be designed
and delivered to retain students at-risk. The obtained system
gives the possibility to meet the challenges of identifying on
a large scale students at high risk of dropping- out, while
also satisfying the requirement to be able to support early
intervention.

This paper is organised as follows: the next section present
a brief overview of related work. The Section 4 is devoted
to describe the different components of the used dataset and
the extracted features. Section 5, is dedicated to presenting
the methods used to predict student drop-out. Section 6,
is dedicated to discussing the obtained results. Finally, we
conclude the paper and give some perspectives on future work.

II. RELATED WORK

Many researchers have recently focused on MOOCs stu-
dent drop-out. Time consideration is very significant when
tackling this problem. Early detection plays a masterful role
in reducing the attrition rate. In fact, several studies have
proved that 75% of drop-outs occur in the first weeks [9].
Similarly, Gitinabard et al. [10] analyse students logs and
forum data of an annual MOOC lessons. They apply Logistic
Regression and Support Vector Machine (SVM) to predict
drop-out in the first weeks of each course. The students were
flagged as drop-out with the precision of 70% after the third
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week. Berens et al. [11] developed an early predicting system
using demographic data and a boosting algorithm combining
several ML algorithms: Linear Regression, Neural Network,
Decision Tree, AdaBoost. The system provides an accuracy of
58.2% for the first semester and 81.5% for the fourth semester.
Authors in [12] used deep learning and achieved an accuracy
of 0.92% in the first week. In [13] ALJ et al. used several
baseline machine algorithms and obtain an AUC ROC score of
90%. The performance of machine learning algorithms highly
depends on the used dataset used. ML algorithms are unable to
provide effective parameter setting method. Therefore, feature
selection of parameters is another research content of this
paper. A hybrid features selection method is proposed. Besides,
Genetic Algorithms (GA) are used for parameters tuning.

GA are generally used for optimization problems and
tuning classifiers in multiple fields such as emotion recognition
[14] and medicine [15], and feature selection [16]. Despite GA
are not quite used in the field of student drop-out, they are
producing significant results.

This study contributes to the current state-of-the-art of the
field in two main directions. First, by developing a compre-
hensive approach for studying and detecting early drop-out
in a data perspective. Second, by designing a prioritized and
personalized intervention for student at-risk of drop-out.

III. DATA

A. Data Description

This study use a dataset provided from KDD cup [17], an
annual Data Mining and Knowledge Discovery competition
organised by ACM Special Interest Group. In KDD cup 2015,
the dataset used in the competition contains users trace log
extracted from XuetangX which is one of the biggest Chinese
MOOC learning platforms. The aim was to predict users
drop-out using different data mining techniques and machine
learning algorithms.

The detailed description of the five parts of dataset is as
follows:

1) The first part of the dataset contains information about the
start and the end date of each course according to the Table
I.

TABLE I. COURSE INFORMATIONS

Fields Type Description

Course-ID Nominal Course Identifier

Course-S Date Course Starting Date

Course-E Date Course Ending Date

2) Information about the modules of each course, sub-
modules and also the category of modules and their start
date according to the Table II.

TABLE II. MODULE INFORMATIONS

Fields Type Description

Course-ID Nominal Course Identifier

Module-ID Nominal Module Identifier

Module-cat Nominal Module Category

Module-child Nominal Sub-Module

Module-S Date Module Starting Date

3) Informations about enrolments: an enrolment is a (Student,
Course) entry according to the Table III.

TABLE III. ENROLMENT INFORMATION

Fields Type Description

Enrolment-ID Nominal Enrolment Identifier

Student-ID Nominal Student Identifier

Course-ID Nominal Course Identifier

4) The fourth part of the dataset contains a log trace of every
enrolment, log timestamps, and the source and the type of
the event according to the Table IV.

TABLE IV. LOG INFORMATION

Fiels Type Description

Enrolment-ID Nominal Enrolment Identifier

Student-ID Nominal Student Identifier

Course-ID Nominal Course Identifier

Event-Time Timestamps Time when the event occurs

Source Nominal Source of Event (Server / Browser)

Event Nominal Event Type

e1 Problem

e2 Access

e3 Video

e4 Wiki

e5 Discussion

e6 Navigate

e7 Page Close

5) The last part of the dataset contains information about the
real value of enrolment result according to the Table V

TABLE V. ENROLMENT RESULT

Fields Type Description

Enrolment-ID Nominal Enrolment Identifier

Result Boolean Student Result
0 Success

1 Drop-out

The dataset captures a trace log of 79186 students and
120543 enrolment, because every student can enrol in multiple
courses. If a user leaves no records for course C in the log
during the next 10 days, it is defined as drop-out from the
course.

We notice that for all courses the drop-out represented
by 1 in the table of enrolment results exceeds 65%. The
majority class is drop-out with (95581) 79% compared to
success (24961) 21% of enrolments. In this case, a class
imbalance problem is faced. In order to balance the dataset,
we will oversample the minority class in order to increase its
cardinality to be equal to the majority class.
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Oversampling: this technique duplicates copies of some
points from the minority class to increase its cardinality to be
equal to the majority class. New samples can be generated by
random repetition or using more sophisticated methods such
as SMOTE or ADASYN.

Synthetic Minority Oversampling Technique (SMOTE)
[18] uses the KNN algorithm to generate new synthetic data
points that combine features of the data point and its K
closest neighbours. However, it still has some weaknesses
regarding the oversampling logic used. On the one hand, it does
not consider generating new samples from neighbours which
may come from the other class. The synthetic observations
can overlap with other observations of the majority class.
On the other hand, generating multiple synthetic observations
risks introducing additional noise in the dataset, this could
potentially bias the model.

ADASYN [19] for Adaptive Synthetic, a version of
SMOTE that has been improved. Instead of generating the
same number of synthetic observations for each observation of
the minority class, ADASYN adapts the oversampling to the
distribution density of the observations of the minority class.
Concretely, it produces more synthetic samples in regions of
feature space where the density of minority observations is low
and fewer samples in regions with higher density.

The selection of the technique to use remains strictly linked
to the data set used. For our example, SMOTE gives better
results. Finally, we end up with two datasets Unbalanced
Dataset (UB) and Balanced Dataset (BD).

B. Feature Engineering

The information available on the KDD cup 2015 dataset
lacks personal information (e.g. age, sex, nationality) and
information regarding the course (e.g. prerequisites, difficulty
level). The logging trace remains the most potent source
of information. Our feature extraction method is based on
counting the log of every enrolment; an enrolment is a (student,
course) entry. The extracted features can be divided into two
parts:

Enrolment History Features : It contains features about
the history of interaction with the MOOC, such as the num-
ber of successful courses, the number of failed courses, the
cumulative number of days spent on the MOOC during old
registrations, and the cumulative number of logs of each event
present on the catalogue in Table IV.

Current Enrolment Features: It contains features about
the number of days spent on the MOOC during the current
enrolment and the count of logs of each event.

We also extract the count of minutes spent for every
enrolment; after examining the log trace, we notice that all
sessions start with the Navigate event and sometimes with
the Access. We calculate the difference of time expressed
in minutes between one of the two events and the end of
the session expressed with the Page close. The accumulation
of minutes is recorded for each enrolment in the variable m
according to the following algorithm:

ALGORITHM 1
Algorithm of Connected Minutes

Data : Raw log data
Result: Connected minutes per enrolment
@ConnectedMin = 0; @BeginDay = ”00:00:00”
@EndDay = ”23:59:59”; @TBegin = ””; @TEnd = ””;
while not at the end of enrolment log rows do

read current
if @Evente=’Nagivate’ or (@Evente =’Access’ and
@TimeBegin =”” ) then

@TimeBegin= Time-Event;
end if
if @Evente=’Page close’ then

@TimeEnd= Time-Event;
end if
@Diff=DateDiff(MIN,@TBegin,@TEnd);
if @Ddiff ¡ 0 then

@x=DateDiff(MIN,@hdebut,@EndDay);
@y=DateDiff(MIN,@BeginDay,@hfin);
@Ddiff= @x+@y;

end if
@ConnectedMin= ConnectedMin+@Ddiff;

end while

Finally we end up with features presented in the Table VI.

TABLE VI. EXTRACTED FEATURES

N Features

1 Enrolment Identifier

2 Count of student previous enrolments

3 Count of student previous succeeded enrolments

4 Count of student previous drop-out enrolments

5 Count of log for the current enrolment

6 Count of log for all previous enrolments

7 Count of days between first and last log

8 Count of days between first and last log for all previous enrolments

9 Count of log for the event : Problem

10 Count of log for the event : Problem for all previous enrolments

11 Count of log for the event : Video

12 Count of log for the event : Video for all previous enrolments

13 Count of log for the event : Navigate

14 Count of log for the event : Navigate for all previous enrolments

15 Count of log for the event : Page-close

16 Count of log for the event : Page-close for all previous enrolments

17 Count of log for the event : Access

18 Count of log for the event : Access for all previous enrolments

19 Count of log for the event : Discussion

20 Count of log for the event : Discussion for all previous enrolments

21 Count of log for the event : Wiki

22 Count of log for the event : Wiki for all previous enrolments

23 Count of logs in the first 10 days of course

24 Count of logs in the second 10 days of course

25 Count of logs in the last 10 days of course

26 Count of active minutes

27 Count of active days

Enrolment result : Success 0 /Drop-out 1
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C. Feature Selection

When solving a classification problem, processing ex-
tracted data vectors is an important step. Indeed, the perfor-
mance of the classifier highly depends on the correct choice of
the content of these vectors. However, the problem becomes
difficult to re- solve and very expensive in terms of training
time and resources owing to the large dimension of these
vectors. Consequently, it is useful, and sometimes necessary
to reduce the dimensionality of these vectors to be compatible
with resolution methods, even if this reduction may lead to a
slight loss of information. Reducing the number of explanatory
variables has a double advantage. On one hand the model will
be easily interpretable due to the few number of variables.
On the other hand, the prediction error will be reduced by
removing the non-informative variables.

Feature selection is a process allowing to select a subset
of features considered as the most relevant from a starting set
using various criteria and different methods. The process is
working as follows:

1) From the initial set of variables, the selection process
determines a subset of variables that he considers to be
the most relevant.

2) The subset is then evaluated with the classifier to assess
the performance and relevance of the selection.

3) Depending on the result of the evaluation, a criterion for
stopping the process determines whether the subset of
variables can be used in the learning process, otherwise
another subset of variables is generated and tested. The
stopping criteria can be a predefined number of features
to keep or a fixed number of iterations or even a criterion
related to the evaluation function.

Methods used for selection can be classified into three main
categories: Filter, Wrapper and Embedded.

1) Filter: The filter approach was the first method for
selecting features [20]. It is considered a pre-processing step
before the learning phase; the evaluation of features is usually
done independently of the classifier. We define an importance
score for each feature that reflects its quality as a predictor.
We also define a score of similarity between two charac-
teristics. The objective is to select the variables with the
highest importance score and the lowest similarity scores to
reduce redundancy. The main advantage of filtering methods
is their computational efficiency and robustness against over-
fitting. Unfortunately, these methods do not consider interac-
tions between characteristics and tend to select characteristics
involving redundant rather than complementary information.
The filter method used in this work is the Chi-squared test.

2) Wrappers: The main drawback of filter approaches is
ignoring the influence of the selected variables on the learning
algorithm’s performance. To solve this problem, Kohavi and
John introduced the concept of a Wrapper for selecting features
[21]. Wrappers use the accuracy of the learning algorithm as an
evaluation function to estimate the relevance of the variable.
The Wrapper methods are generally considered to be better
than those of filtering. They can select proper small subsets of
features. However, features selected by this method are only

suited to the classification algorithm and are not necessarily
valid if we change the classifier. Also, the complexity of the
learning algorithm makes the Wrapper methods very expensive
in terms of computation time. It has been demonstrated by
[21] that Wrapper methods produce better performance than
some filtering methods. This paper will use Recursive Feature
Elimination with both Random Forest (RFE-RF) and Gradient
Boosting (RFE-GB).

Recursive Feature Elimination (RFE) is a selection
algorithm based on backward elimination, in which recursive
elimination aim to select a subset of optimum features. The
learning is performed first with all the p variables, the least dis-
criminant variable is removed, then the learning is performed
on the p-1 remaining variables. This process is iterated until
the number of desired variables is obtained.

3) Embedded: Embedded methods incorporate the selec-
tion of variables into the learning process. Embedded meth-
ods can use all the dataset as a training set which is an
advantage that can improve the result. In addition, Guyon
and Elisseeff [22] specify that Embedded approaches surpass
Wrapper approaches concerning the computation times and the
robustness against over-fitting. In this study, we are using both
regularization: Ridge and lasso as Embedded methods.

Regularisation in ML adds a penalty term to the different
coefficients of the model. The main purpose of Regularization
is to avoid overfitting by improving the generalisation of the
model. It improves the performance of models on new data.
the main types of regularisation are Ridge and lasso:

Lasso regression (L1): Adds the squared magnitude of
coefficients as a penalty term to the loss function.

L+ λ

n∑
i=0

x2
i

Ridge regression (L2): Adds the absolute value of magni-
tude of coefficients as a penalty term to the loss function.

L+ λ

n∑
i=0

|x|

It is therefore used for variable selection. While L1 set the
coefficient of unnecessary variables to 0, L2 is approaching
them to zero.

In this study, we will implement a hybrid approach that
combines all the methods seen previously. Each method will
participate to elect if the variable will be selected or not. The
scores obtained for each method will be then aggregated and
normalised so that they are between 0 for the lowest rank and 1
for the highest. Variables with a high average will be selected
according to score obtained in the Table VII.
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TABLE VII. FEATURES RANKING

N Lasso REF-RF REF-GB Ridge Chi-2 R-Lasso Mean

1 0.0 1.0 0.7 0.0 0.0 0.48 0.36

2 0.00 0.71 0.05 0.07 1.00 0.01 0.31

3 0.00 0.29 0.75 0.21 1.00 0.91 0.53

4 0.00 0.57 0.35 0.14 1.00 0.00 0.34

5 0.48 1.00 0.90 0.39 0.97 0.00 0.62

6 0.06 1.00 0.2 0.00 1.00 0.00 0.38

7 0.00 1.00 1.00 0.05 1.00 0.89 0.66

8 0.00 1.00 0.45 0.00 1.00 0.01 0.41

9 0.00 1.00 1.00 0.01 0.99 0.02 0.50

10 0.00 1.00 0.15 0.00 1.00 0.14 0.38

11 0.00 1.00 0.80 0.00 1.00 0.34 0.52

12 0.00 1.00 0.60 0.00 1.00 0.00 0.43

13 0.00 1.00 0.55 0.01 1.00 0.62 0.53

14 0.00 0.00 0.00 0.00 1.00 0.00 0.17

15 0.00 1.00 1.00 0.02 1.00 0.13 0.53

16 0.00 1.00 0.25 0.00 1.00 0.00 0.38

17 0.00 1.00 0.95 0.00 0.99 0.28 0.54

18 0.00 1.00 0.40 0.00 1.00 0.01 0.40

19 0.00 0.14 0.10 0.00 1.00 0.00 0.21

20 0.00 0.86 0.65 0.00 1.00 0.00 0.42

21 0.00 1.00 0.30 0.04 1.00 0.02 0.39

22 0.00 0.43 0.50 0.00 1.00 0.00 0.32

23 0.00 1.00 1.00 0.40 0.99 1.00 0.73

24 0.00 1.00 0.85 0.39 0.99 0.87 0.68

25 1.00 1.00 1.00 0.38 0.99 1.00 0.90

26 0.17 1.00 1.00 0.00 0.67 1.00 0.64

27 0.00 1.00 1.00 1.00 1.00 1.00 0.83

According to the results found on the Table VII. The
dimensionality of the dataset will be reduced to the eight
following features:

• Count of student previous succeeded enrolments
• Count of log for the current enrolment
• Count of days between first and last log
• Count of log for the event : Access
• Count of logs in the second 10 days of course
• Count of logs in the last 10 days of course
• Count of active minutes
• Count of active days

In the next section, in order to prove the relevance of
our selection, results obtained with this set of features will
be compared with the results obtained using the initial set of
variables.

IV. METHODOLOGY

The variable enrolment result has two alternative outcomes
1 for drop-out and 0 for success. Thus, the problem can be
modelled as a binary classification. Besides, since the data used
for training and testing is already labelled, the models are built
with supervised learning. Fig. 1 present the methodology used
in this paper.

Supervised learning begins with the training process. Dur-
ing training, the algorithm optimises the mapping function
through a pair consisting of an input vector and the desired
output value. The goal is to create a model that correctly
classifies new unseen data. The predicted outputs are then

Fig. 1. Methodology.

compared to the accurate observation on the validation set to
compute the model’s performance and generalisation ability.
In this study, we will implement both GA and DL to create
our models.

A. Deep Learning

DL is based on the models of NN with many hidden layers,
called DNN. While a traditional NN can only handle a single
hidden layer as show in the Fig. 2. DL data processing is
carried through multiple layers to compute the output. Each
layer is made of many artificial neurons imitating the biological
neurons in a very simplified way. Each connection in the
network is characterised by a coefficient or a synaptic weight
that mainly describes the behaviour of the network.

Fig. 2. Deep Learning.

During the learning process, weights are calculated in order
to determine whether to amplify or dampen the output. The
weights are adapted to minimise the difference between the
network output and the expected output.

Fig. 3. Artificial Neuron.

As Fig. 3 shows, the neurons receive the information
produced by other nodes through the input connections. Each
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neuron J performs a weighted sum of the n input values.
Weights assigned to the neuron’s inputs are stored in a matrix
W. The value wij represents the weight of the input connection
Xi of neuron j. Then to this sum a bias bj is added. This total
represents the biassed post-synaptic potentials formulated as
follows:

Pj =

N∑
i=1

wi,jXi + bj

Finally, an activation function f transforms this biased po-
tential to obtain the activation value of the neuron. This values
is then transmitted to other neurons. Among the commonly
used activation functions we can find Rectified linear unit
(ReLU), Sigmoid and Hyperbolic tangent.

Xj = f(Pj)

B. Genetic Algorithms

GA are stochastic optimization methods belonging to the
family of evolutionary algorithms. They are commonly used
for resolving complex optimization and search problems. GAs
are inspired by the Darwinian mechanisms of the natural evo-
lution of biological populations and rely on derived techniques
such as selection, mutation and crossing. GA use the principle
of survival of individuals considered to be the strongest or
best suited to the environment by combining the strengths of
each individual to create the next generation considered to be a
better solution to the problem. This process is repeated several
times until finding individuals have genetic information that
corresponds to the best solution to the problem. In general,
the process of a GA as presented in Fig. 4 is based on the
following phases:

Fig. 4. Architecture of a Genetic Algorithm.

(1) Initialization: This GA mechanism must produce a non-
homogeneous population of individuals who will serve as a
parent for future generations. The choice of the initial pop-
ulation is important because it can make the convergence to
the global optimum more or less rapid. The initial population
must be distributed over the entire research area.

(2) Evaluation: Evaluate each capacity to the target variable
with high accuracy. The LR algorithm was used to build
prediction models. Individuals selected by the GA search
were used as an input for LR, and the results from LR are
used again with different variable sets in order to enhance
the prediction score.

(3) Genetic Operators: Operators guarantee the possibility of
diversifying populations over the generations and exploring
the solution space. We apply the following operations during
a GA cycle: Selection, Crossing and Mutation.
(a) Selection: The selection consists of choosing the individ-

uals serving to create the next generation, the individuals
who will survive . The selection of individuals is carried out
most often on the basis of the evaluation function. Several
selection operators are used such as the roulette wheel
selection [23], Rank in the population [24] or tournament
selection [25].

(b) Crossover: Crossing is responsible for constructing an
individual solution for the problem from the mixture of
many other solutions. In crossing, the chromosomes ex-
change sequences of genes between them. This process
is applied to each pair of chromosomes selected with a
certain probability of P. The pairs of chromosomes are
copied without modification into the next generation with
the probability 1 - P. The higher P, the more new individuals
appear in the population.
We present the best-known ones among the most used
crossover methods: the one-point crossover and the multi-
point crossover.
One-Point Crossover : It is about randomly choosing a
crossing point for each pair of chromosomes and perform-
ing a swap of the sets of sequences of this point between
the two parents, giving birth to two new offspring as shown
in Fig. 5.

Fig. 5. Single-Point Crossover.

Multi-Point Crossover : In this case, several crossing
points are selected and the swap is done on the different
parts of the sequences surrounded by these points between
the genes of the parents as shown in Fig. 6.

Fig. 6. Multipoint Crossover.

(c) Mutation : Mutation is defined as the unexpected change
in the value of a gene in a chromosome. Fig. 7 illustrates
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an example of a mutation applied to the fourth position
of a binary chromosome. The mutation plays the role of
noise which prevents the evolution from stopping. It allows
the extension of space exploration and guarantees that the
global optimum can be reached. This operator, therefore,
avoids a convergence towards the local optimum.

Fig. 7. Exemple of Mmutation.

The following section will be dedicated to presenting the
results and scores obtained by applying the methods presented
in this section on the data obtained in the fourth section .

V. RESULTS

After performing a hybrid feature selection method in Sec-
tion 4, we end up with two datasets: a first dataset containing
all extracted features (All) and a second one containing only
the seven selected features (selected). To assess the relevance
of this selection, we will compare the Accuracy and AUC-ROC
scores for the two datasets using DL and GA models.

TABLE VIII. MODELS SCORES

Model Features Accuracy AUC ROC

GA All 0.926 0.898
Selected 0.933 0.894

DL All 0.943 0.876
Selected 0.938 0.887

According to the results obtained in Table VIII, we notice
that the scores remained almost the same even after eliminating
several features. It is explained by the fact that some eliminated
features had no role in predicting the target variable. In other
cases, they may introduce noise. The score has been improved
for the GA model after eliminating the unnecessary variables.

We also notice that the two algorithms used in this work
outperform the basic algorithms used in previous work. It is
explained by GA evolutionary and self-correcting character
and DL methods.

Fig. 8. Accuracy Evolution over Generations.

Fig. 8 provides information about how quickly the GA con-
verges to the optimal solution. After only seven generations,
the algorithm found an optimal solution for the problem. This
rapid evolution of accuracy over generations depends highly
on the value of mutation rate. In practice; it consists of a
high mutation rate at the start of the algorithm to allow better
solutions for space exploration. Then a decrease in this rate
allows the convergence of the algorithm.

Fig. 9. Loss Evolution over Epochs

Learning curve graphs presented in Fig. 9 are commonly
used for the NN model. It plots the variation of loss or
accuracy over epochs. The data is divided into two parts
training and validation sets. Learning curve graphs are firstly
used to examine the model convergence; we expect that
the loss decreases and the accuracy increase as the number
of epochs increases. We also expect that the model will
converge after training for several epochs. Secondly, It is used
to diagnose if the model has over-fitted or under-fitted the
learning set.

Fig. 9 show that we obtain an accuracy of 90% after
40 epochs for the dataset using all features. The same
accuracy is obtained after only 10 epochs for the dataset
using selected features, which is explained by the fact that
a model containing fewer features will be less complex and
require fewer epochs to converge. Fig. 9 show that for both
datasets, we can safely stop the training process at 50 epochs
without fearing over-fitting or under-fitting.

After proving the relevance of models and the set of
features used in this article, and since the temporal aspect is
present in our dataset, the next step in this work is to use
ARIMA to predict independent variables for future weeks for
every enrolment. After obtaining these values, we use them as
an observation for the models to predict the value of the target
variable Y. With the function predict.proba() in python sickit-
learn library, we can find the weekly drop-out percentage.
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Fig. 10. Log Count Error Prediction

We can judge the accuracy of the ARIMA model pre-
dictions through the normalized RMSE (Root Mean Sqaured
Error) value. Fig. 10 shows an example of the error between
the actual value of the number of logs per day and the predicted
value. The normalized RMSE value is suitable for all variables
and indicates the accuracy of the ARIMA model and stationary
time series of the variables.

At our university, we extracted student logs from the
university MOOC to build a dataset similar to the KDD
cup dataset. This dataset has undergone the same process
mentioned in this article, starting with feature extraction and
feature engineering and ending with models’ predictions score.
Table IX presents the different model scores for the university
dataset.

TABLE IX. MODELS SCORES UNIVERSITY DATA

Model Features Accuracy AUC ROC

GA All 0.931 0.876
Selected 0.921 0.887

DL All 0.888 0.875
Selected 0.898 0.886

An intelligent system was hosted in the university server
based on a single web page using Python and Streamlit
framework. The system inputs the enrolment entry (student,
course), fetches the corresponding logs and aggregates them
by week. In addition, the ARIMA method is used to predict
new observations for the following weeks using the previous
ones. The system offers the possibility to choose the model
used to predict the drop-out rate each week, as shown in Fig.
11 and Fig. 12.

Fig. 11. Web Page Interface.

Fig. 12. Results Web Page.

In order to determine student drop-out profiles and patterns,
We performed a correlation analysis between extracted features
and the student’s final performance (completion or drop-out).
We found that when the pattern is: Access — Video — Assign-
ments — Discussion is respected, The accuracy of retention is
increased visibly. It means that the expected behaviour of the
student is to access the course link represented by the event
(Access), watch the course content through videos, and then
visit the Assignments page. Finally, discuss the ambiguous
and misunderstood points on the discussions page. Similarly,
the student behaviour on assignments pages, the count of the
viewing Video events, Discussion, and wiki page measured
weekly, provided an indicator of student engagement and
persistence and were an excellent early predictor of the drop-
out rate and performance.

When we used K-mean clustering, we found three main
clusters for droppers: According to our analysis of weeks 1
and 2, data indicates three dominant clusters.

• cluster 1 student with little time spent watching videos.
This cluster corresponds to students who didn’t complete
the course videos. This grouping was a strong indicator
of drop-out 95% of these students did not complete the
course.

• cluster 2 concerns students who complete watching videos
but have a few visits and time spent on the assignments
page. In other words, these students have completed most
of the course but didn’t take quizzes and exercises. This
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grouping was also a strong indicator of drop-out: 80%
dropped out in the fourth week.
The reasons which explain the behaviour of the students of
clusters 1 and 2 can be linked to several causes extracted
from related works:
◦ causes linked to student:

The lack of students motivation and engagement:
is considered one of the most influential factors
preventing students from completing a MOOC. For
instance, [26] surveyed 134 students who had not
completed the MOOC courses and found that the
majority of students had the intention to complete
their study but they were unable to do so due to
low motivation and poor feedback.
The students lack the abilities/skills and prerequi-
sites to follow the course. According to previous
studies [27], [28], [29], demonstrating the effect
of students’ academic skills and abilities and their
prior experience on the drop-out rate in MOOCs.

◦ causes linked to the course:
It can also be linked to the course length and diffi-
culty. According to [30], [31], [32] the complexity
or the difficulty of the course content was found in
many studies to be associated with students drop-
out rates

◦ causes linked to instructors:
The lack of instructor supervision: The poor feed-
back provided by the instructors due to the massive
number of enrolled students per course has been
reported to be an significant predictor of students
drop-out in MOOC courses [33] and [34].

• cluster 3 concerns students who have spent an average
time on the videos and assignments page but have few
visits to the discussion page. It can be interpreted that
those students are not social enough to communicate with
others students or ask questions about ambiguous points
in courses or exercises.
Isolation and lack of interactivity in MOOCs directly
affect students drop-out. A survey [29] about MOOCs
drop-out showed from the droppers’ comments that they
mentioned feeling isolated and unmotivated to continue
due to low interaction and communication with students
and instructors. They complained that the instructor did
not praise or motivate them after the quizzes. They also
stated that instructors did not engage learners in discussion
or facilitate brainstorming.

After detecting patterns of the student at high risk of drop-
out, the following section outlines examples of interventions:

• Interventions for cluster 1 and 2: For students lacking
the necessary prerequisites to take the course, it is wise to
detect them through a survey or quizzes at the beginning
of each course. Then send them courses and exercises
containing the prerequisites they lack to follow the course.
According to the literature, there is a myriad of inter-
ventions aiming to increase students motivation and en-
gagement by creating interest in the course topics [35].
Some interventions dealt with demotivation through an
email mechanism [36]. Other interventions try to get absent
students back into the course and collect their reasons for

leaving [37].
The lack of instructor supervision and the poor instructor
feedback is due to the considerable enrolment number
per course in MOOCs. The solution here is to focus on
students flagged at high risk of drop-out on a particular
week according to the drop-out rate given by the system.
Regarding the course content, the course must appear
helpful for the students in real life. It should contain a
lot of application and practical exercises. The skills learned
in the course must apply to real-world problems, particular
career goals, or later life roles.

• Interventions for cluster 3: Multiple research has found
that social connectedness to school is linked to higher rates
of student academic success [38], teachers and peers can
serve as sources for facilitating this social connection. The
intervention proposed for this cluster is a weekly peer-
support group meeting that focuses on enhancing students’
academic and interpersonal skills combined with daily
interactions. It will improve outcomes for students flagged
as a potential drop-out. We could form a peer-support
group of three to four participants, and the 5th is the
student flagged as a drop-out. This methodology is more
suitable for blended learning; it has been tested in the
university, and the results obtained improved classroom
behaviour, increased academic engagement, and positive
peer and teacher interactions.

The cost of a students drop-out is very high in terms
of wasted time, effort and money. When a student decides
to leaves, connection with that student is lost, and generally
nothing is done to determine the reasons behind. Institutions
can implement this system or similar, to anticipate and reduce
the number of drop-out.

Several other drop-out patterns might be detected, and such
predefined intervention strategies can be learned from expert
teachers or from historical data [12]. The current study is
just a first step toward an ultimate automated personalized
intervention system.

From an algorithmic perspective, the experiment in this
study showed that deep learning is outperforming other base-
line algorithms either in prediction accuracy or in generating
more accurate drop-out probabilities. Moreover, deep learning
showed more robustness against over-fitting.

VI. CONCLUSION

The excessive drop-out rate in MOOCs encourage to use
data mining techniques and ML algorithms in order to predict
students at risk of drop-out. In the light of the obtained results
we can conclude that for classification problems based on raw
activity records, features extraction and data preparation is a
necessary step before building models. The hybrid features
selection algorithm adopted in this work is effective. One of
our main contributions was obtaining competitive prediction
results with a minimum number of variables.

According to the result obtained we can also conclude
that our proposed models using GA and DL are producing
very competitive results in this problem. Models used in this
study are outperforming the obtained result using the baseline
algorithms in previous works. This study was very useful, and
optimises the drop-out prediction in the university MOOC,
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because it is not only focusing on early detecting students at
risk of drop- out, but it also personalise intervention and seeks
for the reasons behind, in order to increase retention rate in
the MOOC. As a perspective, the methodology used in this
article must be tested on other benchmark datasets in order to
assess its relevance.
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Abstract—Coronary Artery Disease (CAD) is one of the
most common cardiac diseases worldwide and causes disabil-
ity and economic burden. It is the world’s leading and most
serious cause of mortality, with approximately 80% of deaths
reported in low- and middle-income countries. The preferred
and most precise diagnostic tool for CAD is angiography, but it
is invasive, expensive, and technically demanding. However, the
research community is increasingly interested in the computer-
aided diagnosis of CAD via the utilization of machine learning
(ML) methods. The purpose of this work is to present an e-
diagnosis tool based on ML algorithms that can be used in
a smart healthcare monitoring system. We applied the most
accurate machine learning methods that have shown superior
results in the literature to different medical datasets such as
RandomForest, XGboost, MultilayerPerceptron, J48, AdaBoost,
NaiveBayes, LogitBoost, KNN. Every single classifier can be
efficient on a different dataset. Thus, an ensemble model using
majority voting was designed to take advantage of the well-
performed single classifiers, Ensemble learning aims to combine
the forecasts of multiple individual classifiers to achieve higher
performance than individual classifiers in terms of precision,
specificity, sensitivity, and accuracy; furthermore, we have bench-
marked our proposed model with the most efficient and well-
known ensemble models, such as Bagging, Stacking methods
based on the cross-validation technique, The experimental results
confirm that the ensemble majority voting approach based on
the top three classifiers: MultilayerPerceptron, RandomForest,
and AdaBoost, achieves the highest accuracy of 88,12% and
outperforms all other classifiers. This study demonstrates that
the majority voting ensemble approach proposed above is the
most accurate machine learning classification approach for the
prediction and detection of coronary artery disease.

Keywords—Machine learning; smart healthcare; coronary
artery disease

I. INTRODUCTION

No cure exists for Coronary Artery Disease (CAD), as a
combination of environmental and inherited factors is thought
to be associated with several risk factors, including a family
history of heart disease, age, overweight, inactivity, poor diet,
and tobacco usage. The diagnosis of coronary artery disease
is very challenging for the General Physician (GP). When a

patient experiences chest pain, he consults the GP. The chest
pain is the main reason for consultation in approximately
4% of cases and in only 15% of cases [1], Coronary Artery
Disease (CAD) ultimately will be diagnosed as the reason for
the symptoms, The difficulty for the GP is to identify CAD
on the basis of symptoms, age, and gender. Distinguishing a
life-threatening disease from a non-life-threatening disease is
crucial for the effective prevention and management of the dis-
ease, but it can be difficult, especially in cases of atypical blood
pressure or non-specific chest complaints [1], [2]. Currently,
approximately 105,000 people 53% of whom are women
are being recommended to a cardiologist, each year in the
Netherlands. In fact, only 5% of males and 1% of females have
coronary disease needing invasive therapy. Therefore, a clinical
need exists in the population suffering from chest pain for
optimizing the diagnosis and orientation to the cardiologist [3].
Thus, the development of an accurate diagnostic tool based on
ML algorithms would assist GPs in identifying the likelihood
of coronary artery disease and in guiding the management
of patients. In addition, early diagnosis of chronic diseases
saves the expense of medical care and reduces the likelihood
of more complex health problems, especially considering the
lack of doctors in underserved areas and developing countries.
In this case, the association of Wireless Body Area Networks
(WBANs) and machine learning methods should be used to
assist practitioners in the early diagnosis and identification
of CAD by offering predictive models for better and faster
decision support. Nevertheless, it is worth noting that machine
learning tends to be looked upon with suspicion by some due
to what can be termed a “black box” [4]: being unable to reveal
its inner decision-making mechanism. However, this inability
to explain its inner decision-making tends to lead to skepticism
among consumers and slow adoption by end-users in the
domain of health care. It is crucial to build trust, especially in
healthcare, where errors can be fatal, to be able to convey both
the underlying reasoning and the process required to obtain
a machine learning prediction. This paper aims to develop a
CAD detection, classification, and prediction tool that can be
integrated into a smart healthcare system. Through the use
of ensemble machine learning approaches combining the best
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classifiers Multilayer Perceptron, Adaboost and RandomForest,
such a system would be capable of predicting whether a
person is likely to have CAD on the basis of various relevant
indicators, supplying physicians with an advance diagnostic
assessment. The classification models were evaluated using
various metrics, namely, F-measure, accuracy, recall, precision,
sensitivity, and the ROC curve (receiver operating characteris-
tic curve) to select the most efficient classifier. Several relevant
features that can potentially be utilized to predict coronary
artery disease have been taken from the best classifier scheme.
The Z-Alizadeh Sani dataset [5] is used for the purposes of this
work. The Z-Alizadeh Sani dataset comprises 303 records of
patients, with 55 features. All the features can be regarded
as CAD indicators, as stated in the literature [5]. Features
are categorized into four categories: demographics, symptoms,
laboratory, and ECG features. Accordingly, every patient may
be classified in two different possible classes: CAD or normal.
The patient is classified as having CAD if his or her narrowing
diameter is greater than 50% and if not, he is normal.

A. An Overview of the Smart Healthcare Monitoring System

A Smart Healthcare Monitoring system based on Wireless
Body Area Networks (WBANs) is organized into a three-
layer telemedicine system as shown in Fig. 1. This system
consists of a network of wireless sensors that continuously
track the health parameters of patients [6], [7], Furthermore,
this healthcare monitoring system is interconnected to the high-
level biomedical server via an internet-based network system.

1) Tier 1: is also called the WBAN level, in which, each
patient under healthcare monitoring is connected to several
small Body Sensor Networks (BSNs), These inhomogeneous
sensors are placed either in the body or in wearable devices
As shown in Fig. 1, the BSN detects different physiological
body parameters. These include electroencephalogram (EEG),
pulse rate, electromyography (EMG), blood pressure, electro-
cardiogram (ECG), and so forth [6], [8], [7]. To communicate
within the WBAN level, those BSNs are using radio waves
to communicate with themselves and with the coordinator, A
sink node is operating as a hub for all the BSNs .

2) Tier 2 : The second level is implemented in a PC/laptop,
mobile phone, or PDA. The data collected from the BSNs
in various formats, including graphics, digital, audio and so
forth [6], [8], are transferred to a healthcare server. It employs
several technologies, such as 4G/5G or WiFi, to communicate
with a remotely located medical server.

3) Tier 3: It consists of a large network of various de-
vices, services, healthcare practitioners, and healthcare services
providers that are interconnected. This layer delivers many
services to potentially thousands of clients through the use
of healthcare systems as a centralized point of contact. These
medical servers store the health data of patients and deliver
various additional services to these patients and other related
stakeholders [6], [7]. The tasks of the health server involve
authentication of patients, acceptance, and submission of their
medical data, and formatting and analysis of the data to
identify the severity of health problems. If the analyzed data
shows that the patient’s potential medical condition is of a life-
threatening type, the health server alerts emergency caregivers.
Patients and their doctors can access the analyzed data at their

location via the Internet. Patient data is reviewed by doctors
to assess whether it is in accordance with the desired healthy
ranges (e.g. pulse pressure, heart rate, etc.) and whether the
given or prescribed medical treatment is working. The rest of
the article is organized in the following sections: Section 2
provides a review of the state-of-the-art literature on coronary
heart disease and heart disease research, while Section 3
presents the proposed methodology, Section 4 reports the
results of the experiments and the discussion, The limitations
of this article and future work are described in Section 5, and
Section 6 provides a conclusion to the article.

II. RELATED WORKS

Up to now, various research studies have been carried
out on the early diagnosis of coronary artery disease and
heart disease. They have utilized various machine learning
prediction approaches and achieved remarkable performance.
This section provides an extensive literature review of research
studies in the field of heart disease diagnosis supported by
machine learning techniques: In [9] Yadav et al. presented a
novel method for ensemble machine learning utilizing Pearson
correlation and chi-square feature selection-based algorithms
for the correlation strength of heart disease attributes and the
Random Forest ensemble method for the diagnosis of heart dis-
ease. The authors performed experiments with their proposed
system on the CHDD dataset, and they were able to achieve
the best performance considering many evaluation metrics
Correctly Classified Instances, Mean absolute error, Incorrectly
Classified Instances, Kappa statistic, Root relative squared
error, Relative absolute error, and root mean squared error, the
Random Forest ensemble method outperforms various machine
learning techniques RF, AdaBoostM1, Gradient Boosting. In
[10] Li et al. proposed a high-performance and intelligent
approach for detecting cardiac diseases, and the model is based
on a feature selection method (FCMIM) with a support vector
machine classifier (SVM). They conducted experiments with
their proposed method on the CHDD dataset and were able
to achieve the best performance considering many evalua-
tion parameters: accuracy, MCC specificity, processing time,
and sensitivity against various machine learning techniques
SVM, LR, ANN, kNN, NB, and DT. In [11] Javeed et al.
introduced a new heart failure prediction diagnostic method
using a random search algorithm (RSA), which is applied
for feature selection, and a random forest model to perform
classification and prediction. They carried out experiments
with their proposed system on the CHDD dataset and were able
to achieve the best accuracy, sensitivity, specificity, and MCC.
The proposed method outperforms various machine learning
techniques, including the random tree model, the Adaboost
model, SVM with a linear kernel function, the additional tree
ensemble model, and the support vector machine (RBF kernel).
In [12] Saxena et al. presented an innovative automated system
that combines Generalized Discriminant Analysis (GDA) as
an effective feature reduction algorithm together with a Radial
Basis Function (RBF) kernel and Online Sequential Extreme
Learning Machine (OSELM) based on a Sigmoid activation
function, Hardlim, RBF and Sine as a binary classifier for
the detection of congestive heart failure (CHF) and coronary
artery disease (CAD). They performed experiments with their
proposed system on the NSR-CAD, NSR-CHF, and CAD-CHF
datasets and were able to obtain the best results in terms of
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Fig. 1. General Architecture of a Smart Healthcare Monitoring System.

accuracy, sensitivity, specificity, mean ± SD and p-value. The
proposed method outperforms the different machine learning
techniques GDA-Kernel Function (Gaussian, Polynomial, and
RBF) and OS-ELM (RBF activation, Sigmoid, Hardlim, and
Sine). In [13] Dwivedi et al. proposed an approach for accu-
rately diagnosing heart disease using the logistic regression
method. They conducted experiments with their proposed
technique on the StatLog heart disease dataset and were able to
achieve the best performance considering many evaluation pa-
rameters: classification accuracy, precision, F1-measure, false
positive rate (FPR), sensitivity, specificity, negative predictive
value (NPV), misclassification rate (MRR), compared to five
different data mining techniques: ANN, SVM, kNN, CT, and
NB. In [14] Gupta et al. presented an intelligent decision-
support model that can help medical experts in predicting
heart disease through an advanced ensemble classifier. They
conducted experiments with their proposed system on the
CHDD dataset and were able to achieve the best performance
considering many evaluation parameters: classification accu-
racy, specificity, F-measure, recall accuracy, MAE, ROC, and
RMSE against various machine learning techniques: MLP, NB,
J48, RF, SVM, AB, boosted tree, and binary discriminant.
In [15] Verma et al. presented a new hybrid method for the
diagnosis of CHD, including the identification of risk factors
using correlation-based feature subset selection (CFS) with
particle optimization search (PSO) and K-means clustering
approaches. They conducted experiments with their proposed
system on the CHDD dataset and they were able to obtain
the best model performance against five different machine
learning techniques: MLP, MLG, FURI, and DT (C4.5). In
[16] Miao et al. proposed an improved ensemble machine
learning scheme using an adaptive boosting algorithm for
accurately diagnosing Coronary Artery Disease (CAD). They
have performed experiments with their proposed method on

CHDD, HHDD, LBMC, and SUH datasets and they were
able to achieve the best performance considering many evalua-
tion parameters: accuracy, ROC, classification error, precision,
sensitivity (or recall), F-score, K-S measure, specificity, and
AUC, and to outperform other machine learning techniques.
In [17] Long et al. proposed a heart disease diagnostic system
using rough set-based feature reduction and type 2 fuzzy
logic systems (IT2FLS) for early stage heart disease detection,
in which the authors implemented the BPSORS-AR Binary
Particle Swarm Optimization and the rough set-based feature
selection technique. They conducted experiments with their
proposed model on the heart disease dataset and the SPECTF
dataset, and they were able to achieve the best performance
compared to the different data mining techniques, NB, SVM,
and ANN. In [18] Nilashi et al. proposed a new methodology
for heart disease diagnosis using machine learning algorithms.
Such a model was built with unsupervised and supervised
machine learning methods. using the implementation of Fuzzy
Logic and the Support Vector Machine (SVM)-based ensemble
model, and Principal Component Analysis (PCA) was em-
ployed with two processes for imputation. Both imputation
methods were essentially used for missing value imputation.
In addition, they have implemented the Augmented FSVM and
Augmented PCA for augmented learning of the data. This was
done to reduce the computational time. This was associated
with the prediction of the disease. According to the results, it
was deduced that the ensemble model showed high accuracy in
classifying heart disease and also decreased the computational
time required for disease diagnosis. From this brief state of
the art, it can be deduced that there is a great interest in
the scientific community for the prediction and detection of
heart diseases, but in reality, machine learning tools are not
yet widely applied in diagnostic systems for heart diseases,
especially in developing countries, where the mortality rate
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from heart disease is very high. This is because many proposed
schemes are too complex to be implemented in a smart health-
care monitoring system for heart disease; hence, there is still
space for improvement. In this work, a new approach based on
a majority voting ensemble model that combines the prediction
of three classifiers (Adaboost, Multilayer Perceptron, Random
Forest) is proposed. Unlike other approaches, this approach is
simple to implement and gives excellent results in the detection
and prediction of coronary artery disease.

III. PROPOSED METHODOLOGY

In Section 3, we provide a description of the proposed
methodology and also explain that the proposed approach is a
process defined by the following steps, as shown in Fig. 3.

A. Dataset Pre-Processing

1) Dataset Description: A variety of experiments were
performed utilizing the Z-Alizadeh Sani dataset. Originally,
this dataset was provided by the Shaheed Rajaei Cardio-
vascular Medical and Research Center. It was constructed
from the records of 303 random visitors, The reason for
choosing this dataset is that it includes clinical and non-clinical
features that can be gathered remotely via WBANS, such as
ECG features (EF-TTE, RWMA, Q-wave, and T-inversion),
in contrast to other datasets and which have a significant
impact on the prediction of coronary artery disease. The
predictor variables are Age, Diabetes Milletus(DM), Hyperten-
sion(HTN), Blood Pressure(BP), Typical Chest Pain, Atypical,
Nonanginal, T-inversion, Fasting Blood Sugar(FBS), Erythro-
cyte Sed rate(ESR), Potassium(K), Ejection Fraction(EF-TTE),
Regional Abnormality(Region RWMA), as shown in Table
I The dataset consists of 303 instances, divided into 216
CAD instances and 87 healthy instances The target variable
identifies whether a person has CAD, represented by 1, or
not, represented by 0 The description of the parameters of
each attribute in the dataset, including the mean, the median,
the maximum and minimum, and the value of the standard
deviation, is presented in Table II.

2) Data Cleaning : Data cleaning is the following phase
of the machine learning process. It is regarded as a key step in
the workflow process of our approach because it either builds
the model or breaks it. Different aspects of data cleaning need
to be considered:

• Noise, Duplicates, Invalid or missing data

• Normalization

• Filter unwanted outliers

• Deal with imbalanced datasets.

a) Dealing with Outliers : It is essential to identify
faulty measurements (outliers) that are divergent from other
measurements and to detect sensor faults in emergency situa-
tions in order to minimize false alarms. Anomalous measure-
ments should be excluded in order to minimize unnecessary
false alarms and interventions by health professionals. As
shown in Fig. 7 and Fig. 6, there are abnormal measurements
(outliers) in the Fasting Blood Sugar (FBS), Erythrocyte Sed
Rate (ESR), and Potassium (K), or extreme values in the Fast-
ing Blood Sugar (FBS). Therefore, to extract the outliers and

extreme values, we have proceeded to apply the interquartile
range filter. The Fig. 2 shows the number of outliers and
extreme values found in the dataset. In order to solve the
problem of outlier values and extreme values, and since there
are not many instances in the dataset (only 303), we proceeded
to standardize the features.

Fig. 2. Outliers and Extremes Values Percentages in the Data.

b) Dealing with Imbalanced Dataset : The unbalanced
class instances in the health dataset are a critical issue. In fact,
the dataset that was employed in our classification experiment
was unbalanced since the instances of the first class exceeded
the instances of the second class by a significant ratio, which
means that the instances are not adequately distributed among
the different classes. Therefore, the results of the classification
from unbalanced class data produce a biased outcome in favor
of the dominant class as shown in Fig. 4. In order to bal-
ance the unbalanced dataset, there exist two main techniques,
namely, oversampling and undersampling. In the Z-Alizadeh
Sani dataset used for this work, positive instances exceeded
negative ones, which were solved using the SMOTE method as
shown in Fig. 5, Out of the variety of oversampling techniques
that exist, SMOTE has demonstrated tremendous potential [19]
and is thus widely used by scientists in the medical research
community. SMOTE is a technique of oversampling proposed
to prevent the issue of class imbalance in the dataset. It
improves the classifier’s performance and joins the lesser class
points to the line segments with the unreal points positioned
on these lines. With SMOTE, newly created instances are
generated by synthetically resampling the minor class data
points, as has been performed in the conventional oversampling
method [20], [21] This varies from the conventional approach
by the fact that it is carried out in the space of features rather
than data space, by regard to the instance of the smaller class
at its nearest vector [20], [21] The newly created synthetic
data parameters may be generated by applying two distinct
approaches, One approach employs the ratio of oversampling,
whereas another approach employs the k-nearest neighbors.
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Fig. 3. The Proposed Approach.

This means that SMOTE generates the synthetic data points
for the minority class [19] in order to shift the bias of the
classifier’s learning from the dominant class to the minor class.

Fig. 4. Distribution of Classes before Applying the Smote Technique.

Fig. 5. Distribution of Classes after Applying the Smote Technique.

3) Features Selection: In this paper, we employ the
Gain Ratio method [22] to identify the most pertinent and
useful features. The gain ratio method allows us to check
the closeness of features by different methods. The gain ratio
provides one of these techniques. It identifies the pertinence of
every feature and selects the attributes that have the maximum
gain ratio with regard to the likelihood of each feature value.
The chosen test must acquire a large gain of information, which

should be inclusive of or larger than the average of the gains
of the assessed tests, with the aim of penalizing the spread
of the nodes, and must be large when the data is uniformly
distributed as well as small if the data belongs to a single
branch. Each attribute’s Gain Ratio is computed according to
the formula:

GainRatio(Attr) =
IG(Attr)

H(attr)
(1)

where

H(attr) =
∑

−P (vali)log2P (vali) (2)

and P (vali) is defined as the probability of having the
value vali as a factor of t global values for a given attribute i

The dataset used contained 55 features; we applied the gain
ratio algorithm with various thresholds regarding the number
of most relevant attributes that should be utilized in these
experiments, and in fact, by using the 12 features, we found
the greatest accuracies.

B. Exploratory Data Analysis

The following section presents a statistical overview of the
CAD dataset, described in the Table II. Pair plots provide a
simple mechanism to examine how two attributes correlate
with each other. Every variable from the dataset is presented
in a correlation matrix, which can be immediately visualized.
It also provides an effective way to determine the appro-
priate classification method that should be conducted, Fig.
10 also illustrates the feature distribution in the Coronary
Artery Disease dataset, providing a useful representation of
the distribution of attributes in the dataset. Fig. 10 represents
the plot of all attributes in the dataset (12 attributes). One can
observe that three of the attributes, specifically age, K, and BP,
are normally distributed. In addition, the dominating value of
Tinversion, DM, Atypical, Nonanginal, and RegionRWMA is
0, whereas for the attributes HTN and TypicalChestPain, the
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most frequently occurring values are 1 and the least occurring
value is 3. Furthermore, Fig. 10 depicts that there were six
categorical and six numerical attributes.

1) Analysis of the Correlation Heatmap: The Correlation
Heatmap is presented in Fig. 8, it is defined as a graphical plot
of a cross-correlation matrix that reveals the interrelationship
of various attributes Within the -1 to 1 range, the coefficient
of correlation can be given any value, If there is a direct
linear relationship between two variables, this relationship is
statistically termed a correlation, One can also describe this as
a correlation measurement involving two variables, The aim in
this case is to identify a correlation between multiple variables
and to arrange the results, In this context, a matricial structure
of data has been used to store the information, The Fig. 8
shows the correlation feature by feature. In the Fig. 8 we
can see various elements of information, First of all, the three
features that present the strongest dependency between class
and feature are Typical ChestPain, Atypical, Age, RegionR-
WMA , HTN, Nonanginal and EF-TTE with corresponding
correlations of -0.54, 0.42, -0.36, -0.32, -0.29, 0.29, 0.27, and
0.23, respectively. The next fact points out the correlation
between two features in HTN–BP, DM–FBS, Atypical–Typical
Chest Pain, and RegionRWMA-EF-TTE with corresponding
correlations of 0.57, 0.68, -0.72, -0.45, respectively, whereas
FBS, K, ESR, BP, and DM have the weakest correlation with
the class.

2) Analysis of The Scatter Plot Matrix: The scatter plot ma-
trix shown in Fig. 9 is useful for finding pairwise relationships
of features From this, we can deduce the relationships between
the features in advance: The more scattered the points, the
weaker the relationship, and the more clustered they are, the
stronger the relationship Referring to the scatter plot matrix As
shown in Fig. 9 we deduce that there is a relationship between
the selected features, such as between DM and FBS, between
BP and HTN, and Age.

C. Methods

In this paper 10, high-level classifiers that showed superior
performance in detecting cardiac diseases were selected based
on the literature and two ensembles of voting classifiers that
we designed by combining a set of three high-level classifiers,
the novelty is that this combination, to our knowledge, has
never been done before in the literature the Ensemble voting
classifiers are based on the majority voting method for pre-
dicting coronary artery disease, the parameters of the Random
forest MultilayerPerceptron and Adaboost classifiers have been
optimized using the Grid search and CVParameterSelection
hyperparameter techniques and eventually, 10 folds cross-
validation technique have been utilized to validate the models
the description of the three classifiers that compose our model
is presented below:

1) Adaboost Classifier: Using the ADAboost classifier is
a well-known boosting method. This classifier aids in the
consolidation of several weak classifiers into a single effective
classifier. Initially, a classifier is fitted on the initial dataset,
and then repeated duplicates from the classifier are fitted to
the similar dataset, with the weights of erroneously categorized
instances modified such that later classifiers concentrate more
on challenging situations.

2) Random Forest (RF): Researchers are paying more and
more attention to Random Forest, it is an advanced machine
learning scheme that demonstrates the overall ensemble learn-
ing abilities and ease of use, Both regression and the creation
of random subsets require the RD approach Classification is the
principal application of the concept of “bagging” which boosts
accuracy rates by mixing learning models, numerous decision
trees, of which each is employed in the RF method, make
up an ensemble classifier. Since every decision tree is built
separately, subsequent trees are intended to be independent of
preceding trees [23], each tree in the forest is created to depend
on a random vector’s values selected separately using a boot-
strapped data set sample, and all the forest trees use the same
distribution. In the RF-produced model, random sampling with
substitutions is implemented [24]. A random subgroup of the
entire set of predictors is used to create the best classifier
for each node [25]. The fact that RF uses more computing
resources—such as storage spaces—than other algorithms is
one of the key shortcomings [26] it addresses, but because of
its outstanding prediction accuracy, overfitting avoidance, and
scalability it is favored by many researchers.

3) Multi-Layer Perceptron: Instead of learning by ob-
servation, supervised learning procedures use “learning by
example”. To build a learning model, a trained data set
has been produced. The learning model is used to test the
current input, and predictions, are made. The MLP approach
allows for the training of a back propagation-based multilayer
feed-forward neural network, which calculates the associated
network weights based on the intended outcomes and train-
ing patterns. MLP belongs to the class of supervised neural
networks that iteratively learn a set of weights for categorical
variable prediction [27]. An MLP network’s components are
represented by the layers in Fig. 11 input and output layers and
several hidden layers [28] The three parameters of the MLP
network may be altered depending on the kind and amount
of data. The best prediction should be found by optimizing
the parameter’s momentum, learning rate and the number of
hidden layers. The learning rate is a measure of how quickly
the network is being trained. In other words, when learning
rates rise, networks train more quickly but at the risk of
creating networks that are unstable. By balancing the network
[29], the momentum avoids potential issues that might arise
from choosing a fast learning rate that renders instability on the
network [30]. Various objective functions and characteristics of
input are represented by including the hidden layers.

IV. EXPERIMENT AND RESULTS

A. Method of Validation of the Models

This research paper utilized the cross-validation technique
with ten folds and four performance evaluation measures More
detail is provided in the subsections below:

1) Cross-Validation (CV): In the present study, a 10-
fold cross-validation method [31] is employed to validate the
classification model. Aiming to minimize the bias related to
selecting random sets from the training data samples while
making a comparison of the predictive accuracies of at least
two different methods, a k-fold crossvalidation technique was
used. In the k-fold cross-validation technique the training
dataset S is partitioned randomly into k mutual subsets folds
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Fig. 6. The Box Plot of the Features.

Fig. 7. The Violin Plot of the Features.
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Fig. 8. Correlation Heatmap.

Sa1, Sa2, ..., Sak of roughly the same sizes The estimator will
be trained k folds and then tested every time η1, 2, 3...k it is
trained on Sat and then tested again on Sat The accuracy of
the cross validation technique is calculated as the number of
classifications that are correct subdivided by the total number
of records in the dataset, Thus formally we can state that
Sai is the test dataset containing the instance mi=(ri, pi) and
therefore the accuracy of the cross validation is

accuracycv =
1

n

∑
(ri,mi)∈S

σ(I(Saξ(i), rje), pi) (3)

2) Confusion Matrix: The Confusion Matrix typically as-
sesses the outcome of the classification model for a given

request. This summarizes the count values of the correct and
incorrect hypotheses by effective class. Table III illustrates the
confusion matrix. For the purpose of this study, the negative
class is the 0 class and the positive class is the 1 class. With
True Positive (TP) showing the positives that are correctly
classified and True Negative (TN) showing the negatives that
are correctly classified, False Positive (FP) shows misclassified
instances that are positive, and False Negative (FN) represents
misclassified negative instances, respectively.

3) Accuracy: The accuracy of the model is the proportion
of correctly classified prediction points divided by the number
of total predictions evaluated, as follows:

Accuracy =
(TP + TN)

(TP + FN + FP + TN)
(4)
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Fig. 9. The ScatterPlot Matrix of the Features.
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Fig. 10. Histogram of each Feature.

TABLE I. RANGE VALUE OF SELECTED FEATURES FROM THE Z-ALIZADEH SANI DATASET

Feature Type Attribute Values
Demographic Age 30–86

Diabetes Milletus(DM) Y,N
Hypertension(HTN) Y,N

Symptom and examination Blood Pressure(BP) 90–190
Typical Chest Pain Y,N

Atypical Y,N
Nonanginal Y,N

ECG T inversion 0,1
Laboratory tests Fasting Blood Sugar(FBS) 62–100 mg/dl

Erythrocyte Sed rate(ESR) 1–90 mm/h
Potassium(K) 3.0–6.6 mEq/lit

Ejection Fraction(EF-TTE) 15–60%
Regional Abnormality(Region RWMA) 0,1,2,3,4

4) Sensitivity: This is calculated by dividing the ratio of
the number of coronary patients diagnosed as true positives
by the total number of patients with coronary artery disease
It, or the true positive rate, is also called recall It is assessed
as following:

Recall =
(TP )

(TP + FN)
(5)

5) Specificity: The specificity, or “True Negative” TN
rate, is the percentage of reported diseases that are correctly

diagnosed. It is assessed as follows:

Specificity =
(TN)

(TN + FP )
(6)

B. Results of the Machine Learning Algorithms

We implemented a variety of models and used the cross-
validation technique with 10 folds, in order to select the best
performing models, the more accurate models are employed
in the voting ensemble, and the resulting accuracies of the
models are shown in the Table IV and as it is represented
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TABLE II. STATISTICAL SUMMARY OF SELECTED FEATURES FROM Z-ALIZADEH SANI DATASET

Feature Count Mean Std Min 25% 50% 75% Max
Age 303.0 58.897690 10.392278 30.0 51.0 58.0 66.0 86.0
DM 303.0 0.297030 0.457706 0.0 0.0 0.0 1.0 1.0
HTN 303.0 0.590759 0.492507 0.0 0.0 1.0 1.0 1.0
BP 303.0 129.554455 18.938105 90.0 120.0 130.0 140.0 190.0

Typical Chest Pain 303.0 0.541254 0.499120 0.0 0.0 1.0 1.0 1.0
Atypical 303.0 0.306931 0.461983 0.0 0.0 0.0 1.0 1.0

Nonanginal 303.0 0.052805 0.224015 0.0 0.0 0.0 0.0 1.0
FBS 303.0 119.184818 52.079653 62.0 88.5 98.0 130.0 400.0

Tinversion 303.0 0.297030 0.457706 0.0 0.0 0.0 1.0 1.0
ESR 303.0 19.462046 15.936475 1.0 9.0 15.0 26.0 90.0

K 303.0 4.230693 0.458202 3.0 3.9 4.2 4.5 6.6
EF-TTE 303.0 47.231023 8.927194 15.0 45.0 50.0 55.0 60.0

Region RWMA 303.0 0.620462 1.132531 0.0 0.0 0.0 1.0 4.0
Cath 303.0 0.287129 0.453171 0.0 0.0 0.0 1.0 1.0

Fig. 11. The Multilayer Feed Forward Neural Network.

TABLE III. CONFUSION MATRIX

CAD NORMAL

Actual CAD TP FP

Actual Normal FN TN

graphically in Fig. 13, the best-performing machine learning
classifiers are the RandomForest, Multilayer Perceptron, Stack-
ing, Bagging and Adaboost. In addition, different ensembles
were constructed and tested by combining these classifiers,
as shown in Fig. 13 and detailed in Table IV, We evaluated
the classifiers in terms of accuracy, sensitivity, specificity,
F-measure, and Matthew’s correlation coefficient (MCC) to
measure performance. As shown in Table IV, the ensemble
voting classifier has the greatest classification accuracy of
88.12% compared to the other classifiers. Taking into account
the other factors, the voting classifier has the greatest F-
measure and MCC with values of 88.12 and 73.4, respectively,
as illustrated in Fig. 14. The ensemble voting classifier has the
best precision of 89.4% and the best recall of 88.1%, while the
Multilayer Perceptron has the second-best precision of 87.79%.
Once again, the voting classifiers have the best ROC and the
precision values of 93.2/% and 89.4/% respectively, as shown
in Fig. 14. The diagnostic ability of the classifier is shown
in Fig. 12 by the calculated and presented ROC curves. The
better the diagnostic ability of the model, the closer the ROC
curve area value is to one.

V. LIMITATIONS AND FUTURE WORK

The Z-Alizadeh Sani dataset contains the records of 303
patients from a nearby population of the Department of Car-
diovascular Imaging, Rajaei Cardiovascular Medical Research
Center, University of Iran, Tehran, Iran. Some limitations of
the Z-Alizadeh Sani dataset are that patients under 30 years
of age are not presented, as well as people from developing
or low-income countries who are at high risk of developing
CAD. This is to allow generalization of the proposed approach
to a larger population with Coronary Artery Disease, To
overcome this limitation, we suggest extending this research
beyond the Z-Alizadeh Sani dataset to other CAD datasets
and then investigating its generalizability to state-of-the-art
machine learning models, The aim will be to design a one-time
diagnostic system for Coronary Artery Disease, regardless of
age or origin.

VI. CONCLUSION

The aim of this paper is to design a more accurate
classification model that predicts coronary artery disease by
taking advantage of clinical and non-clinical features such as
symptoms, examination, ECG, and laboratory tests. This will
support remote monitoring and diagnosis of patients using vital
signs and gathering features. In order to enhance the classifi-
cation results with respect to accuracy, sensitivity, specificity,
and Matthews correlation coefficient, however, the accuracy
is improved by incorporating the gain ratio feature selection
method. In addition, the benchmark dataset is experimented
with to check whether there is a meaningful enhancement
in prediction using the feature selection methods among
the twelve classifier models. The proposed ensemble voting
classifier outperforms the State-of-the-Art Machine Learning
Models in terms of precision, accuracy, recall, and F-measure.
The results of the proposed ensemble voting classifier are even
more encouraging, as it achieved a prediction accuracy of
88.12% compared to the other classifiers. Therefore, an e-
diagnosis tool based on an Ensemble Voting classifier (RF
+ Adaboost + MLP) would be beneficial to remote patients
through cost-effective diagnosis and monitoring. Furthermore,
the research can be extended by using other datasets to predict
other diseases.

www.ijacsa.thesai.org 721 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 9, 2022

Fig. 12. Comparison of the ROC Curves of the Proposed Ensemble Voting Model with State-of-the-Art Machine Learning Models

TABLE IV. COMPARISON OF THE PROPOSED MODEL WITH STATE-OF-THE-ART MACHINE LEARNING MODELS

Model Accuracy Precision Recall F-Measure MCC ROC Area Kappa RMSE
Ensemble 1(MLP +RF+Adaboost) 88,12% 89,40% 88,10% 88,40% 0,734 0,932 0,7267 0,3137

MultilayerPerceptron 87,79% 88,00% 87,80% 87,90% 0,707 0,927 0,7067 0,3033
Stacking 87,13% 86,90% 87,10% 87,00% 0,679 0,927 0,6778 0,3101
Bagging 87,13% 88,00% 87,10% 87,40% 0,703 0,932 0,699 0,315

RandomForest 86,47% 86,40% 86,50% 86,40% 0,668 0,918 0,6683 0,3133
Ensemble2(SVM+KNN+J48) 86,47% 87,00% 86,50% 86,70% 0,681 0,85 0,6794 0,3678

AdaBoost 85,15% 85,90% 85,10% 85,40% 0,653 0,917 0,6504 0,3504
J48 84,82% 85,10% 84,80% 84,90% 0,634 0,848 0,6342 0,3634

XGboost 84,82% 85,10% 84,80% 84,90% 0,634 0,871 0,6342 0,4668
NaiveBayes 82,84% 83,60% 82,80% 83,10% 0,597 0,899 0,5947 0,3731
LogitBoost 81,19% 82,40% 81,20% 81,60% 0,567 0,827 0,563 0,4143

KNN 78,88% 79,90% 78,90% 79,30% 0,507 0,781 0,5044 0,4583
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Fig. 13. Comparison of the Accuracy, Recall, F-Measure, and MCC of the Proposed Ensemble Voting Model with State-of-the-Art Machine Learning Models.

Fig. 14. Comparison of the ROC and the Precision of the Proposed Ensemble Voting Model with State-of-the-Art Machine Learning Models.
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and Application to Human-like Autonomous

Car-following Modeling
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Abstract—The interaction between human-driven vehicles
and autonomous vehicles has become a vital issue in micro-
transportation science. Compared to autonomous vehicles,
human-driven vehicles have varying reaction times that could
compromise traffic efficiency and stability. But human drivers can
anticipate future traffic conditions subconsciously, which guar-
antees qualified performance. This paper proposes an estimation
method of varying reaction times and a human-like autonomous
car-following model. The varying reaction times are estimated
based on recurrent neural networks (RNNs) after the cross-
correlation analysis of human-driven vehicles’ trajectory profiles.
A human-like autonomous car-following model is established
based on Intelligent Driver Model (IDM), considering both
varying reaction times and temporal anticipation, and the short
form is IDM RTTA. The analytical string stability of IDM RTTA
is deduced and illustrated. The trajectory simulation result shows
that increasing accuracy of trajectory prediction is obtained with
the proposed model, which will benefit the interaction between
human-driven vehicles and autonomous vehicles.

Keywords—Car-following model; intelligent driver model;
human-driven vehicle; autonomous vehicle; varying reaction time;
string stability

I. INTRODUCTION

Autonomous driving technology has developed rapidly, and
with the gradually pervading use of autonomous vehicles, road
traffic will experience the coexistence of human-driven and
autonomous vehicles. In this situation, the interaction between
human-driven vehicles and autonomous vehicles has become
a vital issue in micro-transportation science. Due to the nature
of human characteristics, the car-following behavior of human-
driven vehicles differs from autonomous driving implemented
in most microscopic models, which is a controversial topic in
traffic flow analysis and simulation [1].

Reaction time is a widely recognized human driver factor,
which has been incorporated into car-following modeling.
Although these contributions of human-driven vehicles’ re-
action time have great achievement in the investigation of
human characteristics and autonomous driving, the reaction
time considered in car-following modeling is usually assumed
as one or several constants without elaborately estimated.
Furthermore, to the best of the authors’ knowledge, few studies
consider the inter-driver heterogeneity as well as the intra-
driver heterogeneity (i.e., one driver’s reaction times change
from event to event [2]) of reaction times, in this case, the
varying feature of reaction times is not deeply investigated
and incorporated into car-following models.

To bridge these gaps, in this paper, we suggest a data-driven
method to estimate the varying reaction time based on real
human driving data. The estimation method includes first ana-
lyzing human-driven vehicles’ trajectory profiles with cross-
correlation and then learning and predicting reaction times
with recurrent neural networks (RNN), which can reflect the
inter-driver and intra-driver heterogeneities of reaction time.
Moreover, the estimated varying reaction times are applied
to car-following modeling by extending the intelligent driver
model (IDM). The proposed model shows qualified analytical
string stability and simulation accuracy.

The rest of this paper is organized as follows. Section
II deploys the literature review of reaction time estimation
and the corresponding car-following models. The estimation
method for varying reaction times and the modified IDM is
proposed in Section III. The estimation results are applied to
the proposed car-following model, and the stability analysis
and trajectory simulation are conducted, which is presented in
Section IV. Section V gives the conclusion.

II. LITERATURE REVIEW

As car-following behavior is essential to microscopic traffic
research, recent studies attempt to incorporate human charac-
teristics into car-following models for the in-depth investiga-
tion of human-driven vehicles. Compared to autonomous ve-
hicles, human-driven vehicles, on the one hand, have reaction
times that could compromise traffic efficiency and stability.
On the other hand, unlike machines, human drivers can antici-
pate future traffic conditions subconsciously, which guarantees
qualified performance. Reaction time is composed of mental
processing time, body movement time, and vehicle response
time [3]. Multiple studies used real trajectory data for analysis
to estimate the reaction time, and there was agreement that
reaction time can be estimated by the gap between stimulus
and response [4], [5], [6], [7], [8]. A hybrid model is proposed
by [9], which estimates the desirable acceleration of the driver
by car-following model then estimates the reaction time by an
artificial neural network. Reference [10] calibrated the reaction
time as an constant using the field data of the intersections.

As a widely recognized human driver factor, reaction
time has been incorporated into car-following modeling. The
popularly used safety distance car-following model, Gipps
model, involved a constant reaction time [11]. Gazis-Herman-
Rothery (GHR) model [12] incorporated reaction time and was
extended by [13] considering the inter-driver heterogeneity of
reaction time. Optimal velocity (OV) model that takes reaction
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time into account was presented in [14], and was modified
by [15] with small reaction times and long reaction times
considered separately for realistic performance. Reference [16]
incorporated reaction time into car-following model and ana-
lyzed the impact of reaction time on traffic flow linear stability.
Meanwhile, as the importance of human drivers’ anticipation
demonstrated by [17], the temporal anticipation was used as
compensation to balance the negative effect of reaction time
for stability [17], [18], [19], [20], [21].

III. METHODOLOGY

A. Human-Driven Vehicles’ Reaction Time

Reaction time refers to the fact that humans have an
inevitable time delay in decision-making and actions, such as
driving a car. Most studies presented there is a time lag from
vehicle speed profile to acceleration profile and inclined to use
this time lag to define the reaction time. However, some have
recognized that other information in the trajectory profile is
also crucial to reaction time estimation, such as gap distance
[6].

Time headway is an important indicator for evaluating
driving safety, closely related to traffic flow composition and
driving behavior. Time headway represents the time difference
between two vehicles passing through the same place. It can
be calculated by dividing the headway of two vehicles (i.e.,
from the leading vehicle’s front bumper to the subject vehicle’s
front bumper) by the speed of the subject vehicle, presented in
(1). As time headway includes the information of gap distance
as well as velocity, it can be regarded as the stimulus and
acceleration as the response. Therefore, we define reaction time
(T ) as the time lag between time headway and acceleration,
as shown in Fig. 1.

thwt =
ht

vt
(1)

where thwt and ht are the time headway and headway
between the subject vehicle and the leading vehicle at time t.
vt is the speed of the subject vehicle at time t.

Sliding Window

Fig. 1. The Profile of Time Headway and Acceleration.

B. Estimation of Varying Reaction Times based on RNN

Since it is difficult to obtain the time lags by measuring
them manually, we apply the cross-correlation analysis as
presented in (2)-(4) to estimate them [12]. As capturing the
time-varying feature of reaction times, a sliding window is
set to follow the time lags over time. To reasonably set the
minima, maxima, and the length of the sliding window for
estimation, we investigated the recent studies and summarized
them in [22]. We assume the reaction time is distributed from
0.4 s to 3.0 s, i.e. α = 4 and β = 30, and set the length of the
sliding window as 10 s, which could capture the time-varying
feature of reaction time, as illustrated in Fig. 1.

Rτ = E[thwtat+τ ] (2)

ρτ =
Rτ − µthwµa

γ∆vγa
(3)

τ∗ = {τ |max(ρτ ), α ≤ τ ≤ β} (4)

where Rτ represents the cross-correlation function. E[·]
denotes the expectation function. thwt and at+τ are the time
headway and acceleration sequences. µthw and µa denote the
mean values of the time headway and acceleration sequences
respectively. γthw and γa are the standard deviations of the
sequences. α and β are the minima and maxima of the reaction
time, as analyzed and assumed above.

With the cross-correlation method, we are able to collect
a dataset that contains the trajectory and the corresponding
reaction time. We further apply a recurrent neural network
(RNN), which is good at processing sequence learning prob-
lems, to learn the varying reaction times from the dataset. Fig.
2 shows the architecture of a typical RNN that takes on an
input sequence to generate an output, and the inputs are in
order. The RNN learns the hidden sequence order and the
corresponding output value, as presented in (5)-(6). The input
Xt is the trajectory data, including gap distance (∆xt), relative
speed (∆vt), speed (vt), acceleration (at), and time headway
(thwt). The output Ot is the reaction time (T ). Thus, the
varying reaction times can be estimated from a given trajectory.

St = tanh(U ·Xt +W · St−1) (5)

Ot = f(V · St) (6)

where U is the weight matrix from the input layer to the
hidden layer. W is the weight matrix considering historical
input data. V is the weight matrix from the hidden layer to
the output layer.

C. Car-Following Model with Varying Reaction Times

The Intelligent Driver Model (IDM) was first proposed
by [23] to simulate bottleneck congestion, as formulated in
Eqs.(7)-(8). It is a distinguished mathematical car-following
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model that provides collision-free behavior as well as self-
organizing properties, which can be used in adaptive cruise
control (ACC) [24].

v̇t = ã

[
1−

(vt
ṽ

)4

−
(
S(vt,∆vt)

∆xt

)2
]

(7)

S(vt,∆vt) = s0 + t0vt −
vt∆vt

2
√
ãb̃

(8)

where S(vt,∆vt) denotes the desired space headway func-
tion that is obtained from the vehicle’s speed (vt) and relative
speed (∆vt). ∆xt is the gap distance between the subject
vehicle and the leading vehicle at time t, which differs from
ht and can be calculated by ht − l, in which l is the length
of the leading vehicle. The desired speed (ṽ), the maximum
acceleration (ã), the maximum deceleration (b̃), the desired
time headway (t0), and the minimum space headway (s0) are
the model parameters need to be calibrated.

We extend IDM based on varying reaction times and
temporal anticipation to establish a human-like autonomous

car-following model, designated as IDM RTTA. Reference
[17] suggested applying the constant-acceleration heuristics
method to calculate future velocity. According to this concept,
we formulated temporal anticipation in (9)-(11), which predict
the future t timestep based on the trajectory at t−T timestep.
Therefore, for the estimation result of varying reaction time
(T ), the extended IDM function is established in (12), which
can be further expanded as in (13).

∆x′
t = ∆xt−T +∆vt−TT (9)

∆v′t = ∆vt−T − v̇t−TT (10)

v′t = vt−T + v̇t−TT (11)

v̇t = f(∆x′,∆v′, v′)t = f(∆x,∆v, v, v̇)t−T (12)

v̇t = ã

1− (
vt−T + at−TT

ṽ

)4

−

s0 + t0(vt−T + at−TT )− (vt−T+at−TT )(∆vt−T−at−TT )

2
√

ãb̃

∆xt−T +∆vt−TT


2 (13)
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Fig. 2. RNN Architecture.

IV. EXPERIMENTS

A. Data Preparation

Analysis and simulation for human-driven vehicle interac-
tion with autonomous vehicles require in-depth insights into
human-driven vehicle behavior based on real-world human-
driven vehicle trajectory data. The NGSIM dataset [25] is
human-driven vehicle trajectory data collected from the real
world, extracted from high-definition video by the Next Gen-
eration Simulation (NGSIM) computer program. The Interstate
80 (I-80) freeway dataset was collected on April 13, 2005, on
eastbound I-80 in the San Francisco Bay Area in Emeryville,
California, which was conducted under the NGSIM program.
This study area has one high-occupancy lane (lane 1) and
five regular lanes (from lane 2 to lane 6), including an on-
ramp, and the length of this area is 503 m, as shown in
Fig. 3. The author in [26] reconstructed this dataset to meet
the consistency of vehicle kinematics and the reasonability of

microscopic traffic dynamics. We extract car-following events
from this reconstructed dataset to analyze the behavior of the
human-driven vehicle and establish human-like autonomous
driving. We obtain 1338 car-following events involving 636842
trajectory data points, and the trajectory resolution is 10Hz,
i.e., the time interval between two adjacent time steps is 0.1
s. To ensure the testing process is independent, we select the
car-following events in Lane 2 involving 330 vehicle pairs as
testing data. Thus, 1008 vehicle pairs’ car-following events in
the rest of the lanes (from Lane 3 to Lane 6) are used as
training data.

Vehicle Trajectory Study Area 503 m

Powell St. Onramp

1
2

3
4

5
6

Fig. 3. Schematic of Eastbound/Northbound I-80.

B. Varying Reaction Times and Model Calibration

The time lags are obtained from the training dataset with
the cross-correlation method and used as output data in the
RNN training process. In this process, the RNN model can
learn to output the reaction times from trajectory profiles, and
its internal parameters update with the training samples for
better output accuracy. The configuration of RNN is validated
and summarized as follows:
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TABLE I. CALIBRATED PARAMETERS OF IDM AND IDM RTTA

T ã b̃ ṽ t0 s0
/ 1.05 1.76 27.14 1.25 2.09

0.4 1.89 2.60 25.29 2.75 4.05
0.5 2.58 1.72 29.14 2.53 5.66
0.6 2.36 2.71 29.53 2.19 2.90
0.7 2.28 1.80 26.77 2.28 2.29
0.8 2.34 2.63 29.93 2.68 4.76
0.9 2.07 1.29 28.50 2.56 3.23
1.0 2.09 2.40 27.12 2.98 2.33
1.1 1.51 1.29 27.85 2.17 2.08

• Number of hidden layers: 1

• Number of neurons: 10

• The cost function: mean squared error

• The optimization algorithm: Adam [27]

• Batch size: 32

• Epochs: 20

The well-trained RNN model is applied to testing data. The
estimated reaction times are obtained, and their percentages are
illustrated in Fig. 4. The result indicates that this method could
estimate the varying reaction times from trajectory profiles.
The great majority of reaction times distribute from 0.4 s to 1.1
s. Then, this method will be integrated into the extended IDM
model (IDM RTTA) for online estimation to imitate human-
driven vehicle behavior as human-like as possible.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
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Fig. 4. Distribution of Dynamic Reaction Times.

We calibrate the proposed IDM RTTA for different reac-
tion times (T = 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1) with the
Genetic Algorithm (GA) [28], which is a stochastic global
search optimization algorithm. The calibrated results are pre-
sented in Table I. The parameters of IDM are also calibrated,
as shown in the first line of this table, for further model
comparison.

C. Stability Analysis

The stability of car-following models is a hot topic in the
studies of traffic flow theory [29]. A car-following model can
be simply represented by a control equation as in (12), and its
equilibrium situation is presented in (14).

(a) Reaction Time is 0.4 s (b) Reaction Time is 0.5 s

(c) Reaction Time is 0.6 s (d) Reaction Time is 0.7 s

(e) Reaction Time is 0.8 s (f) Reaction Time is 0.9 s

(g) Reaction Time is 1.0 s (h) Reaction Time is 1.1 s

Fig. 5. String Stability for Varying Reaction Times.

f(∆x∗
t−T , 0, v

∗
t−T , 0) = 0 (14)

where acceleration and relative speed are zero in equilib-
rium situation, i.e., v̇t = at−T = 0 and ∆vt−T = 0, and
there is an equilibrium solution for gap distance and speed,
i.e., ∆xt−T = ∆x∗

t−T and vt−T = v∗t−T .

Empirical observations suggest that the unstable speed-
spacing relationship can manifest in traffic flow as only one
vehicle deviates from equilibrium (e.g., a slight change in
speed) because the perturbations propagate to upstream traffic
[23]. If a car-following model has string stability, for an infinite
platoon of vehicles in equilibrium, the disturbance will decay
as it propagates upstream [23], [30]. Although there are plenty
of studies on the stability of the car-following models [1], as
the IDM RTTA model is built with varying reaction times,
the impact of this new variable on the string stability of traffic
flow needs to be explored.
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The research in [30] supposed a small deviation from
the equilibrium state and deduced the control equations. The
unstable condition are given in (15):

1

2
fv

2 − f∆vfv − f∆x < 0 (15)

where f∆x, f∆v, fv are the partial differential of the cou-
pled differential equation for gap distance, relative speed, and
speed, which can be calculated by (16).

f∆x = ∂f(∆x,∆v,v,a)
∂∆x

∣∣∣
(∆x∗

t−T ,0,v∗
t−T ,0)

f∆v = ∂f(∆x,∆v,v,a)
∂∆v

∣∣∣
(∆x∗

t−T ,0,v∗
t−T ,0)

fv = ∂f(∆x,∆v,v,a)
∂v

∣∣∣
(∆x∗

t−T ,0,v∗
t−T ,0)

(16)

This string stability analysis method is applied to
IDM RTTA, and the following partial differential results are
derived in (17). Combining (15) and (17), the string stability
of IDM RTTA can be evaluated, and for the varying reaction
times and corresponding parameters presented in Table I, the
stability value against equilibrium speed is plotted in Fig. 5.
This clearly visualizes that the calibrated IDM RTTA with
varying reaction times stays stable at most circumstances. The
model is unstable for equilibrium speeds below 10 m/s when
reaction time is 1.1 s, as shown in Fig. 5h.

f∆x = 2ã
(s0 + t0v

∗
t−T )

2

∆x∗
t−T

3

f∆v =

√
ã

b̃

v∗t−T (s0 + t0v
∗
t−T )

∆x∗
t−T

2 − 2ã
T (s0 + t0v

∗
t−T )

2

∆x∗
t−T

3

fv = −2ã

[
2

ṽ

(
v∗t−T

ṽ

)3

+
t0(s0 + t0v

∗
t−T )

∆x∗
t−T

2

] (17)

D. Trajectory Simulation

Trajectory simulation enables measuring the driving mod-
els’ operation accuracy by comparing them to human-driven
trajectories. The comparison is usually evaluated by a measure
of performance (MoP), as shown in (18). The simulated trajec-
tory (speed-time and space-time profiles) can be calculated by
a discrete-time car-following process based on the acceleration
obtained from IDM RTTA, as formulated in (19). Moreover,
the mean square error (MSE) of the simulated and observed
trajectories is calculated.

MSE =
1

M

M∑
t=1

[xt − x̂t]
2 (18)

v̂t = v̂t−1 + ât∆t

x̂t = x̂t−1 + v̂t−1∆t+
1

2
ât∆t2

(19)

Where xt denotes the observed location. â denotes the
predicted acceleration. v̂ and x̂ denote the estimated speed
and location.

TABLE II. MEASURE OF PERFORMANCE (MSE)

Model Mean SD
IDM 34.37 75.66

IDM RTTA 29.75 57.95

Trajectories are simulated on the testing data (330 car-
following events) with IDM and IDM RTTA. The statistical
metrics of MSE are compared (see Table II), and the trajectory
profiles of one randomly selected car-following event are
shown in Fig. 6. IDM is a mathematical car-following model
with excellent performance, and simulations show that it can
provide reliable results for trajectory reproduction. Their MSE
values distribute with different mean values (34.37 for IDM
and 29.75 for IDM RTTA). Moreover, the standard deviation
(SD) suggests that the IDM RTTA model has a smaller range
of MSE values and a denser distribution pattern. These results
indicate that the extended human-like car-following model not
only produces higher accuracy in reproducing trajectories but
also shows a more stable driving quality.

V. CONCLUSION

In conclusion, we focus on estimating varying reaction
times and the human-like autonomous car-following modeling.
We investigate the existing reaction time estimation methods
and identify the importance and possibility of incorporating
human-driven vehicles’ time-varying reaction times and tem-
poral anticipation properties into autonomous car-following
modeling. The extended IDM (IDM RTTA) shows qualified
string stability and demonstrates higher simulation accuracy
for longitudinal control. Although the high-fidelity NGSIM
data used in this paper is suitable for discovering human driver
behavior, the proposed estimation method for varying reaction
times still needs to be validated and tested on more real-world
datasets, which is the direction of future work.
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Abstract—Diabetes is an ever worsening problem in modern
society, placing a heavy burden on healthcare systems. Due to
the association between obesity and diabetes, food journaling
mobile applications are an effective approach for managing
and improving the outcome of diabetics. Due to the efficacy
of nutritional tracking and management in managing diabetes,
we implemented a deep learning-based Convolutional Neural
Network food classification model to aid with food logging. The
model is trained on a subset of the Food-101 and Malaysian Food
11 datasets, including web-scraped images, with a focus on food
items found locally in Malaysia. In our experiments, we explore
how fine-tuning of the image dataset improves the performance
of the model.
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I. INTRODUCTION

Diabetes is becoming an increasingly prevalent disease in
modern society. It was estimated that in 2017 at least 6% of
world population were affected by type 2 diabetes (T2DM)
[1]. Urbanization has caused a shift in dietary patterns among
the populace towards food with a higher associated risk of
diabetes [2]. Diet affects an individual’s diabetes outcome in
various ways, both directly and indirectly. The sugar content of
a meal directly influences an individual’s blood glucose levels,
whereas an indirect factor such as the consumption of high-fat
foods causes obesity, which then contributes to the onset of
diabetes [3]. It is well-established that there is a strong link
between obesity and diabetes, where excess weight plays a
part in up to 90% of the cases of T2DM [4]. Consequently,
diet management plays a crucial role in managing the disease
outcome among the diabetics and in disease prevention among
the non-diabetics.

In Malaysia, the incidence rate of diabetes in adults has in-
creased from 15.2% in 2011 [5] to 17.5% in 2015 [6]. A long-

standing health problem for the country, diabetes in Malaysia
lays an increasingly heavy burden on the country’s healthcare
system, costing it approximately RM2.04 billion in 2011 alone
[7]. Due to the association between diet and diabetes [8], food
journaling applications can improve T2DM disease outcomes
by helping users to plan and monitor their diet. The use of
food journaling software and other related nutritional tracking
applications is an emerging approach that may improve an
individual TD2M management outcome [9], [10], [11]. For
instance, Diabetes Notepad was developed to assist diabetics
in managing the disease via self-care through diet monitoring,
leading to an improved clinical outcome of diabetes in Korea
[12]. In Malaysia, despite a consensus that having mobile food
journaling app with image-snapping feature would be highly
desirable to help with T2DM management, more than half
of the people surveyed were unaware of such dietary logging
applications [13].

In this paper, we present a new food journaling application
tailored to the Malaysian demography. The challenges in devel-
oping the application are non-trivial. Because the onset T2DM
is strongly linked to environmental, sociodemographic and
cultural factors [14], an effective food journaling application
should be contextualised to its target population and capable of
recognising nutritional components of local diets (e.g. Diabetes
Notepad is targeted at South Korean demography). Many
food databases still contain inconsistent or missing nutritional
content of certain food makes it difficult to estimate one’s
nutritional intake [9]. For instance, they may not sufficiently
document non-standard food types such as restaurant food,
ethnic food, food prepared by friends and party food. It is
therefore important to develop a solution which focuses on a
specific demography such as Malaysia.

Our contributions are two-fold. First, we propose a new
mobile food journalling application that uses a convolutional
neural network (CNN) architecture to enhance the classifica-
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tion of food images taken with mobile phones. The amount
of calorie intake from the classified food is automatically
calculated for the users to help with personal diet planning
and monitoring, which is crucial in managing such chronic
diseases as T2DM. Second, we propose a way to enhance the
performance of the classification model via transfer learning, a
strategy that appears to work well on non-conventional images
of local Malaysian food.

The remaining of this paper is organized as follows. Section
II reviews some related work, with a specific appreciation of
food journalling app development in Malaysian context. Sec-
tion III describes the proposed system architecture, software
components, and the method for training CNN classifier. In
Section IV, we explain our experiments and report the results.
Section V summarises and discusses the experimental results.
The limitations of the system are described in Section VI.
Section VII concludes this paper.

II. RELATED WORK

A. Food Recognition and Classification

Food recognition and classification algorithms form the
internal machinery of food journaling apps, executed as part of
the food entry workflow that reduce the burden of food entry
by users. Convolutional Neural Networks (CNNs) are a popular
method for food classification due to their increased efficacy
over traditional machine learning-based approaches [15].The
success of CNNs can be attributed to transfer learning, where
a model that is pre-trained on a large-scale image dataset such
as ImageNet is retrained on a different dataset [16], [17].

There are several existing works in the literature that
apply transfer learning to train CNN-based food classifica-
tion models [15], [18], [19], [20], [21]. Meyers et al. [19]
developed Im2Calories, a food diary application that uses an
ensemble of CNN classifiers for food detection, classification,
segmentation, and volume estimation. Their system is able to
detect food from 23 different restaurants as well as perform
general food detection. Pan et al. [20] proposed DeepFood
which leverages CNN-based transfer learning algorithms for
deep feature extraction. The author’s goal is to classify fresh
food ingredient images indexed in the Mealcome image dataset
[22]. In the most recent example, Sahoo et al. [21] developed
FoodAI, a CNN model trained to classify various dishes with
a focus on food found locally in Singapore. The model is able
to predict a wide variety of Singaporean and South-East Asian
dishes, recognizing 756 distinct food classes.

B. Food Journaling Apps Development in Malaysia

There is limited documentation of food journaling apps
that specifically target T2DM management for Malaysian
population. A recent survey of mobile diabetes management
apps showed that existing apps focused only on reporting and
setting reminders for meal time, without automatic food recog-
nition ability [23]. Where automatic food image recognition
is available, it is not in the context of TD2M management.
For instance, [24] used artificial neural network to recognise
five different types of Malaysian traditional dessert: curry puff,
‘kuih ketayap’, ‘kuih kosui’, red tortoise cake, and ‘putu pir-
ing’. Calories were subsequently computed from the detected
food images but no implication of T2DM management was

documented. The algorithm reported 80% food recognition
accuracy. [13] proposed a food journalling app that uses
deep neural network model trained with InceptionV3 and
MobileNetV2 on Food-101 dataset. Although the app was
designed to assist T2DM management, it is does not provide
the capability to automatically compute calorie amount based
on classified images.

III. METHOD

In this section, we describe the internal workings of our
proposed food journalling app. Fig. 1 overviews the essential
workflow of the app. The user snaps a picture of food item,
which is sent to a web server running the food image clas-
sification algorithm. The classification result is subsequently
returned and displayed to the user, who then confirms the
food type and provides further information about the amount
of food that was consumed. The app relays these information
back to the server, which computes and returns the estimated
consumed calories. Fig. 2 shows the technology components
used for the development of the app.

Fig. 1. Workflow of the Proposed Food Journalling App.

A. Food Dataset

The food image classifier forms the backbone of the app.
To construct an initial dataset for training the model, we
combined images from the Food-101 [25] and Malaysian
Food 111 datasets. Several food categories regularly con-
sumed by Malaysians have previously been identified by [26].
These include cereal products, beverages, fruits and vegetables,
confectioneries, meat products, fish products, milk products,

1https://www.kaggle.com/karkengchan/malaysia-food-11
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Fig. 2. Technology Components Used by the Proposed App.

condiments, eggs, legumes, and spreads. We use these cate-
gories to select food classes from the two datasets for training
the model. An additional local noodle dish from Sarawak, kolo
mee, is included in the dataset. The kolo mee food images were
scraped from the web.

In cases where both the Food-101 and Malaysian Food 11
datasets have overlapping food classes (fish and chips, fried
rice and hamburger), the images from the Malaysian food
dataset are used for training the model and the Food-101
images are discarded. This is to reduce the class imbalance
in the dataset while also ensuring that the training images are
as visually similar as possible to the way the local dishes are
prepared. The apple pie and kolo mee classes were manually
processed for reasons explained later. One image was removed
from the Nasi Lemak class due to corruption. The remaining
food classes were used without any further preprocessing.
The final dataset consists of 31335 images across 32 classes.
Details of the food dataset for training the model are shown
in Table I.

B. Model Training

We implemented the CNN using the Keras deep learning
framework with TensorFlow 2.2 backend and trained it on
the dataset. To shorten the training duration and improve the
model’s performance, transfer learning is used for training
the model. Transfer learning allows for the features learnt in

TABLE I. FOOD CLASSES SELECTED FOR TRAINING THE MODEL

Food Class Images Food Categories
Apple Pie 883 Confectionaries

Caesar Salad 1000 Fruits & Vegetables
Chocolate Cake 1000 Confectionaries

Donuts 1000 Confectionaries
Dumplings 1000 Meat, Fruits & Vegetables

Fish and Chips 1000 Fish
French Fries 1000 Fruits & Vegetables

Fried Noodles 1000 Cereal
Fried Rice 1000 Cereal

Garlic Bread 1000 Cereal
Hamburger 1000 Meat

Hot Dog 1000 Meat
Ice Cream 1000 Confectionaries

Kaya Toast 1000 Cereal, Condiments
Kolo Mee 473 Cereal, Meat

Laksa 1000 Cereal
Lasagna 1000 Cereal

Mixed Rice 1000 Cereal, Meat, Fruits & Vegetables
Nasi Lemak 999 Cereal
Onion Rings 1000 Fruits & Vegetables

Pancakes 1000 Cereal
Peking Duck 1000 Meat

Pizza 1000 Cereal, Meat
Popiah 1000 Meat, Fruits & Vegetables
Ramen 1000 Cereal

Roti Canai 1000 Cereal
Satay 1000 Meat

Spaghetti Bolognese 1000 Cereal, Meat
Spaghetti Carbonara 1000 Cereal, Meat

Steak 1000 Meat
Tiramisu 1000 Confectionaries

Waffles 1000 Confectionaries

one domain to be transferred into another domain, such that
the resulting performance on the new domain is improved, as
opposed to training a new model from scratch [27], [28].

Fig. 3. CNN and Transfer Learning Architecture

Fig. 3 illustrates our CNN and transfer learning training ar-
chitecture. The base model used for transfer learning is VGG16
[29], initialized with weights pre-trained on the ImageNet
dataset [17]. The weights of the convolutional layers were
frozen so that they do not update, while the fully connected
layer of the model was replaced with three fully-connected
layers with widths of 1024, 1024, 1024, and 512, respectively,
and the output layer was also updated to 32 classes.

The images in the dataset are split into three: 60% for
training, 20% for validation and 20% for testing. In order to
prevent the model from overfitting, the images in the training
set were augmented. Image augmentation allows the model
to generalize better by applying a random transformation on
the images according to certain parameters as they are being
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fed into the model during training [30]. The parameters used
for augmentation of the test images that produced the best
performing model are the following: image rotation between
−90 and 90 degrees, random horizontal flipping of the images,
varied brightness ranging between 75% to 100%, and image
size rescaling between 80% to 100%.

The model was trained on a local machine equipped with
an Nvidia GTX 1060 6GB GPU. Training was performed in
three steps with different learning rates and a fixed batch size
of 50. The initial learning rate was set to 1 × 10−4 and the
model was trained until the accuracy stopped increasing. When
the accuracy stopped increasing, the learning rate was updated
and the training step was resumed. The learning rate for the
second and third training steps were 1 × 10−5 and 1 × 10−6

respectively. A complete model takes an average of 6 hours to
train. The best performing model achieved a top-1 accuracy of
76.77% and a top-5 accuracy of 94.37%.

IV. EXPERIMENT AND RESULTS

A. Initial Results

During the initial training of the model, the original apple
pie images from the Food-101 dataset (1000 images) were used
without any manual preprocessing. However, during testing of
the model, it was found to have performed poorly in predicting
apple pie images, with an accuracy of 53.5%.

Upon inspection of the apple pie images, we hypothesized
that the model’s below average performance was due to a
portion the images in apple pie class that poorly represented
the features of the food class. In order to confirm this hypoth-
esis, we retrained the model after manually preprocessing the
images to remove images that were suspected to be causing
the model’s poor performance. Three categories of images
were identified and removed from the apple pie image class:
non-food images, incorrectly labelled images, and images that
poorly represent the food class, which includes images where
the apple pie is mostly blocked from view or are mixed with
different food classes. Fig. 4 shows a sample of the removed
images. A total of 117 images were removed from the dataset
and the model was retrained. The images in the other 31 classes
of the dataset remain unchanged.

Fig. 4. The Images Removed During Preprocessing of the Apple Pie Class
Includes Severely Occluded Images (a, b), Non-Food Images (c, d), and

Other Food Images (e, f).

TABLE II. IMAGES MISCLASSIFIED BY THE MODEL WHEN TRAINED
WITH THE UNPROCESSED AND PREPROCESSED DATASETS. THE FOOD

CLASSES WITH FEWER MISCLASSIFICATIONS ARE HIGHLIGHTED.

Class Unprocessed Preprocessed

All Food Classes 93 72
Caesar Salad 1 1

Chocolate Cake 4 3
Donuts 5 3

Dumplings 3 2
Fish and Chips 2 2

French Fries 0 0
Fried Noodles 0 0

Fried Rice 1 3
Garlic Bread 6 3

Hamburger 1 1
Hot Dog 5 6

Ice Cream 7 4
Kaya Toast 8 4

Kolo Mee 1 0
Laksa 0 0

Lasagna 2 5
Mixed Rice 0 2
Nasi Lemak 3 0
Onion Rings 2 3

Pancakes 12 4
Peking Duck 6 3

Pizza 3 1
Popiah 0 5
Ramen 0 0

Roti Canai 3 7
Satay 2 0

Spaghetti Bolognese 0 0
Spaghetti Carbonara 1 0

Steak 0 0
Tiramisu 10 8

Waffles 5 2

After retraining using the preprocessed apple pie class,
the model’s performance on apple pie images noticeably
improved from 53.5% to 59.32%. Table II shows the incor-
rect classifications of the two models, where Unprocessed
denotes the model trained on the original 1000 apple pie
images and Preprocessed denotes the model trained on the
preprocessed apple pie images. There is an overall reduction
in misclassifications observed in the retrained model. In the
table, the model which made fewer misclassifications on a
specific food class is highlighted. Several of the classes with
the largest improvements observed are those which share visual
similarities (pancakes and kaya toast), and ice cream, which
is commonly served as a topping or alongside an apple pie.

Additionally, the retrained model was found to have mis-
classified fewer non-apple pie images as an apple pie despite
the images in the other food classes remaining unchanged.
The total number of images from the other food images which
were incorrectly classified as apple pie was reduced from 93
to 72. These results suggest that the model’s accuracy can
be further improved by manually processing the images in the
remaining food classes to ensure that each image in the dataset
significantly represents the features of their respective classes.

B. Effects from Incorporating Additional Local Food Classes

Seven additional food classes were included to the dataset
in order to increase the model’s coverage of local food classes,
namely: Ais Kacang, Ayam Pansuh, Beef Noodle Soup, Boiled
Eggs, Fried Eggs, Kampua Noodles, and Layer Cake. The
new images were obtained by scraping the web and manually
processing the images to remove unrelated images. We trained
two models on the new dataset, one with the same parameters
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TABLE III. PREDICTION ACCURACY FOR THE MODELS TRAINED ON THE
UPDATED DATASET WITH AND WITHOUT FOCAL LOSS (FL). THE

COLUMNS WITH HIGHER ACCURACY ARE HIGHLIGHTED

Food Class Images Accuracy (No FL) Accuracy (FL)
Ais Kacang 435 80.46% 72.41%

Ayam Pansuh 120 58.33% 66.67%
Beef Noodle Soup 520 73.08% 76.92%

Boiled Eggs 623 87.20% 85.60%
Fried Eggs 398 81.25% 77.50%

Kampua Noodles 292 63.79% 63.79%
Layer Cake 669 91.04% 86.57%

Model Accuracy 34412 75.51% 74.17%

as the original model, and another using focal loss optimizer
[31]. The focal loss optimizer is introduced in an attempt to
account for the high class imbalance in the new food classes.
Focal loss puts greater focus on the classes that the model has
difficulty classifying during the training process. The images
contained in each class and the results of the two models are
shown in Table III.

Upon evaluation of the two new models, the model trained
using the same parameters as described in Section III-B
achieved an accuracy of 75.51% whereas the model using
the focal loss optimizer achieved an accuracy of 74.17%. The
lower accuracy of the two new models can be attributed to
the class imbalance of the newer classes due to a lack of
available images on the web. The results of both models are
shown in Table III. The model with focal loss is observed
to perform better in classifying Ayam Pansuh, which has the
greatest class imbalance of all the food classes. Although focal
loss is observed to allow for higher performance on the highly
imbalanced class, the model performs poorer in classifying the
other food classes in the dataset.

C. Sample Use Case

In this section, we describe the meal recording process on
the web application. In order for users to use the application,
they must first register an account and log in.

Fig. 5(a) and 5(b) shows the account creation and log in
interfaces. After the user has logged in to the application, they
can begin tracking their meals and view their meal history via
the Smart Diet Watcher module. The module is accessible from
the application’s main menu as shown in Fig. 5(c).

The first step in the meal logging process is uploading an
image of the meal. Fig. 5(d) shows the meal creation interface
for uploading a meal image. The user can choose between
taking a photo of the meal or choosing an image from the
device. The meal image that the user has selected is previewed
before upload.

After uploading the meal image, the user can add food
items to the meal. Fig. 6(a) shows the interface for adding food
items to the meal. The food item suggestions are provided by
the model’s predictions based on the food image. Users can
add multiple food items to the meal in cases where the food
image contains multiple dishes. Once food items are added to
the meal, users can edit or delete them as shown in Fig. 6(b).
The user can optionally record their blood glucose levels after
the meal.

Once the user has completed logging their meal, they can
view a summary of the recorded meal as shown in Fig. 6(c).

Fig. 5. (a) Shows the Account Creation, (b) Shows the Login Interface, (c)
Shows the Main Menu Interface, and (d) Shows the Meal Creation Interface.

The meal summary shows the food items contained in the
meal image, the meal’s nutritional value and the user’s blood
glucose level after the meal. The nutritional values shown in
the meal summary is calculated based on the percentage of
each consumed food item that was set by the user. The baseline
nutritional values that are used for the nutrition calculations are
based on the amount of a single full portion serving. Lastly,
the user can view their past meal records from the meal history
menu as shown in Fig. 6(d).

V. DISCUSSION

To summarise, we trained a CNN model to predict food
items found locally in Sarawak, Malaysia. Two publicly avail-
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Fig. 6. (a) Shows the Interface for Adding Food Items, (b) Shows the
Interface for Updating Food Items and the Post-Meal Blood Glucose Record,
(c) Shows a Summary of the Meal, and (d) Shows the Meal History Menu.

able food datasets, Food-101 and Malaysian Food 11 datasets,
were used for the initial model training. This was followed by
incorporating local food items that were scraped from the web.

Upon training the initial model, we found that the apple
pie food class was poorly performing. Thus, we investigated
the effect of further preprocessing the images to improve the
model’s performance. We removed poor quality and unrelated
images from the dataset, retrained the model and reported the
effects of the preprocessing step in detail, shown in Table II.
There was an improvement in accuracy despite the smaller
number of training images, which is likely due to the images
in the preprocessed dataset better representing the apple pie

class.

Next, we incorporated images of local Sarawakian food
items scraped from the web into the dataset and retrained
the model. Due to concerns of class imbalances for the web
scraped images, focal loss was introduced. We explored the
effect of focal loss on the model’s performance, as shown
in Table III. Interestingly, we found that the model without
focal loss performed better overall, achieving a higher accuracy
on most of the web scraped food classes despite the class
imbalance. One notable case however is the Ayam Pansuh class
which is severely imbalanced. The results obtained indicates
that while focal loss is generally expected to improve perfor-
mance when there is a class imbalance, it may be beneficial to
train another model that does not implement focal loss as well
in case the use of focal loss unexpectedly results in a poorer
performing model.

VI. LIMITATIONS

Currently, the number of food classes that the model can
predict is limited. We plan to expand the total number of food
classes that the model can predict by collecting local food
images and using them to retrain the model. Our final goal
is for the model to recognize most local food consumed in
Malaysia.

The model’s performance has been shown to improve
through manual preprocessing of the apple pie class, indicating
that there is a possible performance gain if all the images
were manually processed. In particular, FoodAI [21] managed
to achieve a top-1 accuracy of 83.2% where the authors put
significant effort into manual inspection of the food images
by domain experts while constructing the dataset. However,
in our case, time and resource constraints limit the manual
preprocessing of the dataset. This limitation can be addressed
in future work by looking into methods of automating the
dataset preprocessing via CNN-based feature extraction and
clustering [32] to group visually similar images for batch
labeling.

VII. CONCLUSION

In this paper we implement a food classification model
with a CNN-based architecture. Transfer learning was applied
to boost the model’s performance and reduce training time. We
explored the effect of manually preprocessing of the dataset
on the model’s performance. Results indicate that the model’s
performance can be improved further by carefully curating the
images that are used for training the model. In future work,
we plan to expand the food classes that the model can predict
to classify more local Malaysian dishes.
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Abstract—With the help of the rapid development of technol-
ogy, especially the prevalence of UAVs (unmanned aerial vehicles),
object detection in aerial images gains much more attention in
computer vision and deep learning. However, traditional methods
use horizontal bounding boxes for object representation leading
to inconsistency between objects and features. Therefore, many
detectors are being built to tackle this problem, and normally they
use the conventional approaches of training and testing to achieve
the results. Our pipeline proposed to strengthen not only the clas-
sification but also localization via independent training processes
using convex-hull transformation in data pre-processing phase.
We experimented with the well-designed S2ANet, R3Det, ReDet,
RoI Transformer and Oriented R-CNN on the well-established
oriented object detection dataset DOTA. Then we adopt the best
detectors with the well-known classification network EfficientNet
to our proposed pipeline and achieve promising results on the
oriented object detection DOTA dataset. Moreover, our pipeline
can flexibly be adapted to various oriented object detection
baselines improving the results in classification via independent
extensive training cycles.

Keywords—Aerial images; classification; convex-hull transfor-
mation; data processing; oriented object detection

I. INTRODUCTION

Object Detection in Aerial Images (ODAI) has always been
important in our real life with tremendous real-world appli-
cations such as surveillance, disaster prediction, emergency
rescue, and even urban management [1] [2] [3]. Nowadays,
it is becoming more feasible thanks to the increasing growth
of studies in deep learning and the fast-paced development of
information and communication technology. However, objects
collected from aerial images appear in a variety of repre-
sentations. They are often distributed in arbitrary orientations
leading to confusion for many latest deep learning models,
which opens a new study aspect in computer vision. To
tackle this problem, a lot of experiments conducted show that
using oriented bounding box representation (OBB) instead of
horizontal bounding box (HBB) representation will alleviate
the mismatch features and increase object detection accuracy
[4] [5] [6] [7].

ODAI is extremely crucial to this world so it requires high
accuracy and fewest mismatched objects in the prediction task
as possible [8]. Although detecting objects in aerial images
is vital, there is a lack of data about it. Many well-designed
methods follow the traditional pipeline without refining class

**Corresponding author
*Equal Contributor

labels for output predictions, which could lead the model to
behave biased toward less significant objects. Our proposed
pipeline ensures that classes are treated equally, and models
learn as much as data features from not only inside but also
outside of the dataset through an independent classification
training process.

In this study, we propose and provide a deep analysis
of an effective training and testing pipeline to surge the
performance of oriented object detectors in aerial images. Our
pipeline applies the convex-hull transformation on ground-
truth oriented bounding boxes to extract proper instances for
the training and testing processes. Furthermore, we can use
extra data for the independent training process to ensure the
model classify proper label instances. We conduct extensive
experiments on multiple baselines and apply the pipeline on
them, yielding promising results.

We summarize our contributions in this paper as:

• Proposing a novel training and testing pipeline to
improve classification performance flexibly adapt to
many latest models.

• Providing a wise way to prepare data for classification
training and an effective ensemble method in testing
models.

• Using convex-hull transformation technique to trans-
form oriented bounding boxes to horizontal ones for
the further training process.

• Give a deep analysis of why we are choosing this
pipeline and what are common problems of nowadays
object detection methods in aerial images.

• Carrying out extensive experiments with the latest
oriented object detection methods and providing an
in-depth evaluation of the best deep learning models
to strengthen our proposal.

The rest of the paper is: Section II is Related works; Section
III is Methodology; Section IV is Our approach; Section V is
Experiment and finally the last one, Section VI is Conclusion
and Future Work.

II. RELATED WORKS

A. Oriented Object Detection

For the past decade, there have been various well-
established object detector methods designed for tackling the
horizontal object detection task, many of which have made re-
markable progress such as Fast R-CNN [9], Faster R-CNN [10],
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Dynamic R-CNN [11], Deformable DETR [12], SSD [13],
YOLOF [14], YOLOX [15], etc. However, these general object
detection methods cannot tightly locate the object leading to
the inconsistency between the classification and localization
processes. Therefore, the extended branch of study using an
oriented bounding box to represent the object’s ground truths
receives extensive attention to meet the need for applying deep
learning to real-world applications (Fig. 1).

Current oriented object detection methods heavily depend
on the original horizontal object detection task. They adopt
the mechanism from extracting deep features and generating
proposals to refining the final bounding boxes results. For
example, Ding et al. introduced RoI Transformer [16] to tackle
the problem of misaligned between regions of feature and
objects, they applied the spatial transformation to Regions
of Interest and configured the model to learn these geomet-
ric parameters using oriented bounding boxes labels. Jiang
et al. introduced Rotational Region CNN [17] for detecting
arbitrary-oriented texts in natural scene images. The model
adopted the Faster R-CNN baseline using the region proposal
network (RPN) to generate HBBs of texts and those HBBs
will integrate many pooled RoI features to produce the final
regressed OBBs. Han et al. introduced Single-shot Alignment
Network (S2ANet) [18], addressing the issues of inconsistency
between classification and localization. S2ANet consists of
two main components: Feature Alignment Module (FAM) and
Oriented Detection Module (ODM). The FAM specifically
uses the Alignment Convolution to generate well-qualified
anchors on which the active rotating filters of the ODM apply
to encode the orientation information. Eventually, the net-
work produces orientation-sensitive and orientation-invariant
features to mitigate the inconsistency between classification
scores and localization accuracy.

Fig. 1. Oriented Bounding Box (OBB) [(x, y), w, h, θ], where (x, y) is the
Center and w, h, θ are the Width, Height and Angle of an OBB.

B. Classification

Classifying objects in aerial images using their CNN ex-
tracted features has always been a challenging problem since
aerial images usually contain a tremendous number of various-
shape instances. In 2020, Dosovitskiy et al. proposed a method
Vision Transformer [19] following the baseline of the original
architecture Transformer with the fewest modification possible.
ViT splits images into many patches and connects these patches
(NLP-vibes) using a sequence of linear embeddings. As the
result, these patches are treated as tokens like in NLP and
receive object queries for output labels. Tan and Le introduced
EfficientNet [20] achieving better accuracy and efficiency
than previous ConvNets by leveraging a multi-objective neural

architecture search that optimizes both accuracy and FLOP.
EfficientNet-B7 achieves state-of-the-art 84.3% top-1 accuracy
on ImageNet while keeping inference time faster than prior
ConvNets methods. Xie et al. introduced a multi-branch ar-
chitecture called ResNext [21]. The deep network inherited by
ResNets [22] consists of repeating building blocks aggregating
a set of transformations with the same topology. By conducting
extensive experiments, the authors came up with the conclusion
that increasing cardinality is a more effective way of gaining
accuracy than going deeper or wider, especially when depth
and width start to give diminishing returns for existing models.
The ResNext outperforms ResNet-101/152 [22], ResNet-200
[23], Inception-v3 [24] and Inception-ResNet-101/152 [25] on
the ImageNet [26].

III. METHODOLOGY

The fundamental step to tackle Object Detection in Aerial
Images is to collect a sufficient amount of data for training
models, however in real life, especially in aerial images, objects
are often distributed randomly, leading to hardship in data
preparation steps. Therefore, humans unintentionally create
many imbalanced datasets (Fig. 2) and passively bias the deep
learning models.

Object detection in aerial images appears challenging when
detectors have to deal with the variety in object scales and
orientations, making them extremely difficult to identify. The
most common way to approach these problems is image aug-
mentation [27] (more image-more feature-high performance).
In addition, the Elhagry and Saeed proposed many methods in
[28] to solve this problem, such as modifying generated anchor
sizes for region proposals and investigating multiple backbones
and loss functions and achieved an improvement of 4.7 mAP
over the baseline.

Consider image augmentation as a feasible solution for
these problems. Some basic data augmentation methods are
applied frequently, such as random crop, random rotate, ran-
dom flip, zoom, etc. These augmentation techniques only apply
to the whole image (Fig. 3), so what about class imbalance?
It seems extreme to improve classification performance via
improving the classification branch inside the models due to
common batch sampling methods.

What if we train the classification independently from the
object detection network and ensemble the results together?
Although this approach might look heavy, ensure that not
only you can modify each class independently (augmentation,
removing noises) but also add extra necessary data for extended
training cycles (Fig. 4).

IV. OUR APPROACH

A. Pipeline

Our pipeline consists of two main parts: training and
testing. In the training phase, Fig. 5, we train independently two
networks (classification network and oriented object detection
network). For the classification training data, we crop out
oriented bounding boxes using convex-hull transformation and
then carefully interpolate them to horizontal images. The
data then proceeded to the classification network with a re-
weighting mechanism. For the oriented object detection net-
work, we train it with the original dataset to ensure regressed
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Fig. 2. Data Distribution Leads to the Problem of Class Imbalance in our
Dataset. Our Target is to Implement the Model so that it Behaves Unbiased

Toward Every Class.

Fig. 3. Data Augmentation is a Common Method to Enrich the Amount of
Data used for Training Object Detection Models. It only Enriches the

Amount of Data, While we need the Instances Enrichment in Each Class.

Fig. 4. Data Augmentation for Every Instance for each Class Ensures
Richness in Features for the Classification Training Procedure.

bounding boxes are accurate. In the testing phase, Fig. 6,
predicted oriented bounding boxes then be cropped out and
interpolated to horizontal boxes. They will be re-labeled by
the classification network (keeping high confidence score) and
ensemble with the results of the oriented object detection
network. Finally, those with low confidence scores will be
removed as long with the NMS process from the prediction
set.

Fig. 5. Training Phase: Training Data Passed through an Oriented Object
Detector’s Network Contributes to Training Classification and Localization
as in Other Well-Known Pipelines. However, the Required Data Preparation
for Training the Classification Network is an Indispensable Step. Oriented
Ground-Truths First are Interpolated to Cropped Oriented Bounding Boxes
via Convex-Hull Transformation, then they’re Transformed to Horizontal

Images Fed to a Classification Network Together with not only the
Re-Weighting Mechanism but also Image Augmentation Methods.

Fig. 6. Testing Phase: Different from the Training Phase, the Testing Image
is Fed into Only the Oriented Object Detection Network. Then these

Regressed Oriented Bounding Boxes Produced from the Network are Fed
into the Classification Network after being Interpolated to Output the

Predicted Label. Finally, we Ensemble the Outputs from Both Networks to
Get the Appropriate Results in the Final Prediction set via Score

Fine-Tuning and Non-Maximum Suppression.

B. EfficientNet

EfficientNet [20] adopting the idea of the CNN network
can be scaled in three dimensions: depth, width, and resolution.
The depth of the neural network corresponds to the number
of layers in the network. The width refers to the number of
neurons in each layer or the number of channels in each Conv
layer (the number of channels of the output). Resolution is
simply the height and width of the input image. The following
Equation 1 describes the compound scaling method where d is
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Fig. 7. EfficientNet-B0 [31] Structure.

Fig. 8. Difference between Residual Block and Inverted Residual Block [30].

the depth, w is the width and r is the resolution. Moreover, ϕ is
a user-defined coefficient determining the available resources
for model scaling and α, β, γ specify how to assign these extra
resources to network width, depth, and resolution.

d = αϕ

w = βϕ

r = γϕ

Following the constraints:
α · β2 · γ2 ≈ 2

α ≥ 1, β ≥ 1, γ ≥ 1

(1)

The compound scaling method can generalize to existing
CNN architectures such as MobileNet [29] and ResNet [22].
However, choosing the base network is important to get the
best results because it only increases the predictive power
of the neural network by reconstructing the parameters and
structure of the base network. The author also uses Neural
Architecture Search to build an efficient network architecture
- EfficientNet B0. It achieves 77.3% accuracy on the ImageNet
with 5.3M parameters and 0.39B FLOPS (ResNet-50 achieves
76% accuracy with 26M parameters and 4.1B FLOPS).

The main building block of EfficientNet-B0 is the MBConv
block. The MBConv block, Fig. 8 is similar to the inverted
residual block used in MobileNetv2 [30]. In this block, there
is a shortcut connection between the beginning and the end of
the block. The input is scaled with a 1x1 Conv layer to increase
the number of channels or the depth of the feature map. Then
they use Depthwise convolution 3x3 and Pointwise convolution
(Conv layer 1x1) to reduce the number of channels of the
output. A shortcut connection connects narrow layers (a small
number of channels) while wider layers are in the middle of
the shortcut connection (Fig. 7). This structure helps to reduce
the number of parameters and the number of operations.

C. R3Det

ReDet [4] proposed to take a huge step from horizontal
object detection to oriented object detection by solving feature
misalignment during the feature extraction process. The model
uses the Feature Refinement Module together with feature
interpolation to extract position information related to the

refined bounding box and reconstructs feature maps to achieve
feature alignment. R3Det adopts Refined Rotation RetinaNet as
the backbone with multiple stages of refinement like Cascade
while speeding up the model by reducing the number of refined
bounding boxes in the first stage.

D. S2ANet

S2ANet [18] proposed to solve the inconsistency between
classification and localization performance. It adopts the Fea-
ture Pyramid Network to extract high-level features. Anchor
generator, namely Feature Alignment Module, generates high-
quality anchors which then pass through Oriented Detection
Module for classification and regression.

E. RoI Transformer

RoI Transformer [16] tackles the problem of using horizon-
tal bounding boxes (mismatch features). The model consists of
the lightweight Rotated RoI learner with a 5 dimensions fully
connected layer representing the offset of the rotated RoI cor-
responding to the HRoI. Rotated RoI warping generates fixed-
size geometry robust features for classification and regression
via feature maps and rotated RoIs.

F. ReDet

ReDet [32], namely the Rotation-equivariant Detector
adopts ResNet [22] and Feature Pyramid Network so as to
extract rotation-equivariant features. RiRoI Align proposed
along with the model transforms rotated RoIs generated by an
RPN and RoI Transformer [16]. The final feature extraction
step regresses final oriented bounding boxes and classifies
corresponding labels.

G. Oriented R-CNN

The well-designed two-stage detector Oriented R-CNN
produces high-level features for oriented object detection. The
main structure inherits from the two-stage object detector
baseline while introducing a new representation of region
proposals. The oriented RPN encodes features received from
each level feature of the FPN [33] and decodes them into
RoIs under the Midpoint Offset representation. Due to the
Midpoint offset representation, the oriented proposal generated
by oriented RPN is usually a parallelogram, so the model
will slightly adjust the shorter diagonal to the same length as
another diagonal obtaining oriented bounding boxes. Finally,
each RoIs is divided into m × m grids to produce a fixed-
size feature map F’. The idea that produces feature map F’
adopts the idea of the rotation transformation the same as [5]
and these fixed-size feature maps F’ are then fed into fully-
connected layers regressing the offset and assigning categories
for each oriented bounding box.

H. Non Maximum Suppression

In the process of improving this result, after relabeling
the result by EfficientNet, we use non-maximum suppression
(NMS) to sift out the overlapping bounding box instances as
follows (Fig. 9):

Input: a list of oriented bounding box A, corresponding
confidence score S and overlap threshold N.
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Fig. 9. Objectives of Non-Maximum Suppresion. (a) Before NMS. (b) After
NMS.

Output: a list of sifted bounding box B.

Algorithm:

Step 1: Select the bounding box with the highest confidence
score, remove it from A and add it to the final list B.

Step 2: Now compare this bounding box with all the
bounding boxes in A (calculate the IoU). If the IoU is greater
than the threshold N, remove that bounding box from A.

Step 3: This process is repeated until there is no more
bounding box left in A.

We calculate IoU between two oriented bounding boxes as
IoU between two rectangles (each is the smallest horizontal
rectangle that includes the corresponding oriented bounding
box) as Fig. 10.

Fig. 10. Intersection over Union.

I. Results Post-Processing

After having regressed the oriented bounding box, we
transform it to the horizontal one and feed it through the
classification network to get the appropriate label. Also we
ensemble the classification results with the oriented object
detection network to make cleaner results. Finally, NMS will
be activated to sift and get the right fitter bounding boxes. This
approach will ensure that there will be no more overlapping
bounding boxes for one object caused by class imbalance and
inconsistency between regression and classification (common
problems in aerial images dataset).

V. EXPERIMENT

A. Experiment

DOTA Oriented Dataset: In this study, we conducted
experiments on the DOTA dataset [34], which is a large-
scale dataset widely used for the oriented object detection
problem in aerial images. The DOTA was introduced in 2018,
containing 2,806 images, and the proportion of the training
set, validation set, and testing set were 1/2, 1/6, and 1/3,
respectively. The dataset contains 188,282 instances which are
accurately labeled of 15 common object categories includes:
plane (PL), baseball-diamond (BD), bridge (BR), ground-
track-field (GTF), small-vehicle (SV), large-vehicle (LV), ship
(SH), tennis court (TC), basketball court (BC), storage tank
(ST), soccer-ball-field (SBF), roundabout (RA), harbor (HA),
swimming pool (SP), and helicopter (HC).

Data Preparation for Classification Training: To train
the EfficientNet model, we need an input dataset that is an
object image set (bounding box of objects) on each DOTA
class. This process is illustrated in Fig. 11.

Step 1: Determine the object bounding box to be extracted
[Fig. 11(a), red quadrangle].

Step 2: The object bounding box shape we need to take out
is a rectangle but DOTA’s labeled bounding box is arbitrary
quadrilateral, so we take the smallest oriented bounding box
that covers DOTA’s labeled bounding box (convex-hull trans-
formation) [Fig. 11(b), green bounding box].

Step 3: Rotate the image so that the bounding box to
be taken becomes a horizontal bounding box. To reduce the
calculation cost, we define the smallest area of the image that
includes the box to be extracted, then proceed to rotate this
area [Fig. 11(c), 11(d)]

Step 4: Extract the object bounding box [Fig. 11(e)].

Fig. 11. Data Preparation Steps using Convex-Hull Transformation.

Apply the above steps to all instances on DOTA’s train
and validation set, then we get the train and validation set to
train EfficientNet, the detail as shown in Fig. 12. DOTA is the
imbalance dataset - a normal problem in real-life aerial images
data where vehicles and ships outweigh most of them.

Experimental Configuration: We implement Oriented R-
CNN, S2ANet [18], ReDet [32], R3Det [4], RoI Transformer
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Fig. 12. Illustration of the Number of Ground-Truths in Training and
Validation set of DOTA Dataset.

[16] on MMRotate [35] and EfficientNet-b3 on MMClassifica-
tion [36] framework with repeat factor sampling methods [37]
solving class imbalance problem using 2x GPU RTX 2080Ti

Evaluation Metric: To evaluate the performance of the
models, and our pipeline on the DOTA dataset, we use the
mAP score (mean Average Precision). Mean Average Precision
is a popular evaluation metric used for object detection. It is
the average of AP in every class in a dataset.

B. Analysis

In this study, we test five models, R3Det, RoI Transformer,
ReDet, S2Anet, and the Oriented R-CNN along with post-
processing methods on the DOTA dataset and achieve the
results presented in Table I.

For the initial results, all models perform very well in
directional object detection (mAP ranges from 70% to 77%).
In which the highest resulting model is ReDet (mAP = 76.68%)
and the lowest is R3Det (mAP = 69.8%). Across DOTA’s
15 layers, the accuracy of each model on each class varies
widely (accuracy ranges from 50% to 90%), of which the
highest are tennis-court (about 91%) and plane (about 89%);
Especially the lowest is the helicopter class, resulting in a
sizable difference between models (the highest is on ReDet
66.71%, the lowest is on R3Det 37.44%). Besides, R3Det
also achieved very low results on the bridge class (45.41%)
compared to other models in this class.

However, in the results of the above models, there is the
same limitation which is the discovery of many other bounding
boxes of the different classes located on the same instance (Fig.
13).

The two most accessible post-processing solutions:

- The first is the result of sifting out boxes, the scores
of which are less than a certain threshold. The results are
pretty good [Fig. 14(b)], but there are still some overlapping
bounding boxes because these wrong bounding boxes have a
score greater than the sifting threshold [Fig. 15(a)]. And this
besides removing bounding boxes also removes quite a lot of
true bounding boxes [Fig. 15(b)];

- The second is that as a result of using multi-class non-
maximum suppression, similar to the first solution, the result
of removing bounding boxes is also quite good [Fig. 14(c)].
However, this also has a limitation, which is the removal
of bounding boxes in case 2 objects overlap. Both solutions
caused the model’s mAP results to decrease (about 2%).

After applying our initial solution: relabel all bounding
boxes using EfficientNet, then apply non-maximum suppres-
sion to sift out overlapping bounding boxes. The result is
that there is only one bounding box per object, which is
more effective than all 2 conventional solutions above [Fig.
14(d)]. However, the accuracy of the results is significantly
reduced (down almost 10-40% from the original). Among
them, the most affected classes are soccer-ball-field (about 20-
40%), bridge (about 14-60%), and helicopter (about 17-30%),
ground-track-field (about 12-50%). The subjective reason for
the decrease in results on layers is due to the misidentification
between classes of EfficientNet, between classes with similar
characteristics that make the model easily confused (between
small-vehicle and large-vehicle, ship; between roundabout,
plane and helicopter) (Fig. 16). The objective reason is that
the imbalance of big data between classes (Fig. 12, small-
vehicle and ship over 20k bounding boxes, while the remaining
classes such as soccer-ball-field, ground-track-field are only
about over 300 bounding boxes) makes the quality of layering
between classes uneven; And the lack of information about
the surroundings, because EfficientNet is only trained on the
image, are bounding boxes (the similarity between ship and
small-vehicle when cut into bounding boxes, Fig. 17).

So, to improve the accuracy of our pipeline, we combine
the results between the original model and the results of Effi-
cientNet, in detail: we will not be too confident in EfficientNet,
which means that there will be no relabeling if the results
returned by EfficientNet belong to soccer-ball-field, helicopter,
bridge, and ship (which are classes that the EfficientNet model
classifies inefficiently and affects the other classes analyzed
above); it only be relabeled if the original model gives an
uncertain result, which means that there will be a threshold if
the model gives results below this threshold, then relabel will
be applied.

The final score result of our pipeline is close to the original
result (on three models with highest original results, RoI
Transformer, ReDet, Oriented R-CNN), higher than the usual
two solutions, and also very high efficiency in sifting wrong
bounding boxes (Fig. 18). The other two models (S2ANet,
R3Det) have a lot of wrong boxes, having a relabel doesn’t
work well either.

Besides efficiency, our pipeline is still wrong in several
instances [Fig. 19(a)], which is still limited in cases where
wrong bounding boxes or bounding boxes are part of the in-
stance of the true bounding box (e.g. on container truck objects
surrounded by large-vehicle boxes, but another bounding box
covers the front of the car as a small-vehicle, Fig. 19(b)

In summary, our pipeline has solved the problem of multi-
ple different boxes on the same object while keeping accuracy.
The solution still does not resolve the case where wrong
bounding boxes or different classes bounding boxes are part
of the object of the true bounding box.
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TABLE I. EXPERIMENTAL RESULTS

Model Result Post-processing PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP

R3Det Original 89.3 75.31 45.41 69.24 75.54 72.89 79.29 90.89 81.02 83.26 58.82 63.15 63.41 62.21 37.41 69.8

Sifting 89.3 73.79 45.41 68.93 74.56 72.89 79.29 90.89 78.55 78.64 58.82 62.1 63.41 57.84 36.83 68.75

Multi-class Non-maximum Suppression 89.3 75.31 45.42 69.31 74.32 72.67 79.28 90.89 79.06 82.71 55.23 62.71 63.33 62.1 33.25 69

Relabel by EfficientNet 68.96 15.88 8.33 16.36 24.8 47.07 32.76 78.16 21.53 59.61 15.48 22.04 13.77 37.79 1.27 30.92

Relabel by EfficientNet with conditions 84.4 72.48 44.6 53.2 53.31 64 69.53 85.29 77.15 60.12 57.38 61.84 56.7 41.46 31.36 60.86

S2ANet Original 89.3 80.49 50.42 73.23 78.42 77.4 86.8 90.89 85.66 84.24 62.16 65.93 66.66 67.76 53.56 74.19

Sifting 89.25 76.02 48.73 71.2 74.84 76.05 86.8 90.89 85.99 84.2 61.19 64.31 66.59 67.8 52.96 73.12

Multi-class Non-maximum Suppression 89.31 80.88 50.42 71.56 76.49 76.16 86.81 90.9 85.23 84.26 59.49 66.32 66.66 67.76 53.56 74.19

Relabel by EfficientNet 53.23 15.26 10.51 11.90 22.81 37.85 26.15 39.31 13.65 37.84 9.46 16.16 10.71 28.48 0.41 22.25

Relabel by EfficientNet with conditions 82.96 71.9 40.05 64.93 37.11 61.47 75.67 16.32 76.05 12.35 4.55 64.4 58.65 13.42 43.12 48.2

RoI Transformer Original 88.98 82.17 54.59 76.28 79.29 77.96 87.94 90.91 87.19 85.65 61.44 62.63 74.63 72.43 59.23 76.09

Sifting 88.98 82.17 54.59 73.64 74.77 77.96 87.94 90.91 87.19 85.65 54.55 62.63 68.87 72.43 56.83 72.43

Multi-class Non-maximum Suppression 88.98 82.23 54.6 76.43 74.77 77.96 87.94 90.91 86.76 85.54 60.83 62.63 74.57 72.43 56.86 75.78

Relabel by EfficientNet 67.55 16.15 12.98 15.5 24.83 44.75 32.97 70.33 19.33 60.52 14.08 21.76 13.78 39.02 1.49 30.33

Relabel by EfficientNet with conditions 88.85 82.22 54.59 76.31 78.64 77.83 87.9 90.9 87.12 85.55 61.05 62.62 68.84 72.39 59.27 75.6

ReDet Original 89.2 83.77 52.21 71.04 78.05 82.5 88.24 90.86 87.26 85.98 65.58 62.86 75.86 70.04 66.71 76.68

Sifting 89.76 78.79 47.01 65.2 80.98 80 87.33 90.74 79.17 86.23 49.09 65.87 65.75 71.86 55.21 72.87

Multi-class Non-maximum Suppression 89.2 83.8 52.21 71.1 73.88 78.01 88.24 90.86 87.26 85.97 65.58 60.42 75.83 70.04 64.29 75.78

Relabel by EfficientNet 68.81 16.11 8.36 16.38 24.82 46.27 32.76 70.13 21.77 59.74 15.55 22 13.72 37.82 1.3 30.37

Relabel by EfficientNet with conditions 89.17 83.81 52.21 71.1 73.75 81.72 88.21 90.83 87.23 85.93 65.39 60.41 75.35 70 66.89 76.13

Oriented R-CNN Original 89.35 81.41 52.6 75.02 79.03 82.41 87.82 90.9 86.4 85.3 63.36 65.7 68.28 70.48 57.23 75.69

Sifting 89.35 81.41 52.6 72.58 74.3 77.96 87.82 90.9 86.4 85.3 63.36 63.68 68.28 70.48 54.53 74.6

Multi-class Non-maximum Suppression 89.36 81.45 52.59 72.65 74.27 77.96 87.82 90.9 86.57 85.29 60.73 63.68 68.28 70.48 54.78 74.45

Relabel by EfficientNet 89.18 74.79 38.19 60.78 71.14 67.22 77.21 90.87 77.35 78.19 43.58 56.21 63.9 61.6 37.06 65.82

Relabel by EfficientNet with conditions 89.36 79.77 52.56 74.37 78.6 82.15 87.82 90.9 86.14 85.24 62.03 63.48 68.27 70.45 54.33 75.03

Fig. 13. Model’s Result Limitation. (a) R3Det. (b) RoI Transformer. (c) ReDet. (d) S2ANet. (e) Oriented R-CNN
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Fig. 14. Post-Processing Results. (a) Original. (b) Sifting. (c) Multi-Class Non-Maximum Suppression. (d) Relabel by EfficietNet. Covered Areas Represent
Class Imbalance and Inconsistencies between Classification and Localization Leading to Bounding Boxes of Different Classes on One Object.

Fig. 15. Bad Case of Sifting Solution. (a) Wrong Bounding Boxes have a
Score Greater than the Sifting Threshold. (b) True Bounding Boxes have a

Score Smaller than the Sifting Threshold.

Fig. 16. Bad Case of Relabeling by EfficientNet. Misidentification between
Classes of EfficientNet Resulting in the False Removal and Relabel Bouding

Boxes

www.ijacsa.thesai.org 745 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 9, 2022

Fig. 17. Similarity between Small-Vehicle and Ship. (a) Small-Vehicle. (b)
Ship.

Fig. 18. Our Pipeline Result.

Fig. 19. Bad Case of our Pipeline. (a) Wrong Labeling. (b) Wrong Bounding
Boxes of are Part of the Instance.

VI. CONCLUSION

Generally, our pipeline adopts very well to many lots of
SOTA baselines, yielding promising results and solving prob-
lems of inconsistency between classification and localization.
According to our experimental results, our pipeline yields
promising results on the oriented DOTA dataset by extracting
oriented bounding boxes and feeding to independent training
cycles. In the future, we are researching more training and
testing pipelines, seeking more baselines for oriented object
detection. Our work introduces a fine pipeline for tackling
mismatched features in classification, if exploited well enough,
it will significantly boost detection performance.
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Abstract—In building a machine learning solution, algorithm
selection and hyperparameter tuning is the most time-consuming
task. Automated Machine Learning is a solution to fully automate
the process of finding the best model for a given task without
actually having to try various models. This paper introduces a
new AutoML system, TextBrew, explicitly built for the NLP task
of text classification. Our system provides an automated method
for selecting transformer models, tuning hyperparameters, and
combining the best models into one by ensembling. Keeping
in mind that new state-of-the-art models are being constantly
introduced, TextBrew has been designed to be highly flexible
and thus can support additional models easily. In our work,
we experiment with multiple transformer models, each with
numerous different hyperparameter settings, and select the most
robust models. These models are then trained on multiple datasets
to obtain accuracy scores, which are then used to build the meta-
dataset to train the meta-model. Since text classification datasets
are not as abundant, our system generates synthetic data to
augment the meta-dataset using CopulaGAN, a deep generative
model. The meta-model is an ensemble of five models, which
predicts the best candidate model with an accuracy of 78.75%.
The final model returned to the user is an ensemble of all the
best models that can be trained under the given time constraint.
Experiments on various datasets and comparisons with existing
systems demonstrate the effectiveness of our system.

Keywords—Automated machine learning; AutoML; NLP; trans-
former models; hyperparameter optimization; CopulaGAN; gener-
ative model; meta-learning

I. INTRODUCTION

As more and more people recognize the actual value of
data and try to get the most out of it, the demand for machine
learning tools is increasing. But the complexity of the tasks
involved in machine learning can be overwhelming for non-
ML experts, and this is where automated machine learning
comes into the picture. Non-ML experts can use AutoML for
building ML projects. ML experts can also use it to perform
repetitive tasks to save time and accelerate machine learning
research by automating the development of models. Using Au-
toML, one can train high-performing models without worrying
about hyperparameters, model architecture, or cross-validation
strategies [1]. It aims to automate the model selection process,
as shown in [2], [3], and its applications are increasing by the
day, hand-in-hand with the growth of applications of machine
learning.

Machines must use complex data processing and state-
of-the-art machine learning algorithms to work with natural
language. It is also essential to decide the particular ma-
chine learning method based on the dataset and the task.
Selecting the correct method may become difficult as more

accurate methods are constantly being developed. Even after
considering all these factors for choosing the algorithms and
methods, getting the best result is not assured. AutoML for
text classification (TextBrew) can address all these challenges.

Finding the best model and the best set of hyperparameters
is tedious. This task requires a lot of time and resources since
training a model on a dataset may take hours or even days,
subject to the size of the dataset and the model being used,
and then changing hyperparameters and training the dataset all
over again becomes an even more tedious and patience-testing
task. We aim to tackle this issue and give the user the best
model for an NLP classification task.

This paper presents a system that returns the trained model
predicted to be the best for it within a particular time limit
when given a dataset as an input. Our system is such that it is
effortless to add new state-of-the-art transformer models to the
pre-existing pool of models for the system to consider those
models. In this paper, we have performed all experiments on
BERT [4], ALBERT [5], and XLNet [6] for text classification
using multiple hyperparameter combinations for each. A major
part of building our AutoML system is creating the meta-
dataset, which is made by training and testing several deep
learning models on multiple text classification datasets. This
process has been made efficient using generative models to
synthesize data instead of running models on many datasets.
The results demonstrate the effectiveness of our system.

A. Contribution and Organization of the Paper

To sum up, we aim to reduce the time spent by a data
scientist on selecting a particular model and its hyperparameter
values. As seen in the next section, a significant drawback of
many AutoML systems is the inability to support additional,
more complex models. TextBrew has been developed keeping
this problem in mind. The contributions of our paper are as
follows:

1) We show the effectiveness of using deep generative
models to synthesize the training data instead of
spending hours running models on a large number
of datasets.

2) TextBrew is a flexible system that can accommodate
the new models with the least number of changes
possible as it is not built around any specific set of
models. All that is needed for the inclusion of a new
model is for it to be added to the model pipeline
which is run while generating the meta-dataset.

This paper is structured as follows. In the next section,
we review the related literature. Section III discusses the
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methodology we have adopted. The results are described in
Section IV, followed by the discussion in Section V. Sections
VI and VII outline the conclusion and a plan for future steps,
respectively.

II. REVIEW OF LITERATURE

AutoML is a relatively new research topic and has made
significant progress in recent years. Many surveys [7] sum-
marize the works of other researchers on this topic. Most of
these works focus on individual modules such as neural archi-
tecture search (NAS) or hyperparameter optimization (HPO)
in classifying tabular data using classical algorithms. There is
significantly less work done on AutoML for text classification,
which is quite different from classifying tabular data because
textual data is unstructured and requires more computationally
intensive algorithms.

There are works published that compare the performance
of various existing AutoML tools on text classification tasks.
Blohm et al. [8] attempt to answer the question of whether
AutoML can be effectively applied to text classification or
not. They compare the performance of four AutoML tools
on thirteen text classification datasets and document how
they perform as opposed to human-engineered models. Their
experiments show that AutoML systems perform better than
humans on 4 out of 13 tasks, and this number will continue
increasing as more sophisticated AutoML tools for NLP tasks
are developed.

Some individual works have tackled the problem of Au-
toML for text classification. Madrid et al. [9] propose a method
that automatically builds text classification pipelines based on
the metadata obtained by running experiments using standard
algorithms on 81 datasets. While it is effective, metadata
obtained from 81 datasets could be insufficient for a machine
learning model to learn and give optimal results.

Wong et al. [10] incorporate transfer learning to reduce
the computational cost of Neural AutoML. Their system learns
the hyperparameter choices common to multiple tasks and uses
this to accelerate the network design for a new task. The results
show a reduction in convergence time for text classification.
The drawback of this system is that meta-overfitting has not
been dealt with, which is an issue.

Gomez et al. [11] have used a hyper-heuristic approach
by employing a genetic algorithm to evolve a population
of meta-rules to decide the best model for the particular
text classification dataset. This work considers only simple
models: K-Nearest Neighbor, Logistic Regression, Support
Vector Machine, and Multinomial Naive Bayes. While this
approach is interesting, it is not ideal because an AutoML
system for the task of text classification needs to be able to
handle the high computational cost and complexity of state-
of-the-art transformer models.

A similar issue is present in the system proposed by Feurer
et al. [12]. They use Bayesian optimization to capture the
relationship between the hyperparameter values and the model
performance. This system includes 15 classifiers, 14 feature
preprocessing methods, and 4 data preprocessing method in
its search space. Including deep learning methods would
have made their system more competitive with other AutoML
systems for text classification.

Additionally, there exist some open-source AutoML sys-
tems that work with text data. Jin et al. [13] propose the
AutoML system AutoKeras, which efficiently performs neural
architecture search using Bayesian optimization, enabling it to
select the most profitable operation each time. Shi, Mueller,
et al. [14] in their paper use transformer networks and stack
ensemble them with classical tabular models to handle data that
contain text, numeric, and categorical features. A drawback
of this system is that it works with a limited search space
compared to other AutoML tools.

We propose TextBrew, a simpler system for AutoML for
text classification, which offers an automated way for selecting
the best transformer models and then training these models
on the dataset with hyperparameter tuning within the time
constraints provided by the user. The issue of creating a large
meta-dataset, which takes a tremendous amount of time and
effort, is solved by using GANs [15] to synthesize additional
data.

III. METHODOLOGY

A. Overview

The system offers an automated way for selecting the best
transformer models and then training these models on the
dataset with the proper hyperparameter settings. It is designed
in such a manner that it can handle both binary as well as
multiclass prediction datasets without explicitly stating so. As
shown in Fig. 1, this system for automated text classification
can be segregated into two parts:

1) Building and Training the Meta-model.
2) Using TextBrew for Model Prediction.

Meta-model refers to the model produced on training
the meta-learning algorithm. In the first part, “Building and
Training the Meta-model”, top-performing transformer models
with many different combinations of hyperparameters are
considered. After conducting experiments, the best-performing
candidate models are shortlisted. “Candidate model” is used in
this paper to refer to a model with a particular combination
of hyperparameter values. Next, the multinomial Naive Bayes
model is trained along with the selected candidate models on
a collection of text classification datasets. Due to the small
size of the meta-dataset (the dataset on which the meta-model
is trained) generated at this stage, CopulaGAN [16] (a deep
generative model) is used to synthesize additional data, helping
our meta-model train better. From the meta-dataset, we use
the accuracy of the Naive Bayes and ALBERT 2 models
along with the dataset size as the predictor variables to predict
the performance of other models. A soft voting ensemble
consisting of five models was used for building the meta-
model, and this meta-model was trained on the generated
dataset to achieve better accuracy.

In the second part, “Using TextBrew for Model Prediction”,
the meta-model is used for model prediction. The best model
predicted by the meta-model is trained on the dataset provided
by the user under the given time constraint. After training
the best candidate model predicted by the meta-model, the
next best predicted model is trained if time remains. This
is continued until the specified time is exceeded. Finally, an
ensemble of all these models is returned to the user.
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Fig. 1. Architecture Diagram of the TextBrew System.

B. Building and Training the Meta-Model

Here, we describe how the meta-dataset is created and how
the meta-model is trained.

For the real-world usage of this system, the system needs
to be able to take into consideration a lot of different mod-
els. Transformer models are state-of-the-art machine learning
models for NLP text classification tasks. There are a lot
of different choices available, with GPT [17], BERT [4],
RoBERTa [18], ELECTRA [19], ALBERT [5] and BART [20]
being just a few of them. In fact, several different pre-trained
models are based on each of these language models. For
instance, BanglaBert [21] is a BERT-based Natural Language
Understanding model pre-trained in Bangla. In addition, new
models are being built at a blazing pace, and state-of-the-art
models are being replaced frequently. This begs for a flexible
system to accommodate the new models with the least number
of changes possible.

1) Candidate Model Selection: Since transformer models
are computationally costly, we perform all experiments needed
to design this system using three models. The system is
independent of the model choices and count. One can add
more models in the same way described in this paper.

Gasparetto et al. [22], in their work, tested many algorithms
on multiple text classification datasets, and it can be seen that
these XLNet and BERT-base are among the top performing
models in terms of accuracy.

In addition to these two models, we select ALBERT (A
Light BERT) as one of our models as it has an architecture
similar to that of BERT but has a fraction of the total number
of parameters [5]. This makes it fast and less computationally
expensive and so can help save time. Above are the reasons
for selecting XLNet, BERT-base, and ALBERT for our experi-
ments. These models are among the best for text classification.

Since all three transformer models have multiple hyperpa-
rameters that need to be tuned to an appropriate value, there
are effectively many candidate models from which to choose.
So, the next step is selecting the hyperparameter values for
each model. We experimented with different combinations of
hyperparameter values and picked the ones that gave us the
best results when trained on multiple datasets.

The selected possible values of the hyperparameters for
the models are shown in Table I. A short description of the

TABLE I. HYPERPARAMETERS AND SELECTED VALUES

Hyperparameters Selected values
num warmup steps [0, 1]

init lr [2e-5, 1e-5]
adam β1 [0.8, 0.9]
adam β2 [0.9, 0.999]
powers [1, 1.5]
epochs [3, 5]

hyperparameters is given below:

1) Num warmup steps: It is a parameter used to lower
the learning rate to reduce the impact of deviating
the model from learning on sudden new data set
exposure.

2) Init lr: It is the initial learning rate before training
and after warm-up steps.

3) Adam β1, Adam β2: The hyper-parameters β1 and β2

of Adam are initial decay rates used when estimating
the moments of the gradient, which are multiplied by
themselves at the end of each training step.

4) Powers: The power to use for polynomial decay.
5) Epochs: The number of passes or iterations of the

training dataset by the machine learning model.

We choose the best set of hyperparameters by using an al-
gorithm similar to grid-search. We run the transformer models
with each possible combination of the hyperparameter values
and compute the set of hyperparameters for which the model
returns the best accuracy as output. In this case, each model
effectively has 26 candidate models, counting all combinations
of the six hyperparameters mentioned above.

Next, we selected three datasets to reduce bias in training
the models. The three datasets are Sarcasm Detection [23], E-
Mail classification NLP [24] and Financial phrase-bank [25].
Before training the candidate models on these datasets,
the datasets were passed through a standard preprocessing
pipeline. First, the text is converted to lowercase, and then
we remove the URLs, non-ASCII characters, punctuations,
and stopwords from the text. As this paper focuses mainly on
model selection and hyperparameter optimization and not on
the preprocessing of the data, the same preprocessing pipeline
is used to clean all the datasets which are passed through the
system.
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All the candidate models for the three models, XLNet,
BERT-base, and ALBERT, were then trained on the prepro-
cessed datasets. Our system records how each hyperparameter
combination performs on each dataset. Taking every possible
combination of the hyperparameter values, we get 64 possible
outcomes for each model. Hence, on trying these 64 outcomes
for each of the three models for each of the three datasets,
we effectively train 576 candidate models. The system records
the accuracy attained by that particular model and the time
required to train the model. From this dataset, we select
the top six models (two from each of the three transformer
models) as the shortlisted candidate models. We did this by
averaging the accuracy of each unique hyperparameter combi-
nation model across the three datasets and taking the top two
best-performing candidate models. This handles the situation
where a model performs exceptionally well on one dataset and
poorly on another. The top 6 models and the corresponding
hyperparameter values are mentioned in Table II.

TABLE II. TOP SIX MODELS AND THEIR CORRESPONDING
HYPERPARAMETERS

Model Hyperparameters
Name epochs warmup steps learning rate adam β1 adam β2

BERT 1 5 0 2e-5 0.9 0.999
BERT 2 5 0 1e-5 0.9 0.9

ALBERT 1 5 1 2e-5 0.8 0.9
ALBERT 2 3 0 1e-5 0.9 0.9

XLNet 1 3 1 1e-5 0.8 0.9
XLNet 2 3 1 2e-5 0.8 0.999

2) Meta-Dataset Preparation: After selecting the top six
models, we create the meta-dataset for training the meta-
model. We curated a list of 44 datasets consisting of both
binary and multiclass text classification datasets. A longer
list of datasets would have been beneficial, but for the task
of English language text classification, the datasets publicly
available are limited in number. On the other hand, a longer
list of datasets means a lot more time to build the meta-dataset
as more model training would have to be done. We solve this
problem by synthesizing data using GANs, as described later in
the paper. For each dataset, our system automatically trains all
the selected candidate models and one additional multinomial
Naive Bayes model. The accuracy and the training time taken
for all these models are recorded.

The pipeline for training the multinomial Naive Bayes
model consists of a count vectorizer that transforms the text
into a vector based on the frequency of each word. A count
matrix is created in which a column of the matrix represents
each unique word in the dataset, and each row of the dataset
is a row in the matrix, and the cells contain the count of the
word in that text. Then, we transform the count matrix into
a normalized TF-IDF representation. We use TF-IDF instead
of the raw frequencies to reduce the impact of the frequently
occurring words that are less informative than other words
that occur in a small fraction of the dataset. We then train
the multinomial Naive Bayes classifier on this. The reason for
considering Naive Bayes for our model prediction is stated in
the next section.

Table III shows a few records from our final meta-dataset.

3) Feature Extraction: The prerequisite step for training
a classifier is feature extraction. Text embedding is the most

popular feature extraction method for text-oriented tasks [29].
Calculating embeddings for entire datasets is not feasible
because of the computational expense that comes with it. Since
the performance of any model depends on the dataset it has
been trained on, the performance metrics of a model can be
treated as a feature that is representative of the dataset. This
approach is the basis for feature extraction in this paper.

Above is the reason for including multinomial Naive Bayes
in the list of models. The accuracy of the Naive Bayes model is
part of the feature space. The reason for choosing Naive Bayes
is that it is extremely fast to train on the datasets compared to
other models, making it efficient for use as a feature extraction
tool. We also use the number of records in the dataset to
predict the accuracy values of various models. Further, since
ALBERT is A Light BERT model, it is faster to train than other
transformer models we have chosen. Studying Table IV, we
see that ALBERT 2 consistently takes the least time to train.
This makes it possible for us to take ALBERT 2 accuracy
scores as the third predictor variable to expand the feature
space and, in turn, increase the accuracy of our meta-model.
After running experiments to validate our hypothesis, we see
that using the performance of the ALBERT 2 model along
with Naive Bayes performance and the dataset size improves
the accuracy of the meta-model for predicting the best model.
Adding the ALBERT 2 accuracy score to the feature space
boosts the accuracy by 26%, from 0.625 to 0.788, as shown
in Fig. 2.

Fig. 2. Improvement in Overall Accuracy after Adding ALBERT 2
Accuracy Score to the Feature Space.

4) Using Generative Models to Synthesize Data: Creating
an extensive dataset requires a lot of time, and even if time
constraints were not to be considered, publicly available text
classification datasets are limited in number. Furthermore,
overfitting is a problem faced by a model when the model
predicts exceedingly well on the training dataset but cannot
provide similar results on the testing dataset. It is known that
small datasets are prone to overfitting. As a result, we need to
tackle the overfitting problem caused by the small size of the
dataset.

In this paper, we use GANs [15] to synthesize data and
increase the dataset size to obtain a better result from the meta-
classifier. Generative adversarial networks are an unsupervised
learning approach to generative modeling using deep learning
methods such as convolutional neural networks (CNN). Gener-
ative modeling involves automatic learning of patterns and the
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TABLE III. CANDIDATE MODELS AND THEIR ACCURACIES ON DIFFERENT DATASETS

Dataset Naive Bayes BERT 1 BERT 2 ALBERT 1 ALBERT 2 XLNet 1 XLNet 2 Best Model
Cyberbullying [26] 0.8885 0.9925 0.9925 0.9950 0.9925 0.9925 0.9943 ALBERT 1

WELFake [27] 0.8510 0.9657 0.9531 0.9743 0.9788 0.9748 0.9834 XLNet 2
Amazon [28] 0.8550 0.9343 0.9086 0.9571 0.8200 0.6229 0.7257 ALBERT 1

Yelp [28] 0.7800 0.9486 0.8571 0.9371 0.8286 0.6514 0.7743 BERT 1
IMDb [28] 0.8000 0.9313 0.8053 0.9504 0.7939 0.6603 0.8397 ALBERT 1

TABLE IV. CANDIDATE MODELS AND THEIR TRAINING TIME (IN SECONDS) ON DIFFERENT DATASETS

Dataset Naive Bayes BERT 1 BERT 2 ALBERT 1 ALBERT 2 XLNet 1 XLNet 2 Fastest Model
Cyberbullying [26] 0.16 479.21 478.63 496.30 298.16 431.29 431.49 ALBERT 2

WELFake [27] 1.46 344.80 330.15 336.70 202.68 296.60 287.91 ALBERT 2
Amazon [28] 0.02 82.80 65.37 66.66 39.45 68.52 57.11 ALBERT 2

Yelp [28] 0.01 65.74 65.80 65.53 39.42 57.38 57.40 ALBERT 2
IMDb [28] 0.02 49.85 49.70 49.14 29.83 43.66 43.62 ALBERT 2

regularities of the data in a way that can be used to synthesize
new examples that plausibly could have been drawn from the
original dataset.

We employ the CopulaGAN model [16] to generate 150
data points for each group of datasets having a particular
candidate model as the best model. This ensures that the
resulting dataset is not unbalanced. The CopulaGAN model is
a variation of the CTGAN model [30] which takes advantage of
the CDF-based transformation that the GaussianCopulas apply
to make the underlying CTGAN model task of learning the
data easier. We make use of different metrics to compare the
synthesized data and the original data. Seeing the results in
Table V, we can be assured of the quality of the synthetic
data.

TABLE V. METRICS FOR SYNTHETIC DATA EVALUATION

Kolmogorov–Smirnov Test Multiclass Decision Tree Classifier
0.69 0.59

The Kolmogorov-Smirnov test [31] is based on the max-
imum difference between an empirical and a hypothetical
cumulative distribution. The test concerns the agreement be-
tween the generated data and the original data. The Multiclass
Decision Tree Classifier test lets the generated data pass
through a decision tree generated on the original dataset. The
resulting accuracy of this test indicates the percentage of data
points that fall perfectly in accordance with the original data.

5) Meta-Model Details: We use a soft voting ensemble as
our meta-model. This means that we predict the class with the
largest summed probability from all the models that are part
of the ensemble. Our ensemble consists of five models, each
of which can perform a multiclass classification.

1) Multinomial Logistic Regression [32]
2) XGBClassifier [33]
3) C-Support Vector Classification following the One-

vs-Rest scheme [34]
4) Random Forest Classifier [35]
5) AdaBoost Classifier [36]

We then use the generated data to train the meta-model.
To see how the synthesized data improves the meta-model

performance, we train it on the original data, record the
accuracy, and then do the same on the synthetic data. As
expected, we get a low accuracy of 0.475 on training the meta-
model on a small dataset. This accuracy score is boosted to
0.7875 after using synthetic data, which consists of a lot more
data.

C. Using TextBrew for Model Prediction

In this section, we describe how the user would use
our proposed system and how the system makes use of the
meta-model we trained in the previous section. The user
passes a text classification dataset and an optional parameter:
allowed training time as input to the system. The parameter
allowed training time denotes the upper limit for the time the
user expects the trained model to be returned as an output.
This parameter helps users set a time limit for training the
model if they have a time constraint. The default value of this
parameter is set as 15 minutes in our experiments.

First, the dataset is passed through the same preprocessing
pipeline we created for the datasets used for training, which is
mentioned in the above sections. The preprocessing pipeline
helps to clean the data and eliminate inconsistencies. The
next step is to train Naive Bayes and ALBERT 2 models on
the preprocessed dataset. We considered Naive Bayes because
it is swift to train, as shown in Table IV. ALBERT 2 was
considered because it was the fastest to train out of the six
transformer models and could be used as a feature to predict
the best model. The output of these two models, plus the size
of the dataset, forms the feature space. These features are input
to the meta-model, which predicts the best-performing model.
The dataset given as input to the system is then trained on this
predicted model, and the time taken for training is monitored.
After training is completed, if the system has not exceeded
the allowed training time, then it trains the next best model
predicted on the same dataset. This continues until it exceeds
the allowed time. Finally, an ensemble of all these trained
models is created using a soft voting ensemble algorithm. The
prediction probabilities for all the class labels are summed up,
and the class label with the most considerable sum is selected
as the predicted class. This ensemble is returned as the output.
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IV. RESULTS

As mentioned in the previous section, we developed a
meta-model that correctly predicted the best model with an
accuracy of 78.75% on using CopulaGAN to synthesize data,
compared to 47.5% on using the original data. This is a strong
score given that the meta-dataset is generated using only 44
datasets because of the limited availability of open-source
datasets for text classification. Additionally, 95% of the time,
the first model predicted is among the top three models in
terms of accuracy. These numbers indicate that it is highly
likely that the best model will be part of the ensemble returned
by the system as it consists of the first few models predicted
to perform well by the meta-model.

We also present the results of the experiments that were
performed using different datasets and different existing Au-
toML solutions for text classification. FakeNews, Covid Tweets
Sentiment Analysis, and Cyberbullying Classification are the
datasets used. We compare our system with AutoKeras [13]
and AutoGluon [14]. In order to create an unbiased environ-
ment for all tests, we use Intel® Xeon® 2.00GHz CPU, Tesla
P100 16GB GPU, and 13 GB of free memory for our usage.

Fig. 3. Comparion of AutoML Systems, Including TextBrew (green),
AutoKeras (orange) and AutoGluon (yellow).

We can see from Fig. 3 that our system gives the best
accuracy on one dataset and a reasonable accuracy on the
rest compared to AutoKeras and AutoGluon. Given that this
is a prototype of our system and has only six candidate
models originating from three different transformer models,
i.e., BERT-base, XLNet, and ALBERT, the performance, as
seen in Fig. 3, is extremely promising. Increasing the number
of models described in the methodology section would lead to
much better performance.

V. DISCUSSION

Today, very few AutoML systems for the NLP task of
text classification exist that incorporate state-of-the-art deep
learning models. AutoGluon is one of the best-performing
AutoML models for text classification, as seen in Fig. 3,
and TextBrew follows closely behind. In fact, TextBrew beats
AutoGluon on one out of the three datasets with an accuracy
that is 16% higher. With access to more computing power, we
can incorporate more state-of-the-art deep learning models and
a more comprehensive range of hyperparameter options, which

will enable TextBrew to be competitive and could challenge
the best AutoML tools present today.

Moreover, TextBrew returns an ensemble of models that
would give the best results on the given dataset. The best
possible model out of the six selected models is found to be
in the top three with an accuracy of 95%, of which 78.75%
constitutes the situation where the first model predicted is
actually the best. These numbers convey that the probability
of the best candidate model being included in the ensemble
generated by the system is very high.

The workings of our system back up the suggestion that
automated machine learning does not have to be complicated to
give good results. This is because this system does not employ
any complicated methods or algorithms like genetic algorithms
as seen in [11], deep reinforcement learning as seen in [10] and
Bayesian optimization as visited in [12], [13]. The approach
here is to build a meta-dataset and train classical ML models,
which are used to predict the suitable transformer model.
Nevertheless, TextBrew performs competitively considering
the dataset’s size and the approach’s simplicity.

VI. CONCLUSION

This paper proposes TextBrew: an automated machine
learning system for text classification. As discussed in the
previous section, TextBrew suggests that AutoML systems
do not have to be highly complex to perform well. The
meta-model predicts the best possible model and suitable
hyperparameters while considering the user’s time constraint.
Our meta-model predicts one of the top three models 95% of
the time, with the best candidate model being predicted with
an accuracy of 78.75%. This means that it is highly likely
that the ensemble created by the system will include the best
models.

The final model returned to the user is an ensemble of all
the top candidate models that can be trained under the given
time constraint. As seen in the results section, considering the
low number of models in our system, TextBrew is promising,
and it backs the idea that automated machine learning is not
as complex as one would think.

VII. FUTURE WORK

For our future work, we aim to manually build and compile
a greater number of text classification datasets to train our
meta-model better. Additionally, we aim to access a more
powerful computing system to include a much larger number
of models and hyperparameter choices in our system.
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Abstract—Language Identification acts a first and necessary
step in building intelligent Natural Language Processing (NLP)
systems that handle code mixed data. There is a lot of work
around this problem, but there is still scope for improvement,
especially for local Indian languages. Also, earlier works mostly
concentrates on just accuracy of the model and neglects the
information like, whether they can be used on low resource
devices like mobiles and wearable devices like smart watches
with considerable latency. Here, this paper discusses about both
binary classification and multiclass classification using character
grams as the features. Considering total nine languages in this
classification which includes, eight code mixed Indian languages
with English (Hindi, Bengali, Kannada, Tamil, Telugu, Gujarati,
Marathi, Malayalam) and standard English. Binary classifier
discussed in this paper will classify Hinglish (Hindi when written
using English script is commonly known as Hinglish) from seven
other code-mixed Indian Languages with English and standard
English. Multiclass classifier will classify the previously mentioned
languages. Binary classifier gave an accuracy of 96% on the test
data and the size of the model was 1.4 MB and achieved an
accuracy of 87% with multiclass classifier on same test set with
model size of 3.6 MB.

Keywords—Character grams; code-mixed; deep learning; In-
dian languages; language identification; NLP; social media text

I. INTRODUCTION

In recent years, there has been a boom in the social media
usage, especially in India, because of deep penetration of
internet connectivity among people. There are close to half
a billion active social media users with a growth of 4.2%
every year [1]. Due to this rapid increase, people of various
demographics and ages have started to use social media and
in turn code mixed language has become more popular than
ever on social media. Usually, a local regional language is
mixed with English. Be it for hate speech detection on social
media or to generate auto reply suggestions to incoming text
message or any other NLP system that involves code mixed
data, requires language tagging as first step and will determine
the accuracy of the system as whole to a great extent. There
are many difficulties with language tagging. Even though large
amount of code-mixed language data is available to us as raw
data (tweets, posts, blogs, etc.) on social media, we don’t
have a readily available tagged data set suitable for supervised
learning [2]. Also, there are many dialects of same language,
and so there are different spellings and pronunciations of
the same word in code mixed context. Another important
difficultly is, if the data set is not diverse, then the supervised
language tagging model will suffer from over fitting [3]. This

paper aims in building code mixed Indian languages classifiers
that can run on low resource devices with little latency, so
that they can be used in real time applications like auto reply
systems.

The reason for choosing the previously mentioned nine
languages for classification is, 82% of Indian population speak
one of the nine languages as their first language [4]. Since
Hindi is spoken by 58% of Indian population [4], this article
also considers a binary classifier that distinguishes Hinglish
from other languages along with the multi class classifier.
Collected close to 120k sentences for all the nine languages to
create a separate train set and test set for training and testing
model respectively.

In this article presents Stacked Bi-LSTM network that uses
trigrams as features to classify Hinglish from other languages
and Ensemble CNN - Bi-LSTM with attention network with
both trigrams and quad grams as features for multiclass clas-
sification [5][6][7].

II. RELATED WORK

In recent years, lot of research on language identification
is done, which essentially is the first step in NLP systems,
although less work is done where it involves detection of
multiple Indian languages. Inumella Chaitanya et al. describe
how common word embeddings like Continuous Bag of Words
(CBOW) and Skip Grams models can be used to generate
embeddings that can be feed to common machine learning
models like support vector machine, Logistic Regression and
K-Nearest neighbors among other algorithms [8]. Anupam
Jamatia et al. in their paper describe about two models i.e.,
Bi-LSTM classifier and Conditional Random Fields (CRF)
classifier and suggest that Bi-LSTM classifier performs better.
Ramachandra Joshi and Raviraj Joshi describe about various
input representations like character, sub-word and word em-
beddings, for language identification task in their paper. They
also pass these representations as input to CNN and LSTM
based models. They indicate that sub-word representation
combined with LSTM model gives the best results [9].

Sourya Dipta Das et al. train multiple LSTM models
and create an ensemble model using stacking and threshold
technique which helping in increasing the accuracy of the
model instead of using a single model [10]. Neelakshi Sarma
et al. have developed a framework for language identification
which is capable of recognizing words that are borrowed from
other languages and used in multiple languages and predict
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the language. This framework also considers the context of
the sentence [11].

Monojit Choudhury et al. used both word embeddings
and character embeddings, then concatenated both of them to
predict the language [12]. Harsh Jhamtani et al describes a
method which combines word embeddings, character n-grams
and POS tagging to predict the language [13]. Shruti Rijhwani
et al presents a unsupervised model for language detection that
does not require any annotated data to train the model. It is
also capable of detecting large number of languages [14].

III. PROPOSED SOLUTION

This section discusses about the dataset creation, pre-
processing steps, embeddings generation and finally about the
classifiers i.e., binary and multiclass classifiers. In summary,
first a data set is created by collecting data from various
sources. Vocabulary or Embeddings are generated from the
data set, which will be used to encode the input before giving
it the model. All the steps are explained in detail, in following
sections and summary of the steps in very high level is shown
in Fig. 1.

Fig. 1. Summary of Steps of Proposed Solution.

A. Dataset

There was no readily available dataset for the previously
mentioned nine languages. Had to create one by collecting
data from multiple sources like reddit, Facebook posts, twitter
tweets, WhatsApp chats and blogs. English language sentences
are easy to collect but it is difficult to find and collect other
Indian local languages code mixed with English. Data for
Indian languages code mixed with English, was collected by
scrapping from dedicated subreddit topics and twitter tweets.
Also, used Google translate API, where we provide a English
sentence as input to translate function of the API and set the
destination language to any one of the Indian languages [15].
The translate function returns an object that has a pronuncia-
tion attribute. This pronunciation is a close approximation of
Indian language sentences written in English script. In addition
to this, after collecting the data, some irregularities to the
spellings were introduced in the data set, so that the model
does not suffer from overfitting problem. In total, the dataset
consists of little above 100k sentences and the test set consists
of about 13k sentences. The test data consists mostly of real
world data and the approximation data generated from google
translate API is not included. The distribution of train set and
test set is shown in Table I and Table II, respectively.

B. Pre-Processing

These common preprocessing steps are applied to all the
sentences in dataset and also to the input sentence given to

TABLE I. TRAIN SET

Languages Number of Sentences
Hinglish 26804
Bengali 11570
Kannada 11148

Tamil 11115
English 11069
Gujarati 11032
Telugu 9231
Marthi 8166

Malayalam 6836
Total 106971

the trained model to predict. Removed the components of the
sentences that don’t help us in identifying the language. Digits,
punctuation marks, extra whitespaces, HTML tags and emojis
are removed.

Apart from these common preprocessing steps, irregular-
ities to spellings of Indian languages is introduced into only
train set. This is because, Indian language words when written
in English script can have different spellings. For instance,
the word “why” in Telugu language is spelled as “enduku” or
“yenduku”, when written in English script. Similarly, “where”
in Kannada language is spelled as “ellige” or “yellige”. So,
introduced these extra letter in some cases into train set so that
the model generalizes well and does not suffer from overfitting
problem. The summary of preprocessing steps are shown in
Fig. 2.

Fig. 2. Summary of Pre-Processing Steps.
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TABLE II. TEST SET

Languages Number of Sentences
Hinglish 2496
Bengali 689
Kannada 1338

Tamil 1554
English 3226
Gujarati 262
Telugu 1599
Marthi 1942

Malayalam 442
Total 13548

C. Vocabulary/Embeddings Generation

Generated trigrams and quadgrams using all the sentences
from the dataset and stored these character grams in form of
a dictionary, where the character gram string is the key and
a unique integer starting from 1 as the value for the key. So,
each character gram is unique identified by an integer. Zero (0)
is used to indicate out of vocabulary (OOV) character grams.
Only top 20k (in terms of number times it appears in dataset)
trigrams and quadgrams are selected. We are limiting the size
of the embeddings to limit the size of the model, keeping
in mind that we need models that can run on-device with
as little resource utilization as possible. Separate dictionaries
are created for trigrams and quadgrams. Trigrams are used
as embeddings in binary classifier and both trigrams and
quadgrams are used in case of multiclass classifier. These
dictionaries are stored as csv files.

The process of encoding the input that must be given
to the model, using the vocabulary dictionaries generated
is described next. For instance, lets consider the following
trigram vocabulary dictionary and input sentence in English as
shown in Fig. 3. The input sentence is then split into trigrams
and each of these trigrams are searched in the vocabulary
dictionary. If there is a match, then value associated with the
trigram in the dictionary is used for encoding. If the trigram
match is not found, then it is a case of out of vocabulary
(OOV) and 0 is used to encode such trigrams. Same is done
when quadgrams are used as features.

D. Binary Classifier

After following the preprocessing steps, the sentences in
the train set are encoded using the earlier generated embed-
dings. Each sentence encoded is padded to have a size of 50.
The first layer of the model is Embedding layer with vocab
size of 20k, as previously mentioned and with both the input
and output dimensions to be 50. The activation function for
this layer was relu. The embedding layer is followed by a
dropout layer (rate = 0.5). This followed by stacked Bi-LSTM
layers with output dimensionality of 32 and 16. Stacking the
Bi-LSTM layers, helped in boosting the accuracy of the model.
This is followed by a dense layer with output dimensionality
of 8 followed by drop out layer (rate = 0.5). Last is the output
layer with sigmoid as the activation function. The summary of
the model is shown in Fig. 4. The entire model was compiled
with adam as optimization function and binary cross-entropy

Fig. 3. Steps to Encode Input.

as loss. The number of epochs was set to 3 and batch size was
set to 64.

The trained model is then saved as a TensorFlow Lite
(tflite) model in order to compress the size and decrease the
latency of the model [16], without losing much on accuracy
and tflite models are easier to use on low resource devices like
mobiles or even embedded devices. The tflite model size came
to be 1.4 MB. The coming sections discuss about the accuracy
and performance of the model in detail.

E. Multiclass Classifier

The preprocessing and encoding steps are same as for
binary classifier, except both trigrams and quadgrams are
used. Siamese neutral networks are used, whose output is
concatenated and given to a dense network to form a ensemble
model [17][18]. Built two models, with trigrams as features for
one and quadgrams as features for the other, then concatenated
the outputs and feed it to a deep network as shown in Fig. 5.
After the embedding layer we use Conv1D layers with varying
kernel sizes (here 3, 4 and 5) with relu as activation function
and followed spatial dropout (rate = 0.2) and max pooling cells.
Using filters of various sizes, dropout and max pooling cells
helped reduce overfitting and variance largely. This is followed
by Bi-LSTM stack with attention with 32 and 16 sizes orderly.
The output from two identical networks using different features
was combined by a concatenate layer followed by two dense
layers of 16 and 9 orderly as shown. The entire model was
compiled with adam as optimization function and categorical
cross-entropy as loss. The number of epochs was set to 3
and batch size was set to 64. Even the multiclass classifier
is stored as a tflite model and the size comes to 3.6 MB. The
accuracy and performance of the model is discussed in the
coming sections.
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TABLE III. MODELS PERFORMANCE SUMMARY

Models Accuracy F1-score Model Size Latency Peak RAM Usage
Binary Classifier 96% 0.96 1.4MB 8-10ms 4.7MB

Multiclass Classifier 87% 0.88 3.6MB 30-35ms 8.3MB

Fig. 4. Binary Classifier Model Summary.

IV. EXPERIMENTAL RESULTS

The parameters on which the models was judged are
accuracy, f1-score, size, latency and the peak RAM usage by
the model. The test set described earlier is used to measure
the performance of the model. A c++ program was written to
perform the earlier discussed preprocessing steps on the input
which is to be given to trained model and to load the saved
tflite model and predict the output. The reason for writing c++
code to estimate the performance of the models rather than
python was, c++ code runs faster than python [19].

The latency of the model was estimated by recording the
time (say t1) when the input is given for preprecessing and
again recording the time (say t2) when model predicts the
output. The latency is calculated as difference of t2 and t1.
So, this latency also includes the time taken for preprocessing
steps as well. The now() function of high resolution clock
class as part of chrono c++ header was used to record time
t1 and t2 [20]. The range of latency of both the models is
recorded in Table III.

TABLE IV. BINARY CLASSIFIER PERFORMANCE FOR EACH CLASS

Languages Precision Recall F1-score
Hinglish 0.95 0.96 0.95

Other Languages 0.98 0.97 0.97

TABLE V. MULTICLASS CLASSIFIER PERFORMANCE FOR EACH CLASS

Languages Precision Recall F1-score
Hinglish 0.92 0.96 0.94
Bengali 0.84 0.98 0.90
Kannada 0.83 0.86 0.85

Tamil 0.87 0.82 0.84
English 0.90 0.90 0.90
Gujarati 0.75 0.62 0.69
Telugu 0.86 0.88 0.87
Marthi 0.98 0.98 0.98

Malayalam 0.67 0.48 0.59

The peak RAM usage was estimated using massif tool,
which is heap profiler [21]. Massif comes as part of valgrind,
which is collection of tools for memory profiling. The peak
usage for both the models is recorded in Table III.

The same vocabulary dictionaries saved as csv files earlier
are used to encode the test input sentences given to the trained
models to predict the output. The predicted labels given by the
trained model is stored and compared with the actual labels,
then the classification report is generated based on it. The
classification report for both binary classifier and multiclass
classifier generated using classification report part of scikit-
learn package [22] and is reported in Table IV and Table V,
respectively.

V. ANALYSIS

The binary classifier performs well on most kinds of data.
The only drawback observed was, when the input sentence is
very short and mostly filled with English, then it misclassifies
Hinglish as English. For instance, “Relatives aya” (which
means “Relatives came” in English) is classified as English
sentence instead Hinglish. This is because the sentence is very
short and has only a three letter Hindi word as part of it and the
model finds it difficult to predict the correct label. Similarly,
“Ek spoon” (which means one spoon) is also misclassified as
English.

The multiclass classifier does well on most languages,
except Malayalam and Gujarati. The F1-scores for Malayalam
and Gujarati classes are 0.59 and 0.69 respectively, which is
way less compared to other classes as seen from Table V. These
classes also pull down the overall accuracy of the multiclass
classifier. The main reason for this is because Malayalam
language is very closely related to Tamil Language. Out of 442
Malayalam sentences in the test set, 190 of are missclassified
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Fig. 5. Multiclass Classifier Model Summary.

as Tamil. These two languages are spoken by people of adja-
cent states of South India, and the root words of both languages
are very similar. For instance, “come home” in Malayalam
is “Vittir varu” and in Tamil is “Vittirku va”. The encoded
sequences of these two sentences using trigrams or quadgrams
will be very close. This is the reason the model confuses for
Malayalam sentences and classifies them as Tamil sentences.
The same reason goes for Gujarati language class, where
Gujarati language is very closely related to Hindi and encoded
sequences are also close and the model misclassifes. Out of
262 Gujarati sentences in the test set, 70 are misclassified as

Hinglish.

VI. CONCLUSION AND FUTURE WORK

The binary classifier performs really on diverse data and
generalizes well, expect for really small sentences. The multi-
class classifier performs well on seven out of nine languages.
With model sizes of 1.4 MB and 3.6 MB for binary classifier
and multiclass classifier, these models can used on any low
resource devices like smart watches, mobiles or any embedded
system where memory and RAM consumption are a constraint.
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The future work would be to collect more real world data
to train, in place of approximate data generated using Google
translate API. Also, the vocabulary size was restricted to limit
the resource usage on the device. So, if the models are run
on powerful devices, then the vocabulary dictionaries can be
further extended further and models can be retrained with
the extended vocabulary and check if there is any effect on
accuracy of the models. Also, the embedding layer size and
the number of hidden layers of the neural network can be
increased to increase the accuracy the model.
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Abstract—During emergency operations in Disaster Manage-
ment System (DMS) for natural and man-made disasters, any
breakdown in the existing information and communication tech-
nology will affect the aspect of effectiveness and efficiency on an
emergency response task. For Vehicular Ad-hoc Sensor Network
(VASNET), the limitation in terms of infrastructure that consists
of RSU (Roadside Sensor Unit) may partially or fully destroy
the post-disaster scenario. As such, performance degradation of
VASNET affects the network infrastructure on high packet loss,
delay, and produce a huge amount of energy consumption in
DMS. Thus, modification of VASNET and integrate with Internet
of Thing (IoT) technology is a must to improve and solving the
current problem on VASNET technology. Therefore, the main
objective of this study was to investigate the performance of the
proposed modified VASNET framework integrated with IoT at
DMS in terms of energy consumption and packet loss. A suggested
node in the proposed framework was introduced to implement
low data rate and high data rate in evaluating the proposed
framework using LTE and LTE-A transmission protocol. It was
found that LTE-A contributes more energy by 25.33 (mJ/Byte)
compared to LTE on 20 (mJ/Byte) on a high data rate. On the
other hand, in terms of low data rate, LTE-A influences the
most on the proposed framework by recording 19.82(mJ/Byte),
LTE only 19.33 (mJ/Byte). For packet loss, LTE shows a high
packet loss rate by contributing 11.39% compared to LTE-A,
which is 8.0% in terms of low data rate, and 14.80% compared
to LTE-A, only 11.97% for high data rate. Consequently, LTE-A
on high data rate contributes more energy consumption and LTE
in packet loss on same data rate.

Keywords—Energy consumption; packet loss; LTE-A; VASNET;
IoT

I. INTRODUCTION

With the rapid growth of smart devices in Internet of Thing
(IoT) technology is estimated that in 2025, the total quantity
of smart devices could rise to 1.56 billion globally [1]. As
such, research interest on wireless networking communication
has focused on reducing energy consumption by applying var-
ious methods.Moreover, energy dissipation could pollute our
environment caused by electronic devices becoming unhealthy
and significant impact on our daily lives.

In connection with this, various natural disasters like land-
slides, volcanoes and earthquakes may rise from year to year
affecting millions of innocent human life [2]. To cope with
this problem, research work was done on existing Disaster
Management System (DMS) to integrate different types of
wireless network technologies to be more efficient. Therefore,
the integration of VASNET and IoT in DMS is introduced in

this research. The interface plays the leading role in linking
both VASNET and IoT in the DMS [2]. The modification
of Vehicular Ad-hoc Sensor Network (VASNET) is hugely
challenging in terms of protocol that used to be compatible
with current IoT technologies. The modified sensor node from
VASNET should be equipped with sensing, processing and
transmitting the data [3] concerning Base Station (BS) in Bi-
directional mode. Furthermore, the data dissemination must
cover a large geographical region [4]. The sensor nodes on dis-
aster areas can capture data in the cluster environment from the
tracked region, manipulate data and broadcast to main nodes
with more collection points called Gateway, actively using the
interface for further data analysis or tracking location [5].

One of the critical resources in sensor nodes that affect the
performance and reliability of DMS is the energy supplied [4].
The primary role of power was providing the necessary energy
to achieve the mission of sensor nodes typically [6]. A proper
energy reduction potentially prolonged the DMS system in
terms of stability and lifetime [3]. This enables the Emer-
gency Response Team to save more human life as much as
possible [2].

Consequently, energy-saving becomes essential when sen-
sor nodes are powered by their restricted battery. Sensors
spread over a large area or in a harsh or hostile area such
as volcanos or even deep-sea when battery power is depleted.
It could be difficult or uncomfortable to exchange or recharge
the battery [7].

The leading cause of sensor node’s energy waste is the
radio system [4]. For that reason, several concepts and strate-
gies has been emphasized on power saving in reducing the
data sending like scheduling, aggregation, routing and cluster-
ing [8]. Generally, when selecting different types of wireless
network technologies linking with DMS, a few considerations
we need to take into account on the particular application like
power consumption and maximum distance range [9].

Overall, this research work greatly benefits the community
in terms of minimizing human life as much as possible that
contributes to DMS, which is listed below.

• Multichannel

• Network Establishing and Channel Formation

• Interface

Therefore, the principles and structure of this research
work are to identify the method proposed in DMS with
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modifying VASNET on IoT technologies that determine by
using energy consumption and packet loss. This paper was
structured as follows: the main challenges on VASNET and
IoT are discussed in Section II, related works in Section III,
proposed framework in Section IV, performance evaluation and
method in Section V, result and discussion in Section VI and
conclusion in Section VII.

II. CHALLENGES ON VASNET AND IOT

There are challenges that cannot be avoided in any wireless
network. The primary challenges and limitations in which
it could affect the performance in the wireless network are
discussed below [3], [10].

1) Security
• Varies method has their strengths and weak-

nesses and none of them provide the best
solution on it. For instance, vehicle-to-vehicle
(V2V) focuses on several attributes including
authenticity, authority, integrity with confiden-
tiality. Different V2V applications such as e-
health systems and smart metering may have
various privacy requirements which need to
be taken into account during the initial stage
of system design [11].

2) Mobility
• High mobility of VASNET for vehicles to

move randomly compared to other wire-
less network infrastructures. Which may con-
tribute a redundant data collected to nearby
RSS (Road Side Station) or BS (Base Station).

3) Power limitation
• In VASNET, power constraint is one of the

most important challenges in which it shad-
owed all other aspects like routing, fusion, and
the massive battery carried by the device. For
instance, car batteries.

4) Devices challenges
• In the same network, it may be equipped

with various types of protocol capabilities on
different sensors or devices. For instance, a
vehicle system is a critical challenge espe-
cially in a tracking system as the node is
movable [6].

5) Big Data
• A huge amount of data may produce con-

flicting meanings(vagueness), which requires
checking for quality and value. Multiple de-
ployments on similar sensors increase data
accuracy. However, it could experience extra
noise data [12].

6) Other Challenges
• Several challenges also impact the design

of wireless network sensors. For instance, a
group of sensor nodes moves into a particu-
lar portable robot or various automobiles. It
would result in any sensor network topology
constantly being altered in which request of
changes is repetitive. Some needs for MAC

(Media Access Control) for density modifica-
tion, routing on neighbour lists modification
with data gathering.

III. RELATED WORKS

The main objective of this review is to thoroughly examine
the published works of literature that extend the sensor network
regardless of the existing DMS system with VASNET modifi-
cation in various applications and IoT. It shows a relationship
in any sensor work in multiple methods related to this research
field. There is limited research involving different types of
wireless technologies to be executed in any state-of-art system,
which will become very demanding in the future research area.

Below is the discussion of previous works done in any
technique, algorithm and method related to the energy con-
sumption in the IoT network field and wireless network.

Energy Harvesting system is introduced in the works of
the author [3], in which a clustering algorithm was applied on
sensor nodes to form a cluster with Cluster Head (CH). This
CH was equipped with an external energy source to supply
power to prolong the CH in terms of network efficiency. CH
transmit and receive a signal link with BS to enable network
communication between the sensor nodes in a particular area.
However, this method was restricted when the node movement
was dynamic and randomly caused frequent re-clustering and
affected the energy supply to be depleted to a certain level.

Another well-known clustering base protocol is Low-
Energy Adaptive Clustering Hierarchy (LEACH) in author
work [13], has been discussed. In this LEACH, the sensor
nodes were organised into the cluster, with each cluster are
randomly selected. The weak point of this LEACH is that CH
was experienced less residual energy on selected CH, which
would result in inactive mode quickly. As such, the whole
cluster would fall into a non-functional mode and reduce the
effectiveness of this LEACH clustering protocol.

To reduce energy consumption on wireless networking for
IoT, the author [4] proposed a data reduction method that
works on Gateway of network level. It operates on a group
of data received by identifying and removing the redundant
data set that undergoes a classification process. The author
suggested a clustering candidate set to verify a similarity
among the members. The data sets after clustering candidate
sets were able to transmit through Gateway with minimum
energy consumption. To some extent, this research work may
have risks when the same valuable data sets have been removed
and time-consuming while facing many sensor nodes.

The compression algorithm applied from one data form
of sensor node was installed in a wireless sensor network in
an underground tunnel in terms of spatial-temporal data has
been explored by the author [14]. The proposed algorithm
effectively operates on temporal and spatial characteristics
for the sensor’s data. The data recovery method was nearly
approximate to an initial data node. This algorithm served
a high complexity for data compression and, therefore, was
difficult to be considered on the limited resources node practice
in IoT networks.

The idea of the Prefix-Frequency Filtering (PFF) technique
was proposed by the author [15]. This technique is divided
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into two phases; the sensor phase to utilize the local data
processing and the aggregate stage for PFF with Jaccord Simi-
larity mechanism that can consolidate data similar from nearby
sensor nodes. However, this technique was not competitive in
reducing redundant data before broadcasting to the BS.

Implementation of decentralized hierarchical clustering is
proposed to avoid the redundant control message transmitted
from sensor nodes to BS done by the author in [10]. The
formation of sensor nodes clusters with a criterion of intra-
cluster among sensor nodes and CH being selected according
to the shortest distance between sensor nodes and BS. CH
was revalidated each time on sensor nodes remaining energy.
Thus, it identified energy depletion and overloading on any par-
ticular sensor nodes. But when operating in multiple criteria,
this algorithm works in performance-less that includes heavy
computational complexity in the data transferring process.

The author introduced an Adaptive Lossless Data Compres-
sion (ALDC) algorithm in [16] for wireless sensor networks.
It incorporates several coding to achieve lossless compression
alternatively. This method permits the adjustment of com-
pression dynamically to the changeable source. It comprises
blocks, and each block implements the optimal compression
method. However, this method increases the time complexity
and is not suitable to apply on the gateway.

IV. PROPOSED FRAMEWORK

In order to justify the reason to conduct this research
work. The current VASNET and IoT framework underwent
a study to identify the problem and limitations. RSU (Road
Side Unit) linking with a gateway for VASNET networking
is a disadvantage during disaster or catastrophe occur. RSU
may partially or fully destroy during the impact of the dis-
aster, especially by tsunamis and landslides. Communication
breakdown in the affected area can cause survivors trapped
inside the vehicle to face difficulty to be rescued by ERT
members. High node density of vehicles in one area and
shorten communication range can be a reason or problem
for the existing VASNET framework. Packet congestion or
high traffic on VASNET degrade the performance of data
transmission and retrieve data that might be experienced by
ERT members. On the other hand for the IoT framework.
It will be costly to equip a device which able to sustain
an extreme situation in high temperature and high-pressure
environment, regardless of communication range or protocol.
High maintenance of IoT networking is one of the main
reasons, why IoT is not suitable to be implemented on existing
DMS. It involves a large area, for instance, the metropolitan
city which causes a million of financial support that not all the
country can handle like the third-world country. As a result
of this, modification of VASNET is a must to overcome the
short-distance communication coverage and reduce network
congestion by using IoT technology. IoT can suit this VASNET
to implement point-to-point network connection to cost down
current IoT infrastructure. As such, this research aims to
combine and modify both VASNET and IoT to become more
stable and reliable to apply to DMS systems. Consequently,
the interface is introduced in this research study, which is
a medium to link different protocols on VASNET and IoT
through varying artificial intelligent devices like smartphones
and smart switches through the algorithm proposed.
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Fig. 1. Proposed Hybrid Framework.

The most complex and challenging part is integrating
two different network topologies into a DMS system that
enhances performance in terms of stability and reliability.
The interface becomes the key that enables VASNET and
IoT to communicate simultaneously. Thus, execution of both
wireless networking potentially generates an unwanted energy
dissipation which causes degradation of hybrid network per-
formance. To solve this problem, the transmission medium and
modulation module becomes crucial as the purpose is to reduce
energy consumption as minimum as possible. Therefore, the
proposed framework depicted in Fig. 1 illustrated this hybrid
model implemented on the DMS system.

It can be observed from the diagram in Fig. 1, existing
VASNET has to be modified by introducing an interface with
Channel Assignment and Network Establishing algorithms.
Those algorithms have been implemented by applying Markov
Chains and LTE with LTE-A to configure a nearby node in a
post-disaster scenario. Markov Chains potentially locate the
latest state of survivor that depends on the existing state espe-
cially in heavy floods and volcano disasters, making the move-
ment of humans trapped in random mode in any emergency.
Therefore, Markov Chains implementation can connect and
link all nodes (Survivor) in a certain disaster area. Furthermore,
LTE and LTE-A are suggested as a communication protocols
with less latency and coverage area up to 5km. With this,
it enables the Emergency Respond Team (ERT) to connect
with survivors without any barriers in terms of communication.
This algorithm plays an important role to integrate with
IoT structure and the idea of channel interface and structure
architecture on interface able to link both VASNET and IoT
together. The objective of this interface is designed for a
multichannel or multimode approach. It permits the system
to detect and identify as many victim locations (node) in the
short and medium range.

This interface connects the VASNET and IoT architecture
on particular Long Term Evolution (LTE) for Downlink and
Uplink medium to optimize the communication flow. The
LTE architecture in IoT can handle multi-node that result in
shortened latencies in terms of signal control [17]. Moreover,
IoT network architecture is upgraded to add in suggested
Database in Cloud environment to the IoT architecture due
with Platform as a Service (PaaS) and Infrastructure as a
Service (IaaS) level. The advantage of IoT in the Multi-node
approach is that it works on OFDMA in Downlink and SC-
FDMA on Uplink, which is the main critical point on Down-
link. It could contribute more energy when ERT (Emergency
Response Team) communicates with various victims to locate
the victim more accurately. OFDMA has the characteristics
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of separating the data into several narrowband subcarriers to
improve the bandwidth [17] during emergency periods.

The hybrid architecture would be connected to existing
DMS to enhance the DMS performance in which the DMS
system should equip with the coordination framework. This co-
ordination framework is explored to suit the hybrid framework
that can receive valuable data or information in a real-time
situation during an emergency. Strategy Action Plan and Macro
Task Scheduling is the idea to optimum the DMS system
performance link with this hybrid framework, and capable to
strategy the rescue plan effectively to rescue innocent people
during disaster or catastrophe occurs.

V. PERFORMANCE EVALUATION METHOD

To examine the performance of a hybrid framework in
terms of stability and reliability. The energy consumption on
BS in this hybrid framework will be determined as this is the
most essential and significant part. As a result, the parameter
of energy consumption and packet loss at BS will undergo
testing, and all the evaluation methods or steps are elaborated
on below.

TxBB Switchable ChannelTxRFDAC

Supply

RxBB ADC RxRF Fixed Channel

AntennaData
received

Data
transmit

RRx SRx

STxRTx BW

BW

pRxRFpADCpRxBB

pDAC pTxRFpTxBB

Fig. 2. The Energy Consumption Model.

Fig. 2 depicts the power consumption model node consist-
ing of power level (s), transmit Tx and receiver Rx, Base Band
(BB), Bandwidth (BW) and radio frequency Tx and Rx. Where
P is classified as total power consumption in idle and connected
mode, RxRF and TxRF in RF part on Rx and Tx chains are
consumption on each other. RxBB and TxBB are consumed on
BB parts, and 2CW is increased while two codewords (CW)
are in the downlink. For parameters on PRx, PTx and PRx+Tx

are on idle, receive, transmit, and use 2CW. The Rx and Tx

power level is considered S and Rx, and Txx is the R data
rate individually.

Each respective node was set to 50mW with low power
consumption to obey LTE-A characteristics. Each packet con-
verted was divided into power settings concerning the base
station to gather each node’s energy consumption.

n∑
i=1

PT = midle(i→n)Pidle(i→n) +midle(i→n){Pcon +mTx

·mRx · PTx+Rx +mRx[PRx + PRxRF (SRx)+

PRxBB(RRx) +m2cw · P2cw]·
mTx[PTx + PTxRF + PTxBBRTx]}w (1)

n∑
i=1

PT =

∑n
i=1 Joule

Seconds
(2)

n∑
i=1

Joule =

n∑
i=1

PT × Second(s) (3)

n∑
i=1

EnergyConsumption(Average) =

∑n
i=1 Joule

Byte

=

∑n
i=1(Pt × Second(s))

Byte
(4)

We apply LTE on the same hybrid framework to compare
the LTE-A energy consumption.

VI. RESULT AND DISCUSSION

We consider downlink as principles measurement for en-
ergy consumption as it is the most significant to contribute
energy consumed on network access that can evaluate energy
efficiency [18]. Furthermore, low and high data rates have also
been used to determine the proposed framework in parameter
CQI (Channel Quality Indication), which is CQI=2 (low) and
CQI =7 (high). Below is the tabular form and graphical form
of this experiment result obtained.

TABLE I. ENERGY CONSUMPTION FOR LOW DATA RATE ON 500M FOR
15S

Node LTE LTE-A

20 25.00 10.00
40 64.00 60.00
60 75.00 71.43
80 80.00 77.78

100 83.33 79.82

TABLE II. ENERGY CONSUMPTION FOR HIGH DATA RATE ON 500M FOR
15S

Node LTE LTE-A

20 50.00 33.33
40 75.00 66.67
60 85.00 80.00
80 90.00 87.00

100 95.00 92.00

Table I and II show the result for low data rate (CQI=2)
and high data rate (CQI=7) on 500m and 15s.

Fig. 3 shows energy consumption for low data rate (CQI=2)
and high data rate (CQI=7) for LTE and LTE-A with 500m
range.
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Fig. 3. Energy Consumption Result for 500m on 15s for High Data Rate
(CQI=7)and Low Data Rate (CQI=2).

As presented in Fig. 3, the most effective increasing
rate was at node 40 group that was showing high data rate
for LTE contributes 25 (mJ/Byte), LTE-A 33.34 (mJ/Byte).
LTE contributes 39 (mJ/Byte) for low data rates and LTE-
A 50 (mJ/Byte). On node 40 onward, all LTE and LTE-
A gradually increase, reaching LTE as 20 (mJ/Byte) for a
high data rate, LTE-A 25.33 (mJ/Byte), respectively. LTE
was 19.33 (mJ/Byte) and LTE-A for 19.82 (mJ/Byte) on low
data rate. This is because network formation and channel
establishment executed at an initial stage establish a connection
among central stations with all the nodes nearby. Besides that,
the high mobility of nodes could contribute to the amount
of energy consumption as packet loss happens concurrently.
Retransmission of packet needs more energy, and it keeps
increasing with the condition of the number of nodes in
increasing trend and various pattern change also increase
simultaneously. Consequently, the channel quality reflected the
amount of energy dissipation and consumed more on high data
rate compared to the low data rate.

TABLE III. PACKET LOSS FOR LOW DATA RATE ON 300M

Node LTE LTE-A

20 8.87E-03 8.74E-03
40 9.58E-03 9.50E-03
60 9.88E-03 9.80E-03
80 9.89E-03 9.85E-03
100 9.96E-03 9.90E-03

TABLE IV. PACKET LOSS FOR HIGH DATA RATE ON 300M

Node LTE LTE-A

20 8.87E-03 8.87E-03
40 9.42E-03 9.42E-03
60 9.90E-03 9.73E-03
80 1.00E-02 9.83E-03
100 1.02E-02 9.94E-03

Table III and IV show the experiment results for packet
loss for LTE and LTE-A for high data rate (CQI=7) and low
data rate (CQI=2).

Fig. 4 and 5 show the tremendous packet loss increase
fell into node 40 group for low data rate on LTE 11.39% and
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Fig. 4. LTE-A and LTE Packet Loss for 300m (CQI=2).

8.50E-03

9.00E-03

9.50E-03

1.00E-02

1.05E-02

1.10E-02

1.15E-02

 20  40  60  80  100

Pa
ck

et
 lo

ss
 (

%
)

Node

Packet loss -300m (CQI=7) LTE
CI=95% 300m (CQI=7) LTE

Packet loss -300m (CQI=7) LTE-A
CI=95% 300m (CQI=7) LTE-A

Fig. 5. LTE-A and LTE Packet Loss for 300m (CQI=7).

LTE-A 8.0%. On the other hand, the high data rate presented
14.80% for LTE and 11.97% for LTE-A. Generally, LTE-A
improved compared to LTE by about 19.12% for the 300m
range.

The packet loss rate gradually increased for both LTE and
LTE-A due to the random movement for the 300m range.
High-speed mobility can cause the packet transmitted to lose
its path because the transition node or relay is out of the
network coverage as the central station has to reschedule and
retransmit to any particular destination node. Therefore, the
existing network has to reform with the neighbour’s node
to create a new channel and coverage. Instead, a high data
rate (CQI=7) experienced a massive amount of energy needed
to broadcast the packet in the node-by-node primary. It will
produce a lot of energy consumption directly to the network
coverage.

VII. CONCLUSION

In this research work, the modification of VASNET in-
tegrated with IoT on DMS was successfully evaluated using
low and high data rates. It was able to investigate the effect of
stability and reliability by parameters applied to the proposed
framework by using energy consumption with packet loss rate.

The result presented a high data rate showing significant
influence with more energy on LTE-A as 25.33 (mJ/Byte)
compared to LTE 20 (mJ/Byte). At low data rate, LTE-A
also gives ultimate contribution by 19.82 (mJ/Byte) higher
than LTE with 19.33 (mJ/Byte). The works of packet loss
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determined that LTE contributed 11.39% higher than LTE-A on
8.0% for low data rate, and high data rate, LTE is also higher
than LTE-A with 14.80% and 11.97%, respectively. Overall,
it can be concluded that a high with low data rate on energy
consumption parameter, LTE-A significantly impacts proposed
framework performance. However, LTE on high and low data
rate was higher in terms of packet loss parameter.

Therefore, for further work, 5G is suggested to evaluate
the proposed framework in energy consumption measurement
and packet loss.
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Abstract—Social media platforms generate a huge amount
of data every day. However, liberty of speech through these
networks could easily help in spreading hatred. Hate speech is
a severe concern endangering the cohesion and structure of civil
societies. With the increase in hate and sarcasm among the people
who contact others over the internet in this era, there is a dire
need for utilizing artificial intelligence (AI) technology innovation
that would face this problem. The rampant spread of hate can
dangerously break society and severely damage marginalized
people or groups. Thus, the identification of hate speech is
essential and becoming more challenging, where the recognition
of hate speech on time is crucial in stopping its dissemination. The
capacity of the Arabic morphology and the scarcity of resources
for the Arabic language makes the task of distinguishing hate
speech even more demanding. For fast identification of Arabic
hate speech in social network comments, this work presents a
comprehensive framework with eight machine learning (ML) and
deep learning (DL) algorithms, namely Gradient Boosting (GB),
K-Nearest Neighbor (K-NN), Logistic Regression (LR), Naive
Bayes (NB), Passive Aggressive Classifier (PAC), Support Vector
Machine (SVM), Ara-BERT, and BERT-AJGT are implemented.
Two representation techniques have been used in the proposed
framework in order to extract features: a bag of words followed
by BERT-based context text representations. Based on the result
and discussion part, context text representation techniques with
Ara-BERT and BERT-AJGT outperform all other ML models
and related work with accuracy equal to 79% for both models.

Keywords—Machine learning; Arabic language; hatred detec-
tion; social network; classification algorithm

I. INTRODUCTION

Low-resource languages, e.g., Arabic, Hindi, and Urdu,
do not have a considerable amount of data for training and
building conversational Artificial Intelligence (AI) systems.
The Arabic language is the authorized language for 22 Ara-
bic countries with roughly more than 422 million aboriginal
speakers [1]. Additionally, it is a religious language spoken
by more than 1.5 billion Muslims. There are three main types
of it: i) Classical Arabic which is the language of the Holy
Quran, ii) Modern Standard Arabic (MSA) which is used by
academia, and iii) Dialectical Arabic which differs between
regions since it is used for daily life networking [2]. Thus, the
Arabic language, with a large number of speakers worldwide,
is challenging task when we work with AI systems. Moreover,
the Arabic language is identified as the 4th in the usage on

the internet [3]. However, the sophistication of the Arabic
language makes the automatic identification of Arabic hate
speech a complex task. Dialectal Arabic doesn’t have formal
grammar or spelling regulations. Moreover, spelled words can
have different importance based on various dialects, which
augments the vagueness of the language [4].

Sociable applications, e.g., Facebook, YouTube, and Twit-
ter, are generating an extensive quantity of data which is
considered a valuable goldmine for researchers. Social media-
generated data helps in recognizing unlawful behavior, restrict-
ing potential hurt, and maintaining residents safe [2]. Some
users utilize the wild adoption of online social networks to
spread radical and biased statements that diffuse hate speech.
Sentiment analysis (SA), i.e., opinion mining, analyses indi-
viduals’ thoughts, attitudes, emotions, and opinions towards an
entity, e.g., person, object, or service. The SA is implemented
at various levels of granularity [5]: i) document-level: each
text fragment is considered as a component with an opinion
towards a single object. It aims to categorize a review as
positive, negative, or neutral, ii) sentence-level: aims to extract
opinions for a smaller text which is more challenging than SA
for a document, and iii) aspect-level: determines the major
features of a belief while focusing on aspect extracting and
feeling categorization of aspects. The approaches of semantic
analysis could be supervised, unsupervised, or hybrid. For un-
supervised methods, numerous sentiment phrases are required
to reveal the semantic orientation of texts. Thus, lexicon-
based approaches are used. However, supervised techniques
rely mostly on utilizing data mining tools to build a learning
algorithm on a collection of tagged information. A prime
application of SA is hate speech detection through online social
network [6].

Hate speech is any class of inappropriate language, e.g.,
insults, slurs, threats, encouraging violence, and impolite lan-
guage, that targets individuals or groups based on typical
attributes such as nationality, religion, ideology, disability,
social class, or gender. Hate speech includes racism, misogyny,
religious discrimination, and abusive speech. Racism implies
hate speech that attacks people based on their skin color, race,
origin, class, or nationality [7]. Misogyny is the hate speech
that targets females, i.e., women or girls [8]. Religious bias is
hatred vocabulary towards somebody based on their beliefs,
faiths, practices, or even the deficiency of religious faiths.
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The abusive speech represents disrespectful, rude, or criticizing
speech to hurt or deliver harmful sentiments.

Hate speech (HS) detection is a branch of offensive lan-
guage detection. There is an increasing studies for abusive/HS
detection for English language. However, it is still very limited
for Arabic dialects due to the scarcity of the publicly obtainable
resources required for abusive/HS detection in Arabic social
media texts. The authors of [9] declared that the harmful online
content on social media can be grouped into various categories
including: Vicious, Vulgar, Offensive, Violent, Adult content,
Terrorism and Spiritual hate speech.

This work targets religious hate speech (RHS) that could be
insulting, abusive, or hateful. RHS aims to instigate hate, intol-
erance, or roughness toward people because of their religious
faiths. The recent immense usage of social networks mandates
applying different text processing on such cyberspace. The
remarkable amount of generated data requires applying new
monitoring tasks such as cyberbullying recognition [10], hate
speech detection [6], irony identification [11], and discovery
of offensive language [12]. Accordingly, battling hate speech
mandates generating and elucidating a considerable amount
of data for automatic hatred speech identification by building
artificial intelligence-based models, i.e., ML and DL [13].

Lately, detecting abusive and hateful speech has gained
increasing attraction from investigators in NLP and computa-
tional social sciences societies. Thus, detecting abusive speech
and hate speech is essential for online safety. lately, various
studies indicated that the existence of hate speech may be
related to hate crimes [8]. Therefore, this work aims to enhance
the detection of offensive language and hate speech on Arabic
text. Detecting religious hate speech in any language, including
Arabic, has different challenges, including : 1) the gigantic
volume of the data generated over social networks makes
it difficult to locate typical patterns and trends in the data,
2) noise may exist in the data, e.g., inaccurate grammar,
misspelled phrases, Internet slang, abbreviations, lengthening
of words, and multi-lingual scripts, 3) the comments being
written in poorly text, and including paralinguistic signs, e.g.,
emoticons, and hashtags. Moreover, hate detection is a context-
dependent task, and it is still missing a consense of what is
forming hate speech due to the different cultures, customs and
traditions, and 4) since the social networks prevent posting
illegal content, users post information that looks authentic and
simple but quietly causes a hate speech. Thus, building a tool
for the automatic detection of hate speech would be complex
[6].

Social platforms, e.g., Twitter and Facebook began battling
online hate speech by explaining procedures that limit the
use of violent and dehumanizing languages [14]. Moreover,
various Arabic countries, where their users of social media
sites are adding Arabic content, modified their laws to combat
cybercrimes including hate speech. For example, Jordan added
a new cybercrime laws [15] that defines hate speech as any
action, writing, or speech planned to cause and raise ethical
conflict or call for violence and provocation to fighting be-
tween the diverse segments of the nation. Regarding the Arabic
language, there is a clear shortage in the conducted research
for hate speech on online social networks. Thus, artificial
intelligence, data mining, and machine learning techniques
could be utilized to efficiently perform more research and

experiments on hate speech detection which constitutes a
fertile resource for investigation. This work aims to design a
prototype for the automatic identification of abusive and hate
speech using various ML and DL techniques with a standard
data set.

The remaining sections are organized as follows. Section II
presents preliminaries necessary to understand the context of
the work. Section III highlights some of the important related
work. The various aspects of the proposed methodology are
explained in Section IV. Section V introduces the experimental
setup and analysis. The obtained results and their explanation
are discussed in Section VI. Finally, Section VII concludes the
paper with future directions.

II. PRELIMINARIES

A. Natural Language Processing (NLP)

Natural Language Processing is a major component of
Artificial Intelligence (AI). It enables robots to analyse and
comprehend human language, enabling them to carry out
repetitive activities without human intervention. Machines can
analyse and comprehend human language through a process
known as NLP. NLP-based approaches process a considerable
amount of data to obtain useful knowledge. For that different
data mining and machine learning approaches are used. Thus,
text pre-processing should be applied in order to prepare
text for further processing such as representation features
engineering that are required to extract features and pass it
to ML approaches. For example, pre-processing could include
text tokenization, and stop-word removal.

B. Machine Learning (ML) Algorithms

ML is used in various applications, e.g., healthcare [16],
hardware design [17], quality control [18], and NLP, where
this work targets NLP application. Information is an organised
collection of discrete pieces of data, and it conceals the
whole spectrum of representational patterns. The machine’s
primary objective is to extract patterns that reflect a certain
event. If the machine is able to recognise these patterns,
then machine learning has taken place. It demonstrate that
by adding fresh data or information, where the computer can
make accurate predictions. The authors of [19] have men-
tioned that the advancements in machine learning especially
deep learning enable us to design algorithms that use real-
world information to make decisions that seem subjective.
As shown in Section IV-B, there are different methods to
prepare text for further processing. Text tokenization, which
is also called text segmentation or lexical analysis, groups the
text into tokens/words separated by space. Stop-words such
as articles (e.g., a, an, the), conjunctions (e.g., and, but, if
), and prepositions (e.g., in, at, on) [20], do not represent a
specific meaning. Thus, they should be eliminated. Features in
ML are essentially numerical attributes. However, the data may
not contain numerical attributes, such as in sentiment analysis.
Thus, various types of features (e.g., word, character, so on)
are converted into numerical features where such operation
is called representation and choosing from them which make
ML working properly is called feature engineering (feature
selection and feature extraction).
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C. Hate Speech

Recently, the broad usability of smartphones and the high
availability of internet access increased the number of users
on social media. Moreover, the rapid growth of social media
has made it practically unattainable to manually monitor and
inspect the massive amount of messages published online every
day. Also, social media witnessed a substantial increase in hate
and abusive speech, which is a severe problem worldwide that
threatens the solidarity of civil communities. Therefore, auto-
matic detection for hate speech, utilizing various classification
techniques, is required to filter such harmful content. Twitter
is one of the most importing social media platform which is
ubiquitous, informal, and unstructured at the same time. Tweets
usually have abbreviations, acronyms, spelling errors, and non-
ideal punctuation so designing a model to handle this will be
an interesting topic for future work.

D. Transfer Learning (TL)

ML still has some constraints for specific real-world do-
mains. For example, the requirement of having a tremendous
amount of training data which have a distribution similar to
the testing data could be difficult to satisfy [21]. Thus, semi-
supervised learning could be utilized due to the shortage of la-
beled data. However, for a small amount of unlabeled data, the
build model would be defective. Therefore, transfer learning
is a promising procedure for such systems. Transfer learning
(TL) is a branch of machine learning (ML) which aims to
improve the performance of target learners on specific fields by
transferring the knowledge possessed in separate but connected
source domains [21]. Thus, constructing target learners will
have a reduced dependency on a large number of target-
domain data. In ML models, knowledge is not retained or
accumulated, where learning is performed without considering
past learned knowledge in other tasks. However, in transfer
learning, the learning process can be faster, more accurate,
and require less training data. TL can be classified into: 1)
homogeneous where the disciplines are of the identical feature
space, 2) heterogeneous where the disciplines have diverse
feature spaces.

E. Data Oversampling and Underselling (Re-Sampling)

With the tremendous increase in the size of the generated
data in various applications, there is a lack of equality in the
labeled data. However, various ML techniques assume equal
distribution for the target classes which is not always a realistic
assumption. Such class imbalance problems will have a good
accuracy while other evaluation metrics including precision,
recall, F1-score, and ROC (Receiver Operating Characteristics)
score, will not have enough scores. As shown in Fig. 1, Re-
sampling including under-sampling or oversampling could be
used to resolve the problem of an imbalanced data set. Under-
sampling reduces the amount of the majority target samples.
On the other hand, oversampling raises the quantity of minority
class instances by yielding new instances or reproducing some
instances [22].

III. RELATED WORK

Various researches have been conducted to detect hate
speech as a wide notion with different types in the En-
glish language. Many proposed works performed hate speech

Fig. 1. Undersampling vs Oversampling [22].

detection as a binary classification problem and considered
a broad concept such as detecting bullying and derogatory
language. In [23], the authors presented an original technique
to detect hatred speech in English tweets. For that, they
utilized three models, i.e., logistic regression (LR), XGBoost
classifier (XGB), and support vector machine (SVM). The
obtained performance showed competitive results compared
to standard stacking, base classifiers, and majority voting
techniques. The authors of [24] determined and discussed
challenges encountered by online automatic techniques for hate
speech detection in text. The limited availability of the data,
sensitivity in language, and the exact definition of what forms
of hate speech are well-known challenges. They proposed a
SVM technique with high performance while the decisions
are easier to interpret than neural methods. However, the used
datasets did not include Arabic text.

In [25], the authors used different machine learning al-
gorithms for the automatic identification of hate speech in
tweets written in the Indonesian language. Their results showed
that the Multinomial Naive Bayes algorithm has the most
promising results with a value of 71.2% and 93.2% for
accuracy and recall, respectively. The authors of [2] researched
the capability of deep learning based on Convolutional Neural
Networks (CNN), CNN-long short-term memory networks
(CNN-LSTM), and bidirectional LSTM (BiLSTM-CNN) to
automatically detect hateful content posted on social media.
For that, they used the ArHS dataset with 9833 tweets, which
is believed to be the largest Arabic dataset with hate speech
content.

The authors of [14] aimed to identify Cyber hate speech
within the Arabic content of Twitter where they used various
NLP and ML techniques. In [26], the authors used Twitter
to construct an Arabic text detection hate speech model.
They use this knowledge to analyze a dataset of 11 thousand
tweets. They apply the Term Frequency — Inverse Document
Frequency (TF-IDF) words representation to the SVM model.
Finally, they presented four deep learning models that can
notice and classify Arabic hate speech on Twitter into sev-
eral types.

In [27], the authors were the first who addressed the
problem of recognizing speech encouraging religious hatred
in the Arabic Twitter. Thus, they were able to detect mes-
sages that use provocative sectarian speech to promote hatred
and violence against people based on their religious beliefs.
They found that a simple Recurrent Neural Network (RNN)
architecture with Gated Recurrent Units (GRU) can adequately
detect religious hate speech. The used data set is available
online at [28]. The authors of [29] presented the foremost
publicly-available Levantine Hate Speech and Abusive (L-
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HSAB) Twitter dataset. It is intended to be a benchmark dataset
for automatic detection of online Levantine harmful contents.
The dataset, which is a available at [30], includes 5,846 tweets
that could be of Normal class, Abusive, or Hate speech.

Considerable work has been investigated for hatred speech
detection in the English language. However, rare work has
targeted the detection of hate speech in the Arabic language.
The majority of the Arabic research targeted web pages and
search engines, while a few targeted comments on social
networks. In this work, we target the Arabia language and
use the data set of [28]. Thus, our constructed models would
be mainly compared with [27].

IV. PROPOSED METHODOLOGY

The proposed architecture for Arabic hate speech detection
is showing in Fig. 2. It includes the subsequent major steps:
collection of labelled text document/tweet, text preprocess-
ing, text representation and feature extraction, building of
classification models (learning), and Relearning (testing) and
classification process.

Fig. 2. The Proposed Architecture for Hate Speech Detection Model.

A. Data set: Collection of Labelled Text Document/Tweet

In this work we used the data set which was collected by
[27] and it is available online at [28]. The data set contains
6164 Arabic tweets and concentrates on the four most typical
sacred religions in the Middle East, which are Islam (93.0%),
Christianity (3.7%), Judaism (1.6%), and Atheism (0.6%).
Originally, the training data set contains 5,569 examples, while
the testing data set contains 567 document. The data works
for binary classification with two hateful and non hateful
classes represented by 1 and 0 respectively. Since data re-
sampling is be utilized to settle the issue of an imbalanced
data set, we performed re-sampling technique. According, the
model built with data oversampling is called Classifier-Over
while the model built with data under sampling is called
Classifier-Under, where Classifier could be any of the six
models we used.

B. Data Pre-Processing

Text pre-processing includes various techniques that pre-
pare text for further processing. Pre-processing aims to remove
the unwanted words from the text, e.g., punctuation, slang, and

stop words. Usually, we have to deal with various preprocess-
ing techniques and a combination of them, including:

1) Tokenization: Tokenization is the activity of splitting
text into terms, phrases, symbols or additional important
elements, called tokens [31]. The obtained elements can be
single items (1-gram) or a series of n words (n-gram). Items
can be phonemes, syllables, letters, words or even sentences.

2) Stopwords Removal: Our work targets Arabic text.
Thus, for pre-processing stage, we first remove the non-
Arabic text. Every non-Arabic character is replaced with a
whitespace character. Moreover, we remove stopwords, which
appear frequently in the text and are not important for text
classification, e.g., ©Ó , ð


@ , ú




	
¯ , úÎ« , 	á« , 	áºË . A list of

the most frequently used Arabic stop words is available at
[20]. Approximately, 20%–30% of the total words in a record
are stopwords, that is, terms that can be removed as they are
redundant without any semantic value [32]. The traditional
approach for extracting stopwords includes a pre-filled list,
containing all words that are semantically irrelevant to a spe-
cific language. This technique is a static. On the other hand, the
stopwords are recognized online and not specified previously
for the dynamic technique. The features are specified based
on their importance. Similar to the removal of stopwords, this
work eliminates the punctuation and digits from the Arabic
text.

3) Stemming and Lemmatization: In the Arabic language,
various words could be generated from the basic/root word.
For example, the words �

éJ.«B ,I. «B ,I. ªÊÓ ,I. ªÊK
 ,
�
éJ.ªË are

derived from the word I. ªË. Thus, the stemming operation
is applied to reduce the words into their stems. Stemming
algorithms can be categorized into three classes: truncation,
statistical and mixed techniques. This work conducts Light
Stemming for Arabic words to reduce words to their stems.
Light stemming withdraws common affixes from words with-
out declining them to their stems. The main idea is that nu-
merous word variants do not have identical meanings although
they are developed from the same root. Light stemming aims
to improve feature drop while keeping the words’ meanings.
It removes some specified prefixes and suffixes from the word
instead of removing the original root. Lemmatization is a pre-
processing approach similar to stemming; the purpose is to
decrease the morphological forms of a word to its lemma.

There are many approaches proposed for stemming Arabic
words, e.g., light stemming, morphological analysis, statistical-
based stemming, and N-grams. Some approaches are language-
independent while other approaches are language-dependent.
Statistical approaches are language-dependent. Thus, can be
tailored for Arabic. Light stemming does not reduce the word
into a three-letter stem. However, it just expels the prefixes and
suffixes and can achieve good information retrieval without
morphological studies.

C. Text Representation/ Feature Engineering

The feature selection procedure allows selecting some of
the initial feature set, removing the attributes with little pre-
dictive capability. For example, wrapper methods in WEKA,
execute an investigation over the potential subsets of the initial
feature set, assessing the implementation of a classifier over
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each one. However, wrapper methods are unusable for large
problems. Thus, they are discarded in text classification. On
the other hand, filter methods are independent of the classifier
with a less computational expense. Filters applied before
using the feature selection metric incorporates the removal
of infrequent words and overly common words. There are
various techniques to convert string data into numerical data
such as Bag of words (BoW), Term Frequency — Inverse
Document Frequency (TFIDF), Word2Vec, and Bidirectional
Encoder Representations from Transformers (BERT). In the
following section, some of these techniques will be explained
[33][13].

1) Bag of Words (BoW): BoW is a textual representation
method suitable for classification models, where the text is
viewed as a set of words without considering its syntax or
semantics. BoW reveals whether a word is present in the
document or not, where the order of the words in the document
is insignificant [34]. While constructing the BoW the list
of stop words is excluded since they appear frequently with
little of useful information. The performance of various ML
methods we built utilizing BoW was poor due to the loss of
semantic and syntactic information between words. Thus, we
used other representation techniques that can handle semantics
and syntactic in order to increase performance.

2) Term Frequency — Inverse Document Frequency (TF-
IDF): Term Frequency (TF) is a well-known textual represen-
tation model which is similar to the BoW technique. However,
TF relies on the recurrence of the term in a provided text, while
BoW depends on its presence. TF is the frequency of any term
in a given document, which is expressed as given in Equation
1. However, words that are common in every document, such
as articles, conjunctions , and prepositions rank low because
they don’t express much to the document. Therefore, we use
Inverse Document Frequency (IDF) to reduce the significance
of phrases that occur very often in the document collection and
improve the importance of phrases that occur infrequently. IDF
is constant per corpus and accounts for the ratio of documents
that include that specific term. It is expressed as given in
Equation 2. TF-IDF is a statistical standard to assess how much
a phrase is related to a manuscript in a set of documents, i.e.,
corpus. TF-IDF is computed by multiplying TF by IDF. TF-
IDF is regarded as a simple procedure for text classification.
Thus, the TF-IDF is developed during model training and then
utilized for the test set.

TF =
Number of times a term appear in the document

Total number of terms in the document
(1)

IDF = Log10
Total number of Documents

Number of documents that includes the term
(2)

3) Word2vec: Word2vec is a word-embedding technique. It
is useful in constructing guidance engines and making sense of
sequential data [35]. Word2vec is a prediction-based approach
built based on a persistent bag-of-words (CBOW) and a skip-
gram (SG). These measures utilize small neural networks (NN)
to realize the mapping of words to a point in a vector space. To
train the word2vec, the number of the embedding dimensions

is set between 50 and 500 while the length of the context
window is set between 5 and 10 [36].

4) Bidirectional Encoder Representations from Transform-
ers (BERT): BERT is a contextualized word representation
model founded on a multilayer bi-directional transformer-
encoder, where the transformer neural network uses parallel
attention layers rather than sequential recurrence [37]. The
authors of [37] introduced BERT (Bidirectional Encoder Rep-
resentations from Transformers), where the proposed frame-
work includes two phases: (1) pre-training: the model is
prepared on unlabeled data over various pre-training tasks,
and (2) fine-tuning: the model is initialized with the pre-
trained parameters. Then, all of the parameters are fine-
tuned using labeled data from the downstream tasks. Thus,
deep bidirectional architectures of BERT allow the same pre-
trained model to successfully embark on a broad set of natural
language processing tasks. In this work, we used TF-IDF and
Bidirectional Encoder Representations from Transformers for
the Arabic language called (AraBERT).

D. Building of Classification Models (Learning)

We utilized the six ML-based models described next which
are Gradient Boosting (GB), K-Nearest Neighbor (K-NN),
Logistic Regression (LR), Naive Bayes (NB), Passive Ag-
gressive Classifier (PAC), Support Vector Machine (SVM).
Thus, we built the classifiers for these models. The default
data partitioning was 80/20 where 80% of the data are used
for building the classification model and the remaining 20%
are used for model testing. For additional investigation, we
built the same models/classifiers for 70/30 data partitioning
as well as 90/10. Thus, we have a total of 18 configurations.
Moreover, we used transfer learning and build a model based
on Ara-BERT and another model called AJGT-BERT. The
evaluation of the 20 models/classifiers we built based on
different classification metrics is explained in Section VI.

1) Gradient Boosting: Boosting algorithm is an ensemble
learning algorithm utilizing learning theory [38]. Thus, an
group of weak classifiers with low classification accuracy are
used to build a strong classifier with higher accuracy. The
training procedure of expanding algorithm is incremental, i.e.,
develops a new classifier in each iteration. Thus, the classifier
ranks all instances to evaluate the importance of each instance.
Then, the importance of the earlier samples with misclassifi-
cation are improved. Finally, a stable and better performance
classification model is obtained. The gradient boosting (GB)
algorithm [38] is an amended algorithm based on the classic
boosting algorithm, where it shows better learning ability.
Like boosting, GB builds the model with an iterative design,
but the model is extended with an optimized loss function.
Gradient Boosting is a method drawing awareness for its
prediction quickness and accuracy, particularly with extensive
and complicated data. Building a GB model start by creating a
single leaf rather than a tree or a stump. This leaf symbolizes
an starting prediction for the class of all instances. Like
AdaBoost, Gradient Boosting build a fixed sized tree based
on previous tree’s errors where each tree can be larger than a
stump. GB scales all the trees by the same amount.

2) K-Nearest Neighbor (K-NN): The k-nearest neighbors
(KNN) algorithm is a straightforward, easy-to-implement su-
pervised ML algorithm that is applicable for both classification
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and regression [33]. K-NN supposes the likeness between the
recent and the known cases. Then, place the recent case into
the class that is most identical to the available classes. K-NN
algorithm keeps all the available data and categorizes a new in-
stance based on the similarity. K-NN algorithm does not make
any hypothesis on underlying data. Thus, it is a non-parametric
algorithm [23]. KNN is a lazy learner algorithm because it
holds the dataset and it achieves an activity on the dataset
at classification, i.e., does not memorize from the training set
immediately. However, as the number of independent variables
increases the algorithm gets incredibly slower.

3) Logistic Regression (LR): It is comparable to linear
regression. However, it expects if a value is True or False
rather that predicting a continuous value. Linear regression fits
a curve to the data while LR fit an “S” shaped logistic function
[23]. Logistic regression can perform on both continuous and
discrete data. Thus, its ability to predict the probability and
classify new samples makes it a popular ML method, where
it is referred to as a probabilistic classifier since it predicts
the probability of an output. Usually, logistic regression is
used for classification. In linear regression, we fit the line
between the data using “least squares”. However, the concept
of “residual” does not apply to LR where the concept of
“maximum likelihood” is rather used.

4) Naive Bayes (NB): Naive Bayes classifier relies on
Bayes Theorem, which works on conditional probability. The
conditional probability is the likelihood that something will
happen, given that something else has already occurred [39]
[40]. The formula for calculating the conditional probability is
given in Equation 3, where H is the hypothesis and E is the
evidence.

P (H|E) =
P (E|H)× P (H)

P (E)
(3)

For a set of labeled training data, NB evaluates different
model parameters, e.g., the likelihood of each class label to
appear. Then, predict the class for any given test data based
on its probability to be assigned for different classes. The
maximum probability determines the predicted class [23].

5) Passive Aggressive Classifier (PAC): This is an on-
line ML algorithm, where it responds as passive for correct
classifications and as aggressive for any miscalculation. In
PAC we train a system incrementally by providing it samples
sequentially, i.e., individually or in small groups called mini
batches [33] [41]. The primary principle of this algorithm is
that it notices data, learns from the data, and discards it without
the need of storing the data. However, in batch learning the
entire training dataset is used at once. Thus, PAC is suitable
for systems that acquire data in a steady stream such as news
and social media [42]. When the prediction is correct, we keep
the model without any changes since the data in the example
was not enough to change the model. Thus, it is called Passive.
However, for incorrect prediction we introduce some changes
to the model that could correct it. Thus, it is called Aggressive.
PAC algorithm proved its effectiveness for online learning to
solve various real-world problems [43].

6) Support Vector Machine (SVM): SVM is a supervised
classifier. For a set of labeled training data, SVM realizes

a hyperplane that distinctly classifies the data points while
maximizing the margin between the data instances and the
hyperplane itself [13] [44]. Then, the class of test data is
determined based on the realized hyperplane [42].

7) AraBERT: Based on BERT [37], the authors of [45]
presented AraBERT (transformer-based Model for Arabic
Language Understanding), where they pre-trained BERT, es-
pecially for the Arabic language aiming to achieve the same
success as BERT. The authors of [45] used the original
configuration of BERT which has 12 encoder blocks, 768 hid-
den dimensions, 12 attention heads, 512 maximum sequence
length, and a total of 110M parameters. Then, to better fit
the Arabic language, they introduced additional preprocessing
before model’s pre-training. To avoid information loss, they
maintained words with Latin characters so they can cite named
entities and scientific phrases in their original language. Thus,
after eliminating duplicate sentences, the final size of the pre-
training data sets was 70 million sentences.

8) AJGT-BERT: The authors of [46] introduced an Arabic
tweets corpus documented in Jordanian dialect and Modern
Standard Arabic (MSA) annotated for sentiment analyses. The
generated AJGT corpus consists of 1,800 tweets with 900
classified as positives and the remaing 900 are negatives. The
Arabic Jordanian General Tweets (AJGT) data sets is publicly
available online at [46].

V. EXPERIMENTAL ANALYSIS

A 2 × 2 matrix, which is called a confusion matrix, is
created to visually illustrate the performance of a binary su-
pervised learning problem. Table I shows the confusion matrix
for Arabic hate speech detection. It includes four classes,
which are true positive, true negative, false positive, and false
negative. In this work, True Positive (TP) indicates that the
comment is actually hate speech and correctly classified as
hate speech. True Negative (TN) indicates that the comment
is non-hate speech and correctly classified as non-hate speech.
False Positive (FP) means that the comment is actually non-
hate speech but incorrectly classified as hate speech, and False
Negative (FN) describes the comment that is actually hate
speech but incorrectly classified as non-hate speech. For any
classification model, we aim to maximize the value of TP and
TN and minimize the value of FP and FN.

TABLE I. CONFUSION MATRIX OF ARABIC HATE SPEECH DETECTION

Actual Hate Speech Actual Non-Hate Speech

Predicted Hate Speech True Positive(TP) False Positive(FP)
Predicted Non-Hate Speech False Negative (FN) True Negative(TN)

A. Implementation Environment

To accomplish all investigations in this work, we utilized a
PC with the following details: Intel R © Core(TM) i7-6850 K
processor with 8 GB RAM and 3.360 GHz frequency. Regard-
ing the software, we have used Python 3.8.0 programming with
Anaconda [Jupyter notebook] for ML and Colab for transfer
learning models. We used various libraries such as NumPy,
Pandas, Sci-kit-learn TensorFlow, and Keras.
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B. Evaluation Metrics

As given in Equation 4, accuracy denotes the number of
rightly classified data samples over the total number of data
samples. However, for an unbalanced dataset, where positive
and negative classes have a different number of instances,
the accuracy is not suitable to evaluate the model. Precision
(positive predictive value) as defined in Equation 5, should be
1 for a perfect classifier while the value of FP is zero. Recall
which is known as sensitivity or true positive rate is defined
as given in Equation 6. For a perfect classifier, recall should
be 1 while the value of FN is zero. For an ideal classifier, both
precision and recall are 1. F1-score is a metric that depends on
both precision and recall and is defined as given in Equation
7. F1-score becomes 1 only when precision and recall are both
1. So, F1-score is the harmonic mean of precision and recall
and it is a better measure than accuracy [41] [44].

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

Precision =
TP

TP + FP
(5)

Recall/Sensitivity =
TP

TP + FN
(6)

F1 Score = 2× Precision×Recall

Precision+Recall
(7)

VI. DISCUSSION AND RESULTS

In this section, we will explain the result of various
machine learning models which we have used in this study.
We have designed different models to detect and classify
religious Arabic hate speech based on various methods, e.g.,
data partitioning, re-sampling and transfer learning. For that,
we have divided our data (train/test) for three scenarios. The
data is partitioned into (70/30), (80/20), and (90/10). For
each partitioning, we use the original data sets in addition to
the oversampling and under-sampling techniques. The best-
obtained classification performance in partitioning scenarios
was for (80/20), where a detailed explanation is given in
Section VI-A. Then, Section VI-B explains the classification
performance for 70/30 data partitioning while Section VI-C
is dedicated to 90/10 data partitioning. The proposed models
were evaluated on a testing data set related to religious hate
speech in Arabic text [28]. In order to enhance the performance
of the classifiers that we build for six ML algorithms, we
have extended this implementation to include transfer learning
methods. The transfer learning models called Ara-BERT and
AJGT-BERT. The comparison of the performances of all
models have been done in terms of accuracy, recall, precision,
and F1 score using Arabic hate speech data set.

A. Hate Speech Detection for (80/20) Data Partitioning

Fig. 3 shows the various obtained classification metrics
based on various models, i.e., GB, K-NN, LR, NB, PAC, SVM,
Ara-BERT, and BERT-AJGT. Clearly, the Ara-BERT model
achieves the best classification metrics followed by AJGT-
BERT while the KNN classifier has the lowest metrics. A
detailed explanation for each metric is given next.

The obtained precision for the original data without re-
sampling based on 8 classifiers is shown in Fig. 3. Both PAC
and SVC has a precision of 75%. Moreover, the transfer-based
classifiers, i.e., Ara-BERT and AJGT-BERT, have the highest
precision with 79% and 78%, respectively. KNN classifier has
the lowest precision of 69%. The obtained Recall based on 8
classifiers without re-sampling are very similar to the obtained
precision. The transfer-based classifiers, i.e., Ara-BERT and
AJGT-BERT, have the highest Recall with 79% and 78%,
respectively, while KNN classifier has the lowest precision of
69%. Moreover, both PAC and SVC have a Recall of 75%.
As given in Equation 7, F1-Score depends on both precision
and recall. Regarding the obtained F1-Score for the various
classifiers, the transfer-based classifiers, i.e., Ara-BERT and
AJGT-BERT, have the highest F1-Score with 79% and 78%,
respectively, while KNN classifier has the lowest F1-Score
of 69%. When evaluating the accuracy we notice that it is
very close to F1-Score of the various classifiers. Transfer-based
classifiers are the highest while KNN classifier has the lowest
accuracy, i.e., the accuracy of Ara-BERT model is 79%. Next,
we are going to explain the classification metrics with data
over-sampling and under-sampling.

Hate Speech Detection for (80/20) Data Partitioning with
Oversampling

With oversampling, we apply oversampling technique by
increase the minority of samples to be same to majority like
2196 to 3650. Then, we used 80% of the data to construct
the classification model and the rest 20% for testing the
model/classifier. The obtained Precision, Recall, F1-Score and
Accuracy of the various classifiers are shown in Fig. 3 where
the name of a specific classifier is indicated as Classifier-Over.
The various metrics for the Gradient Boosting and K-Nearest
Neighbor (K-NN) classifiers with data oversampling remains
the same as the original data set. However, with over-sampling
the LR and NB classifiers have a 1% to 2% improvement of
Precision and F-Score. Data oversampling reduces the various
metrics of PAC by 2%. However, SVM based classifier is
unaffected by data oversampling. Transfer-based classifiers are
unaffected by oversampling. Thus, Ara-BERT has a value of
79% for Precision, Recall, F1-Score and Accuracy.

Hate Speech Detection for (80/20) Data Partitioning with
Under-Sampling

With under-sampling, we decreased the number of normal
data from 3650 to 2196 to be equal to the hate speech.
Then, we employed 80% of the data to construct the model
and the remaining 20% for testing the model/classifier. The
obtained Precision, Recall, F1-Score and Accuracy of the
various classifiers are shown in Fig. 3 where the name of
a specific classifier is indicated as Classifier-Under-sampling.
With under-sampling, the various metrics of GB classifier are
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Fig. 3. Various Classification Metrics for 80/20 Data Partition with Different Models.

Fig. 4. Various Classification Metrics for 70/30 Data Partition with Different Models.

reduced by 1% while they are increased by 1% for the KNN
classifier. Similarly, the Precision and F1-Score of the LR
classifier are enhanced by 1% while its recall and accuracy are
unchanged. All metrics of the NB classifier are increased by
1% for under-sampling while they remain the same for the PAC
classifier. The precision of SVC is increased by 1% to reach
76% while its recall, F1-Score and Accuracy are reduced by
1% to become 74% for all of them. Transfer-based classifiers
are unaffected by under-sampling. Thus, Ara-BERT has a
value of 79% for Precision, Recall, F1-Score and Accuracy
while the AJGT-BERT classifier has a value of 78% for the
same metrics.

Based on the shown result for 80/20 data partitioning, the
Ara-BERT models archives the best evaluation metrics with
79% for the precision, recall, F1-Score and accuracy. Data re-
sampling introduced a 1% to 2% improvement where such
insignificant gain is due to the original distribution of the
training data.

B. Hate Speech Detection for (70/30) Data Partitioning

Fig. 4 shows the various classification metrics for the
different models with 70/30 data partitioning. AJGT-BERT
classifier has the best metrics of 78% (for precision, recall,
F1-Score and accuracy) while Ara-BERT classifier has a value
of 75%. There are various classifiers that achieves 73% for
all classification metrics including, LR-Over, NB-Over, NB-
Under, and SVC-Over. We notice that sometimes data re-
sampling introduces a minor improvement of 1% to 2% in
few classifiers.

C. Hate Speech Detection for (90/10) Data Partitioning

Fig. 5 shows the various classification metrics for the differ-
ent models with 90/10 data partitioning. AJGT-BERT and SVC
have the highest performance with 78% (for precision, recall,
F1-Score and accuracy) followed by SVC with oversampling
(SVC-Over) with 77% performance. Ara-BERT, SVC-Over,
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Fig. 5. Various Classification Metrics for 90/10 Data Partition with Different Models.

TABLE II. COMPARISON OF CLASSIFICATION RESULTS OVER [28]
DATASET

Precision Recall F1-Score Accuracy
Related work [27] 76 78 77 79

Ara-BERT with 70/30 75 75 75 75
AJGT-BERT with 70/30 78 78 78 78
Ara-BERT with 80/20 79 79 79 79
AJGT-BERT with 80/20 78 78 78 78
Ara-BERT with 90/10 75 75 75 75
AJGT-BERT with 90/10 78 78 78 78
SVC with 90/10 78 78 78 78

and NB-Over classifiers have 75% performance while NB-
Under and LR-Under are 74%.

Table II shows a comparison of classification results over
[28] where we used their dataset. The table compares various
models we build with the related work [27]. Clearly, we were
able to build models similar to or better than the related
work. In most cases, transfer learning based models have the
highest precision, recall, F1-Score, and accuracy, while other
ML models have a very similar metrics

VII. CONCLUSION

Hate speech is one of the major problems at this time,
especially with the increasing number of users on social media.
At the same time, an increasing number of crimes became a
serious concern that threatens the cohesiveness and structure
of civilian societies. Therefore, this work presents an efficient
framework to detect Arabic hate speech based on the content
of social networks. We utilize various ML and DL models to
perform an efficient classification of users’ comments. Based
on the content of this work, the classes are hate speech or
normal. The proposed framework has six ML algorithms and
two DL, which are Gradient Boosting, K-Nearest Neighbor,
Logistic Regression, Naive Bayes, Passive Aggressive Clas-
sifier, Support Vector Machine, Ara-BERT, and BERT-AJGT.
For wider investigation, we utilized various scenarios of data
partitioning, re-sampling techniques, and transfer learning. We
were able to successfully have various classification models

with better results in terms of precision, recall, F1-Score, and
accuracy compared to the most relevant related work. For
future work, we aim to create huge and benchmark data sets.
Moreover, working with the mixed language problem, multi-
model and data augmentation can be interesting topics for
future work on this topic, especially for the Arabic language. In
future work, the classification can be expanded to cover many
classes such as racism, misogyny, religious discrimination and
so on.
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Abstract—The multiple regression model is very popular 

among researchers in both field of social and science because it is 

easy to interpret and have a well-established theoretical 

framework. However, the multioutput multiple regression model 

is actually widely applied in the engineering field because in the 

industrial world there are many systems with multiple outputs. 

The ridge regression model and the Multi-Layer Perceptron 

(MLP) neural network model are representations of the 

predictive linear regression model and predictive non-linear 

regression model that are widely applied in the world of practice. 

This study aims to build multi-output models of a ridge 

regression model and an MLP neural network whose 

hyperparameters are determined by a grid search algorithm 

through the cross-validation method. The hyperparameter that 

produces the smallest RMSE value in the validation data is 

chosen as the hyperparameter to train both models on the 

training data. The hyperparameter in question is a combination 

of learning algorithms and alpha values (ridge regression), a 

combination of the number of hidden nodes and gamma values 

(MLP neural network). In the ridge regression model for alpha 

in the range between 0.1 and 0.7, the smallest RMSE is obtained 

for all learning algorithms used. While the MLP neural network 

model specifically obtained a combination of the number of 

nodes = 18 and gamma = 0.1 which produces the smallest RMSE. 

The ridge regression model with selected hyperparameters has 

better performance (in the RMSE and R2 value) than the MLP 

neural network model with selected hyperparameters, both on 

training and testing data. 

Keywords—Filter approach; hyperparameter tuning; multi-

response; neural network; ridge regression 

I. INTRODUCTION 

The health of the mother during pregnancy and the 
condition of the baby at birth greatly affect the health and 
intelligence of the younger generation which is the 
continuation of the sustainability of a nation. Several factors, 
including the condition of pregnant women, food intake of 
pregnant women, and health conditions of the family 
environment affect the condition of the baby at birth, such as 

stunting events [1]. The model for predicting the occurrence of 
a class category (stunting or not stunting) is called a 
classification model. Comparison of the performance of binary 
classification models, among others, was carried out by 
Widodo and Handoyo [2] comparing logistic regression and 
support vector machine, Handoyo et al [3] comparing logistic 
regression and Linear Discriminant, while Nugroho et al [4] 
comparing logistic regression and decision tree on the 
multiclass label response. 

If the response variable has a numerical scale such as the 
length of the baby at birth [5], the predictive model is called a 
regression model. Santosa et al [6] used a partial least square 
approach to explain the effect of factors on maternal and child 
conditions on stunting where this factor is a latent variable. On 
the other hand, Sajjad et al [7] used multi-output modeling of 
response variables. Heating and cooling loads with predictor 
variables were factors related to the layout of a building. Multi-
output response variables derived from the condition of the 
baby at birth (latent variables) consisting of several numerical 
indicators are very possible and also a challenge when building 
a model based on a multi-output system. 

Regression modeling using machine learning methods has 
been applied in various fields, including industrial product 
design by Turetsky et al [8], wind speed prediction by Barhmi 
et al [9], prediction of imported soybean prices in Indonesia by 
Handoyo and Chen [10], and also prediction of beef and 
chicken prices by Handoyo et al [11]. In general, a model that 
is free from overfitting problems will have satisfactory 
performance. The ridge regression model is a multiple 
regression model which is given a penalty of l2 norm [12]. The 
regularization technique on the neural network is done by 
adding a penalty l2 norm to the loss function as an attempt to 
overcome the overfitting problem [13]. However, tuning 
hyperparameters on ridge regression and neural networks with 
regularization is generally done by trial and error. In order for 
these models to have an optimal combination of 
hyperparameters (producing the best performance), Tso et al 
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[14], and also Belete and Huchaiah [15] used the k-folds cross-
validation method for hyperparameter tuning. 

This study aims to build a multioutput model of ridge 
regression and MLP neural network on the survey dataset with 
the predictor and response variables derived from the latent 
variables. The selection of predictor variables that are free from 
multicollinearity elements is carried out using the filter 
approach method. In the ridge regression model, the learning 
algorithm and alpha values are tuned, while the MLP neural 
network model is carried out to tune the nodes number in the 
hidden layer and the gamma value using the grid search 
method. Evaluation of model performance with RMSE and R2 
is carried out on both training and testing data. 

II.  RELATED WORKS 

Broadly speaking, there are 2 types of modeling in machine 
learning, namely supervised learning (predictive modeling) and 
unsupervised learning (descriptive modeling).  An 
unsupervised learning model is characterized by the dataset 
used in the model building that does not contain a response 
variable [16]. The response variable measurement unit scale 
has a critical role, namely if the response variable on a 
numerical scale will lead to regression modeling, whereas if 
the response variable is on a categorical scale it will lead to a 
classification model. Modeling the dengue fever status of a 
village [17] and modeling the baby's weight status at birth [18] 
are examples of classification modeling. Regression modeling 
generally aims to determine the magnitude of the influence of 
the predictor variable on the numerical response variable and 
also predicts an unknown value of the response variable based 
on the values of the predictor variables of a certain instance 
[19-21]. The research above only involves a single response 
variable and there has also been no effort to produce a model 
that is free from overfitting problems. 

Often researchers do not pay attention to the unit of 
measure for each variable contained in the dataset where the 
action will lead to the incorrect model construction. A 
commensurate nature of all variables involved in modeling 
must be maintained so that the arithmetic operations on all 
formulas used can be guaranteed validity [22]. In addition, 
correlations between predictor variables should be avoided in 
order to produce a model that has a low bias value. The 
selection of predictor variables that are independent of each 
other can be done before the process of building a model, 
namely the filter approach method [23]. The filter approach 
method will greatly reduce the computational cost of complex 
models involving many parameters [24]. The advantage of the 
filter approach method is that it reduces the number of 
predictor variables and still maintains the predictor variables in 
their original form. 

Decision-making in the real world must take into account 
many factors related to the system being studied. A multi-
output model can be a classification or a regression model 
which if it is given an input, can predict unknown multi-output 
simultaneously [25]. Assessment of product quality in the food, 
beverage, and fragrance industries uses a lot of semantic odor 
perception descriptors. Li et al [26] designed an odor 
perception descriptor selection mechanism based on a multi-
output machine learning model including multiple regression 

and neural network to find the main odor perception 
descriptors. Shams et al [27] compared the performance of 
Multiple Linear Regression and MLP neural networks to 
predict SO2 concentration in the air of Tehran. The predictor 
variables used include meteorological parameters, urban traffic 
data, urban green open space information, and selected time 
parameters, while the response variable is the daily 
concentration of SO2. The MLP model has a better 
performance than the regression model. Siavash et al [28] 
predict turbine performance using multiple linear regression 
and a neural network considering as many as 4 channel 
opening angles as response variables. The performance of the 
neural network model is more satisfactory than the multiple 
regression model. The performance comparison between the 
regression model and the MLP in the above study did not 
involve tuning the hyperparameters of both models. 

The ridge regression model is widely used in practice 
because of its ease of interpretation, use, and strong theoretical 
guarantees. In many cases, the model hyperparameter is tuned 
by using cross-validation, but when the spectrum of the 
covariate matrix is almost flat and the observations in the 
observed model are not too high then cross-validation will be 
detrimental [29]. Meanwhile, van de Wiel et al [30] proposed 
fast hyperparameter tuning, and Meanti et al [31] proposed 
Efficient Hyperparameter tuning in the kernel of ridge 
regression based on cross-validation of data. Tuning 
hyperparameters on a neural network model using cross-
validation data, among others, was carried out by Blume et al 
[32], and also by Lainder et al [33]. Although there is 
controversy over the advantages and disadvantages of applying 
the cross-validation method to set up model hyperparameters, 
this method is systematic and fair. 

III. PROPOSED METHOD 

A model is called a simple model if the model only 
involves a few predictor variables and the relationship between 
predictor variables is linear. The most sought-after models are 
those that are simple and have high performance. Variable 
selection is needed to avoid multicollinearity between predictor 
variables and also to reduce the number of predictor variables. 

A. Variable Selection and Data Formatting 

In the dataset, each variable is related to its respective units 
of measure, giving rise to very diverse units of measure. The 
difference in the unit of measure for each of these variables 
must be handled in order to meet the rules in arithmetic 
operations. All variables before being analyzed must have an 
equivalent unit of measure (commensurate measure). The min-
max transformation given to eq.(1) is a simple way to satisfy 
the commensurate measures of each variable [34]. 

𝑁𝑖, =
𝑃𝑖 −𝑃𝑚𝑖𝑛

𝑃𝑚𝑎𝑥−𝑃𝑚𝑖𝑛
              (1) 

Where 𝑁𝑖, is the normalized value of the i-th instance, 𝑃𝑖  is 

the observed value of the i-th instance, and 𝑃𝑚𝑖𝑛 , 𝑃𝑚𝑎𝑥  are 
respectively the minimum and maximum value of the predictor 
variable P.  The eq. (1) will be used to transform all values of 
the predictor variable P into the range of [0,1] and without a 
unit of measures. 
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Variable selection with the filter approach is 
computationally inexpensive because the selection process 
does not involve the prospective model to be built. The 
selection of variables is only based on the level of dependence 
between two variables. The measuring scale of two variables 
evaluated for dependence lead to a kind of statistical test, 
namely the dependence between two categorical variables is 
evaluated by a chi-square test through a contingency table, and 
the dependence between numerical and categorical variables is 
evaluated by a one-way ANOVA test, and the dependence 
between 2 numerical variables is evaluated by correlation test 
[35]. The Pearson correlation formula given i.e. Eq. (2) 
measures a degree of dependence between two numerical 
variables. 

𝑟 =
∑(𝑥𝑖−�̅�)(𝑦𝑖−�̅�)

√∑(𝑥𝑖−�̅�)2 ∑(𝑦𝑖−�̅�)2
             (2) 

Where r represents a level of dependency between 2 
numerical variables namely the x and y variables. The 
coefficient correlation r has a value in the range between -1 and 
1. The value of r = 0 means that there is perfectly no 
dependency between 2 variables, while the value of r = abs(1) 
i.e. absolute 1 means that there is a perfect dependence 
between two variables. To make a simple task in evaluating 
dependency between two numerical variables, the value of 
threshold = 0.7 is set. If the value of r is less than absolute 0.7 
then the two variables are declared to have no dependency, for 
the opposite condition means that the two variables have a 
dependency and as a result one of these variables must be 
dropped from the dataset [36]. 

Modeling in machine learning always provides the out-
sample data, which is a subset of data obtained by splitting the 
dataset that separates from the data to build the model. Out-
sample data is used to test the model’s performance or often 
referred to as the testing data. 

Fig. 1 presents the splitting of the dataset into training and 
testing parts, also into sub-training, and validation data [37]. In 
Fig. 1, Initially, the dataset was randomly divided into the 
training subset (80%) and the testing subset (20%). 
Furthermore, the training subset is divided randomly into k-
fold which are used to form the sub-training and validation 
data. In this process, k pairs of sub-training and validation data 
were obtained. For example, if the fold 1 is as the validation 
data, the other k-1 folds are as the sub-training data, if the fold 
2 is as the validation data, the other k-1 folds are as the sub-
training data and so on. Model candidates are trained on all 
sub-training data with each candidate hyperparameter and the 
model’s performance is evaluated on the corresponding 
validation data. The grid search method is a way to find the 
model’s hyperparameters that give the best average 
performance on the validation data. 

 

Fig. 1. The Formatting of the Training Data into k-fold Ceoss Validation. 

B. Multioutput Multiple Regression and Ridg  Regression 

In multiple linear regression, if there is more than 1 
response variable, it will lead to multi-response modeling 
which in machine learning is better known as multi-output 
regression modeling. A simple multi-output regression 
modeling diagram is given in Fig. 2 as the following. 

 

Fig. 2. The Multioutput Multiple Regression Diagram. 

In Fig. 2, it is illustrated that there are three predictor 
variables, namely X1, X2, and X3 as inputs for a system that 
performs summation operation. This system produces two 
outputs, namely, Y1 and Y2. In addition, the input system also 
has a bias of 1. The diagram when expressed in the form of a 
mathematical formula is as follows: 

𝑌1 = 𝑏1 + 𝑤11𝑋1 + 𝑤12𝑋2 + 𝑤13𝑋3

𝑌2 = 𝑏2 + 𝑤21𝑋1 + 𝑤22𝑋2 + 𝑤23𝑋3
           (3) 

𝑌 = 𝑤𝑇𝑋              (4) 

Basically, regression model training is a process to obtain 
weight and bias values that minimize the loss function, which 
usually takes MSE (Mean Square Error) as the loss function in 
machine learning modeling given in the following formula: 

𝑀𝑆𝐸 =
1

2𝑛
∑ (𝑌𝑖 − �̂�𝑖)

2𝑛
𝑖=1              (5) 

The MSE value was optimized using ordinary least squares 
and can be obtained as an analytical (close form) solution. 
However, this analytical formula will be problematic if there is 
strong multi-collinearity between the predictor variables [38-
39]. The MSE of a multi-output system is similar to the MSE 
in Eq. (5) where each Yi and the associated prediction have at 
least 2 values. 

If there are large predictor variables in the multiple 
regression model, a penalty will be given to the MSE loss 
function so that the new model is called ridge regression 
having the loss function formula as the following. 

𝑀𝑆𝐸𝑟𝑖𝑑𝑔𝑒 =
1

2𝑛
∑ (𝑌𝑖 − �̂�𝑖)

2
+ 𝛼‖𝑤‖2

2𝑛
𝑖=1            (6) 

Eq. (6) is a loss function that must be minimized and is a 
non-linear function in the w parameter and also contains the 
alpha hyperparameter [40-41]. In this research, various 
learning algorithms and alpha hyperparameter values were 
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fold_1 fold_2 fold_3 … fold_k

val_1

… … … … …
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Training

sub training
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tested. The combination of the learning algorithm and the alpha 
value that produces the minimum loss function of the ridge 
regression is selected as the model’s hyperparameters. 

C. Multi-layer Perceptron Neural Network 

A neural network is known as a reliable non-linear model 
for modeling a complex system. The main difference with a 
multiple regression model is that the weights on the neural 
network cannot be interpreted as in the multiple regression 
model, but the magnitude of the weights only indicates the 
strength or weakness of the relationship between two adjacent 
nodes. In addition, in the neural network model, each node uses 
a certain formula called the activation function which is 
generally a non-linear function [42]. The diagram of an MLP 
neural network model is illustrated in Fig. 3 as follows: 

 

Fig. 3. The Multioutput MLP Neural Network Diagram. 

The MLP neural network is characterized by the presence 
of a hidden layer located between the input layer and the output 
layer. When this hidden layer is dropped, it will be formed a 
diagram that is very similar to Fig. 2 except for the existing 
activation function in the output layer. The neural network 
model without a hidden layer (very similar to the multiple 
regression model) is known as the perceptron model. The most 
popular activation function is known as ReLu which stands for 
Rectified Linear Units. The ReLu formula is presented in Eq. 7 
as follows: 

𝑅𝑒𝐿𝑢 (𝑧) = {
𝑧 𝑓𝑜𝑟  𝑧 > 0
0 𝑓𝑜𝑟 𝑧 ≤ 0

            (7) 

Where z is a linear combination between the input and the 
associated weight. For example, the output of the first node on 
the hidden layer uses the combination linear of  𝑧 = 𝑏1 +
𝑤11𝑋1 + 𝑤12𝑋2 + 𝑤13𝑋3, and the first output of the MLP is 
obtained by using Eq. (8) as the following: 

𝑌1 = 𝑅𝑒𝐿𝑢(𝑜𝑢𝑡𝑝𝑢𝑡_𝐴1)             (8) 

Where 𝑜𝑢𝑡𝑝𝑢𝑡_𝐴1 = 𝑏ℎ + 𝑤11 ∗ 𝐴1 + 𝑤12 ∗ 𝐴2 +
𝑤13 ∗ 𝐴3  and 𝐴1, 𝐴2, 𝑎𝑛𝑑 𝐴3  are respectively 𝑅𝑒𝐿𝑢 (𝑧1) , 
𝑅𝑒𝐿𝑢 (𝑧2), and 𝑅𝑒𝐿𝑢 (𝑧3) . In the neural network term, the 
process calculates the value of the neural network output such 
as in Eq. (8) is called the forward step. 

The loss function of the MLP neural network is the same as 
the loss function of the multiple regression in Eq. (5) and 

Eq. (6) (with and without penalty term). Because the MLP 
neural network model involves a non-linear activation function 
such as Relu, the optimal weights for the neural network model 
cannot be obtained using an analytical solution (close-form 
solution). The backpropagation algorithm which consists of a 
forward step and a backward step is used to train this model in 
obtaining the optimal weights. The forward step aims to 
calculate the predicted value (network output), while the 
backward step is the process of updating the weights by 
applying the gradient descent method and the chain rule to 
obtain a gradient descent at nodes that are further back [43]. 

IV. DESCRIBING DATA AND RESEARCH STAGES 

This research uses datasets collected by the Center for 
Child Development Studies at the Midwifery Academy of Wira 
Husada Nusantara Malang in 2022. In the dataset, there are 696 
sample points which are explained by 20 predictor variables 
and 3 response variables. The predictor variables were derived 
from several factors including the condition of pregnant 
women (variables X1 to X11), food intake of pregnant women 
(variables X12 to X16), and the health condition of the family 
environment (variables X17 to X20) which the factors were 
supposed to affect the condition of the baby at the time of birth 
(variables Y1 to Y3). The predictor variables consist of 12 
Likert scales and 8 ratio scales, while the three response 
variables are all ratio scales. Table I presents the variables in 
the dataset along with their minimum and maximum values. 

TABLE I. THE VARIABLES AND RANGE VALUES 

Symbol Variable Min. Max. 

X1 Weight at first check 37 80 

X2 (Likert) Frequency of checks during pregnancy 2 4 

X3 Weight gain during pregnancy 1 14 

X4 Height at first check 139 170 

X5 Circumference of the upper arm 18 36 

X6 Body Mass Index 16.4 33.3 

X7 Normal blood pressure 80 190 

X8 Hemoglobin level 5.8 15.4 

X9 (Likert) The protein level in urine 1 4 

X10 (Likert) The number of complaints during pregnancy 1 5 

X11 Gestational age when the baby is born 23 42 

X12 (Likert) Consumption of iron element intake 1 4 

X13 (Likert) Consumption of vegetable protein 1 4 

X14 (Likert) Consumption of animal protein 1 4 

X15 (Likert) Consumption of protein from milk intake 1 4 

X16 (Likert) Consumption of vitamin intake 1 3 

X17 (Likert) Family Income per month 1 5 

X18 (Likert) Quantity and quality of drinking water 1 5 

X19 (Likert) Condition of sanitary facilities 1 5 

X20 (Likert) Cleanliness of the house and environment 1 5 

Y1 Baby weight at birth 1 4 

Y2 Baby body length at birth 30 55 

Y3 Baby health score visually 2 10 
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Differences in the unit of measurement for variables in this 
dataset must be addressed before modeling is carried out. All 
variables involved in building the model must have the same 
unit of measurement (commensurate measures). Therefore, it is 
necessary to preprocess all ratio-scaled variables using the 
minimax transformation. By using the formula in equation (1), 
the value of the transformation results in the range of 0 to 1, so 
that finally all variables in the dataset have the same unit of 
measurement. 

Furthermore, broadly speaking, the stages of the process to 
produce the best model in this study are as follows: 

1) Selecting variables using the filter approach method. 

2) Splitting the dataset into training and testing subsets. 

3) Dividing the training subset into k folds and formatting 

k fold cross validation data. 

4) Tuning the hyperparameter model using the grid search 

method. 

5) Multioutput regression modeling using training subset. 

6) Ridge regression multi-output modeling with the best 

hyperparameters using the training subset. 

7) MLP neural network multioutput modeling with the 

best hyperparameter using the training subset. 

8) Evaluating the model performance in both training and 

testing subsets. 

V. RESULT AND DISCUSSION 

The quality of the input data used to build a model 
significantly determines the model’s performance. In this 

section, we will discuss variable selection using the filter 
approach. The multioutput regression model with the least 
square of the parameter estimation was built based on the 
training data, the multioutput ridge regression model with the 
best hyperparameters obtained through cross-validation was 
built using training data, and the MLP neural networks model 
with the best hyperparameters obtained through the 
hyperparameter tuning process was built using the training 
data. Furthermore, the performance of the models is evaluated 
on both the training and testing data. 

A. Evaluate Independency among PredictorVariables 

 In developing a regression model, one of the conditions 
that must be met is that there is causality between the response 
and predictor variables. Causality has a meaning that the 
response variable is influenced by predictor variables. In 
multiple regression, the predictor variables must also meet the 
condition that they must be independent of one another. The 
measuring scale of each variable will determine the appropriate 
evaluation method to check the independence between the two 
variables. The independence between the two numerical 
variables can be evaluated by their correlation value [35]. 
Table II presents the Spearmen correlation value between two 
predictor variables presented in the form of a matrix. The 
matrix main diagonal has a value of 1, which indicates the 
correlation value in the same variable. Because of the limited 
space, Table II only presents half part of its column elements. 
The correlation value of two different variables is expressed in 
the cells outside the main diagonal. 

TABLE II. THE SPEARMAN’S CORRELATION BETWEEN 2 PREDICTOR VARIABLES 

Variable X2 X9 X10 X12 X13 X14 X15 X16 X17 X18 

X2 1 0.2 -0.13 -0.23 -0.13 -0.26 -0.01 0.03 -0.26 -0.23 

X9 0.2 1 0.23 -0.77 -0.68 -0.69 -0.5 -0.63 -0.66 -0.66 

X10 -0.13 0.23 1 -0.22 -0.18 -0.19 -0.24 -0.19 -0.22 -0.21 

X12 -0.23 -0.77 -0.22 1 0.79 0.75 0.63 0.74 0.8 0.79 

X13 -0.13 -0.68 -0.18 0.79 1 0.68 0.58 0.64 0.65 0.66 

X14 -0.26 -0.69 -0.19 0.75 0.68 1 0.47 0.55 0.68 0.65 

X15 -0.01 -0.5 -0.24 0.63 0.58 0.47 1 0.43 0.56 0.58 

X16 0.03 -0.63 -0.19 0.74 0.64 0.55 0.43 1 0.56 0.53 

X17 -0.26 -0.66 -0.22 0.8 0.65 0.68 0.56 0.56 1 0.83 

X18 -0.23 -0.66 -0.21 0.79 0.66 0.65 0.58 0.53 0.83 1 

X19 -0.3 -0.68 -0.21 0.8 0.68 0.72 0.61 0.5 0.81 0.83 

X20 -0.26 -0.66 -0.23 0.79 0.68 0.71 0.6 0.5 0.8 0.82 

X1 -0.23 -0.34 -0.1 0.43 0.33 0.4 0.26 0.26 0.41 0.41 

X3 -0.2 -0.62 -0.23 0.72 0.64 0.68 0.52 0.46 0.75 0.77 

X4 0.11 0.23 0.04 -0.28 -0.2 -0.19 -0.19 -0.19 -0.23 -0.22 

X5 -0.2 -0.4 -0.15 0.53 0.39 0.47 0.33 0.36 0.49 0.49 

X6 -0.25 -0.4 -0.11 0.5 0.38 0.43 0.31 0.32 0.47 0.46 

X7 0.12 0.9 0.22 -0.67 -0.6 -0.58 -0.43 -0.58 -0.53 -0.56 

X8 -0.2 -0.55 -0.15 0.62 0.51 0.57 0.38 0.45 0.59 0.56 

X11 -0.26 -0.49 -0.18 0.56 0.44 0.53 0.42 0.39 0.57 0.57 
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In this study, two numerical variables are considered 
independent if the Spearmen correlation value is less than 0.7. 
An evaluation of the correlation values in Table II can be done 
either by row or column as the basis for selection. Look at the 
correlation value in column 1 (the variable X2 as the basis), it 
appears that all correlation values are less than 0.7. It can be 
interpreted that the variable X2 is independent of all other 
variables, so X2 is selected as a predictor that has no impact on 
other variables. Next, the correlation value in column 2 (the 
variable X9 as the basis) is found 2 correlation values that are 
greater than 0.7, they are the correlation value between 
variables X9 and X12, as well as the correlation value between 
variables X9 and X7. This shows that the three variables, 
namely X9, X12, and X7 are not independent of each other. 
The three variables can be represented by one of them as the 
selected predictor variable. In this research, so that the variable 
selection process is more structured, the variable that acts as 
the basis for selection (the variable X9) is determined as the 
predictor variable. Meanwhile, the row and column associated 
with variables X12 and X7 are removed or dropped from the 
correlation matrix member (not considered again in the next 
predictor variable selection process). The selection process was 
continued by considering the next column (the variable X10) as 
the selection bases where there were not find correlation values 
in the X10’s column which are greater than 0.7. The variable 
X10 is selected as the member of the predictor variables 
without dropping other rows and columns. 

As a summary of the predictor variable selection process in 
the forwarding next columns given a result that the selection 
process on the basis of variables X9, X14, X17, and X1 caused 
as many as 8 variables to be excluded from the set of predictor 
variables, namely variables X12, X7, X19, X20, X18, X3, X5, 
and X6. Thus the dataset used to build and evaluate the model 
in this study consists of 12 predictor variables and 3 response 
variables. The selected variable rows (12 variables) are the 
variables that have a role as the basis of the selection, and 
furthermore they as the predictor variable selected as 
independent variables or input variables of the model to be 
built. 

B. Multioutput Regression Model 

 Initially, the resulting dataset obtained from the 
selection variables was divided into a training subset (80%) 
and a testing subset (20%). The training subset data is used to 
build the model, while the testing subset data is used to 
evaluate the model's performance.  The splitting of the training 
subset data into five folds aims to form five pairs of sub-
training and validation data. The five data pairs will be used for 
hyperparameter tuning. The emphasis of this research is 
actually getting a multi-output ridge regression model having a 
combination of hyperparameters (solver method and alpha 
value) which produces the smallest MSE value in the 

validation data. However, the author also considers it necessary 
to obtain a multi-output multiple regression model with the 
ordinary least square estimate as the benchmark model. The 
multi-output multiple regression model was built based on the 
training subset data obtained coefficients which are presented 
in Table III. 

On the response variable Y1 (Baby weight at birth), the 
predictor variable X11 (Gestational age when the baby is born) 
has a very significant effect (13.893). It is followed by 
variables X16 (Consumption of vitamin intake), X10 (The 
number of complaints during pregnancy), and X4 (Weight at 
first check) which have an effect on the response variable of 
Baby weight at birth respectively 2.478, 1.907, and 1.662. On 
the response variable Y2 (Baby body length at birth), the 4 
predictor variables with a moderate effect are X9(The protein 
level in urine), X10 (The number of complaints during 
pregnancy), X16 (Consumption of vitamin intake), and X15 
(Consumption of protein from milk intake) where they have an 
effect on the response variable of Baby body length at birth 
respectively 0.16, 0.16, 0.137, and -0.132 respectively. In 
addition, the 4 predictor variables with a large effect on the 
response variable Y3 (Baby health score visually) are X14 
(Consumption of animal protein), X17 (Family Income per 
month), X9(The protein level in urine), and X13(Consumption 
of vegetable protein) with the effect magnitude of -0.993, 
0.555, -0.553, and 0.536 respectively. It is clear that the 
influence of the predictor variables on the response variable of 
Baby weight at birth is very large, while their influence on the 
response variable of Baby health score visually is greater than 
their influence on the response variable of Baby body length at 
birth. 

Before building the multi-output ridge regression model 
using the training subset data, in this study, hyperparameter 
tuning (solver method and alpha value) was carried out using 5 
folds cross-validation data that had been formed based on the 
training subset data. For each pair of fold cross-validation data, 
the model's performance is calculated on the validation data. 
For example, for solver of 'svd' and alpha of 0.1, parameter 
estimation is carried out with the 1st sub-training fold data, and 
then the MSE value is calculated on the 1st fold validation 
data. The parameter estimation is carried out with the 2nd sub-
training fold data and the MSE value is calculated on the 2nd 
fold validation data. The above computation process is carried 
out up to the 5th sub-training fold and the 5th fold validation 
data. So each pair of both solver and alpha was performed five 
times parameter estimation and five times calculation of MSE 
value using different sub-training and validation data. Fig. 4 
presents the average MSE of each combination of solver and 
alpha in the validation data that it is presented in the form of a 
heap map. 

TABLE III. THE COEFFICIENTS OF MULTIOUTPUT REGRESSION MODEL 

Resp. X1 X2 X4 X8 X9 X10 X11 X13 X14 X15 X16 X17 

Y1 0.231 0.127 1.662 -0.017 0.955 1.907 13.893 0.067 0.893 -0.063 2.478 0.223 

Y2 0.004 0.029 0.022 -0.028 0.16 0.16 -0.063 -0.202 -0.09 -0.132 0.137 -0.053 

Y3 -0.046 -0.01 0.11 0.219 -0.553 0.004 0.094 0.536 -0.993 -0.025 0.264 0.555 
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The hyperparameter tuning with grid search method and k-
folds cross-validation requires a lot of computation tasks in 
estimating model parameters on sub-training data and 
calculating the MSE model performance on validation data. 
The MSE value in Fig. 4 was obtained from the average of 5 
MSE values from five validation data and from 5 models 
generated from five sub-training data. So in this case, 
parameter estimation and MSE calculations were carried out 
150 times. The smallest MSE average value is 1.561 which 
occurs at alpha values of 0.1 and 0.3 in all solver methods 
except the ‘sag’ solver method which has an MSE value of 
1.562. If the MSE value used only considers 2 decimal digits, 
then all combinations of solver and alpha result in the MSE = 
1.56 in all solver methods with an alpha value of less than 0.8. 

The multi-output ridge regression model is built by 
choosing one combination of hyperparameters (solver = ‘sag’ 
and alpha = 0.5) having the smallest MSE using the training 
subset data. The resulted coefficients of the model are 
presented in Table IV. 

The predictor variable having the largest effect on the 
response variable Y1(Baby weight at birth) is the variable 
X11(Gestational age when the baby is born). It has a very 
significant effect of13.677 which is followed by variables 
X16(Consumption of vitamin intake), X10(The number of 
complaints during pregnancy), and X4(Weight at first check). 
They have an effect on the response variable of Baby weight at 
birth respectively 2.441, 1.891, and 1.636. For the response 
variable Y2(Baby body length at birth), the four predictor 
variables have a moderate effect namely X10(The number of 
complaints during pregnancy), X9(The protein level in urine), 
X16(Consumption of vitamin intake), and X15(Consumption 
of protein from milk intake). They have an effect on the 
response variable of Baby body length at birth respectively 
0.156, 0.155, 0.136, and -0.133. In addition, the four predictor 
variables with a large effect on the response variable Y3 (Baby 
health score visually) are X14(Consumption of animal protein), 
X17(Family Income per month), X9(The protein level in 
urine), and X13(Consumption of vegetable protein) with the 
effect magnitude of -0.985, 0.556, -0.554, and 0.544 
respectively. It is clear that the influence of the predictor 
variables on the response variable of Baby weight at birth is 
very large, while their influence on the response variable of 
Baby health score visually is greater than their influence on the 
response variable of Baby body length at birth. 

C. MLP Neural Network Model  

Neural network modeling is a type of non-linear modeling 
that is complex because it involves setting two groups of 
hyperparameters, namely it related to network architecture and 
it related to network training processes. The hyperparameters 
in the network architecture include the number of inputs, the 
number of outputs, the number of hidden layers, the number of 

modes in each hidden layer, the activation function employed, 
the minimized cost function, and others. The hyperparameters 
in network training include learning algorithms, learning rate 
values, number of iterations, tolerance values, number of mini-
batches, gamma regularization values, and others. 

Because the dataset in this study consists of 12 predictor 
variables and 3 response variables, this leads to neural 
networks having the architecture of the number of inputs = 12 
and the number of outputs = 3. Several hyperparameters were 
determined by the researcher through a trial and error process, 
namely the activation function = ReLu, the loss function = 
MSE, learning algorithm = SGD (stochastic gradient descent 
with learning rate = 0.01, and momentum value = 0.9), number 
of iterations = 100, and number of mini-batches = 30. There are 
two hyperparameters that are considered very important, 
namely, the number of nodes in the hidden layer and gamma 
values in L2 norm regularization are determined using the grid 
search method using the cross-validation data. The variations 
in the number of hidden nodes that were tested were [12, 18 
,30, 42, 60, 78], while the variations in gamma values were 
[0.001, 0.005 ,0.01, 0.05, 0.1, 0.5]. 

The process of finding the combination of the number of 
hidden nodes and the gamma value that produces the minimum 
average MSE value in the validation data is similar to that 
carried out in the process of obtaining the combination of the 
solver method and alpha value in multioutput ridge regression 
modeling. In essence, for each combination of the number of 
hidden nodes and lambda values, network training is carried 
out on five sub-training data and the MSE value is calculated 
for the five corresponding validation data, and finally, the 
average of the five MSE values obtained is calculated. After 
the average MSE for all combinations of the number of hidden 
nodes and gamma value is obtained, then in order to facilitate 
the process of the grid search method, the average MSE value 
is presented in a heap map in Fig. 5. 

 

Fig. 4. The Heap Map for Grid Search of the Multi-output Ridge Regression 

Hyperparameters. 

TABLE IV. THE COEFFICIENTS OF MULTIOUTPUT RIDGE REGRESSION MODEL 

Resp. X1 X2 X4 X8 X9 X10 X11 X13 X14 X15 X16 X17 

Y1 0.235 0.124 1.541 -0.015 1.002 1.827 12.882 0.093 0.865 -0.048 2.304 0.228 

Y2 0.001 0.027 0.02 -0.027 0.138 0.142 -0.071 -0.19 -0.097 -0.135 0.136 -0.05 

Y3 -0.046 -0.011 0.113 0.222 -0.554 -0.004 0.12 0.574 -0.951 -0.026 0.269 0.562 
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Fig. 5. The Heap Map for Grid Search of MLP Neural Network  

Hyperparameter. 

As explained in the proposed method session, this research 
uses an MLP neural network architecture whose main feature is 
that there is only one hidden layer. Based on the average MSE 
value in the validation data on the heap map in Fig. 5, it is clear 
that the average MSE value is in the range between 2.415 and 
12.596 which is expressed in the darkest (black) and lightest 
(white) colors. The Heap map also implies that changes in the 
two hyperparameters greatly affect the MSE average. The 
combination of the number of nodes and the gamma value that 
produces the minimum MSE is a combination of the number of 
nodes = 18 and the value of gamma = 0.1 which will be used to 
train the network on the training subset data, and then calculate 
its performance on both the training and testing subset data. 

Neural network training with features that include the 
number of inputs = 12, the number of nodes in the hidden layer 
= 18, the number of outputs = 3, the number of iterations = 
100, and the mini-barch size = 30, the learning algorithm = 
SGD (learning tare = 0.01 and the momentum value = 0.9) and 
the value of gamma regularization = 0.1 in the training subset 
data obtained by the network weight values. The distribution of 
the resulting network weights in the hidden layer is given in 
Fig. 6. While the distribution of the resulting network weights 
in the output layer is given in Fig. 7. 

The total number of weights in the hidden layer is (12*18) 
+ (1*18) = 234 where the magnitude of these weights only 
states the fire strength between each network input and each 
node in the hidden layer. Based on Fig. 6, it appears that the 
weight value with the highest frequency (more than 60 pieces) 
on the average class value = 0.00. The negative weights are 
about 60 pieces, while the rest are positive weights. Thus, the 
positive weight dominates in the hidden layer. The effect of the 
gamma regularization value is to ensure that the weights with 
very small values become zero, resulting in the number of 
zeros occupying the mode value of the histogram in Fig. 6. 

 

Fig. 6. The Hidden Layer Weights Distribution. 

 

Fig. 7. The Output Layer Weights Distribution. 

In the output layer of this neural network model, there are 
weights as many as (18*3) + (1*3) = 57 pieces. The weights 
relate the 18 hidden nodes to the 3 output nodes and also relate 
one bias in the hidden layer to the 3 output nodes. The weights 
around zero occupy the mode value of the histogram in Fig. 7 
which is due to the effect of the l2-norm regularization. The 
distribution of weights in the output layer is almost similar to 
the distribution of weights in the hidden layer where positive 
weights dominate. 

D. Discussion 

In this section, a discussion is given of the results obtained 
in the previous session, and also the performance of the model 
is calculated both on the training and testing subset data using 
the RMSE and R2 measures. 

Based on Table V, in general, the coefficient of the ridge 
regression model has a slightly smaller effect on the response 
variables than the coefficient of multiple regressions. This is 
due to the effect of giving the l2-norm regularization value in 
the ridge regression model. The predictor variable X11 
(Gestational age when the baby is born) has a very dominant 
effect (13.677) on the response variable Y1 (Baby weight at 
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birth), the predictor variable X9 (The protein level in urine), 
and X16 (Consumption of vitamin intake) have the greatest 
influence (0.156) on the response variable Y2 (Baby body 
length at birth), and the predictor variable X14 (Consumption 
of animal protein) has the greatest effect (-0.985) on the 
response variable Y3 (Baby health score visually). The 
predictor variables X10, X16, and X9 have a considerable 
influence on two response variables at once. The performance 
of both regression models and also the MLP neural network 
model are given in Table VI. 

TABLE V. THE COMPARATION OF THE PREDICTOR VARIABLES  AFFECTS 

ON EACH RESPONSE VARIABLE 

Response Predictor 
Regr

ess 

Ridge 

regress 

Y1(Baby weight at 

birth) 

X11(Gestational age when the 

baby is born) 

13.8

93 
13.677 

  
X16(Consumption of vitamin 

intake) 

2.47

8 
2.441 

  
X10(The number of complaints 

during pregnancy) 

1.90

7 
1.891 

  X4(Weight at first check) 
1.66

2 
1.636 

Y2(Baby body 

length at birth) 
X9(The protein level in urine) 0.16 0.155 

  
X10(The number of complaints 
during pregnancy) 

0.16 0.156 

  
X16(Consumption of vitamin 

intake) 

0.13

7 
0.136 

  
X15(Consumption of protein 

from milk intake) 

0.13

2 
0.133 

Y3(Baby health 

score visually) 

X14(Consumption of animal 

protein) 

-

0.99
3 

-0.985 

  X17(Family Income per month) 
0.55

5 
0.556 

  X9(The protein level in urine 

-

0.55

3 
-0.554 

  
X13(Consumption of vegetable 

protein) 

0.53

6 
0.544 

TABLE VI. THE PERFORMANCE MODEL ON BOTH TRAINING AND TESTING 

SUBSET DATA 

  Training Testing 

Model MSE R2 MSE R2 

Regression 1.5073 0.6469 1.4362 0.6085 

Ridge Regression 1.5074 0.6468 1.4336 0.6098 

Neural network 2.2714 0.5823 2.1063 0.5574 

All of the developed models have similar performance’s 
characteristics which are the RMSE value in the testing subset 
is smaller than the RMSE value in the training subset. while 
the R2 value in the training subset is greater than the R2 value 
in the testing subset. The multiple regression models 
consistently have better performance than the ridge regression 
and MLP neural network model in both the training and testing 
subsets, although the performance difference between the 
multiple regression and ridge regression models is very small. 
This result is in contradiction with the level of complexity in 
the model building where the MLP neural network model 

involves as many as 291 weights and also hyperparameter 
tuning which requires expensive computations. The 
coefficients of the multiple regression model are obtained 
based on the close form solution by the ordinary least square 
method. In another hand, the coefficients of the ridge 
regression model are obtained using a numerical optimization 
method that involves several hyperparameters. 

 

Fig. 8. The Learning Curve of the Logistic Regression Model. 

A closed-form solution can be obtained because the 
predictor variables are independent of each other so the 
resulting quadratic matrix is not singular. This is one of the 
impacts of the selection of predictor variables. The 
outperformance of the multiple regression model also shows 
that the relationship between the predictor variables and the 
response variables is based on a linear system. If a linear 
system is modeled with a non-linear model (such as ridge 
regression or neural network) it will result in an unsatisfactory 
performance caused by over modeling. The curve loss function 
in Fig. 8 strengthens the above argument. 

As previously mentioned, the MLP neural network model 
involves 291 weights that must be optimized using a training 
subset of 556 instances. The loss function curve in Fig. 8 
shows that the value of the loss function has sloped at less than 
20 iterations. This means that the model training process is 
very fast, which only requires updating the weights less than 20 
times. This indicates that the system being modeled is a linear 
system so if it is modeled with a non-linear model, it causes a 
lot of useless resources or an inefficient modeling process 
which ultimately results in unsatisfactory model performance. 

VI. CONCLUSION 

The equivalence of measure units in the dataset must 
receive careful attention because arithmetic operations on all 
mathematical formulas can only work if all operands 
(variables) involved in the formula must be commensurate. The 
min-max transformation is often applied to satisfy the 
commensurate nature of the variable. Multi-collinearity 
between predictor variables must be overcome so that the 
influence of predictor variables on response variables is 
unbiased. The Spearman correlation value can be used as a 
basis for variable selection with a filter approach if the 
predictor variables are all numerical scale (interval or ratio). 
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The complexity of a model does not always result in better 
performance. In this study, the multiple regression model has 
the best performance compared with the ridge regression and 
the MLP neural network model.  Even the MLP neural network 
model has the highest RSME and the lowest R2 value 
compared to the other two models and its performance gap is 
moderately large. In this dataset, both the predictor and the 
response variables are manifest variables that construct the 
variables of predictor and response latent. So it is an interesting 
idea if in future research this dataset is modeled with another 
approach such as the structural equation modeling method 
using the partial least squares algorithm. 
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Abstract—The application of the Internet of Things (IoT) 

plays a crucial role in the fourth industrial revolution. The 

sophistication of technology due to the integration of 

heterogenous smart devices open a new threat from various 

aspects. Access control is the first line of defence to ensure that 

IoT resources are secure by preventing illegitimate users from 

gaining access to these resources. However, access control 

mechanisms face the limitation of technology in large scale IoT 

deployments since they are based on a centralized architecture. 

Significant research concerning decentralized access control 

solutions for securing IoT resources using combined techniques, 

such as blockchain, have caught much research attention in 

recent years. Nevertheless, research for decentralized access 

control for application in smart farming domain remain as a gap. 

Thus, this study presented a structured literature review on 81 

articles related to the field of access control in IoT and 

blockchain technology to understand the challenges of 

centralized access control in securing IoT resources. This study 

serves as a foundation for decentralized access control using 

blockchain technology and its application to ensure the IoT 

actuators and sensors security with the aim to be applied in 

smart farming. This paper was deliberated based on systematic 

literature review that was searched from four different database 

platforms between 2018 and 2021. This study mostly addresses 

the relevant techniques/approaches including blockchain 

technology, access control model, key management mechanism 

and the combination of all three methods. The possible impacts, 

gap, procedures and evaluation of the decentralized access 

control are highlighted along with major trends and challenges. 

Keywords—Blockchain; access control; smart contract; 

internet of thing 

I. INTRODUCTION 

Smart farming is the technology enabler that support food 
security [1] and it has brought changes that reduce costs and 
minimise environmental constraints, thereby boosting 
production productivity [2]. Smart farming is capable in 
enhancing the quality and quantity of production, predicting 
any possible crop diseases, while optimising agricultural 
resources and its process. Technological advancement plays a 
vital role in catalysing the transformation of the smart farming 
[3]. Data collection using IoT devices such as actuators, 
sensors, drones and robots are connected to the network for 
real time data transmission to assist operations. However, the 
new norm of devices connectivity opened security and privacy 

risks for device-based services. Unauthorised access to the 
devices is among the risk. The situation can be controlled by 
secure mechanism for authentication in all devices or 
connected systems. Access control and authentication are 
considered to be the first lines of defence in restricting 
unauthorised users from gaining access to IoT resources that 
provide the data to the smart farming ecosystem. 
Authentication enables legitimate users to access resources in 
an authorised manner [4] supporting by access control as the 
main mechanism for authentication and authorisation, as well 
as the authority to control resources [5]. Authentication will 
guarantee that only authorised users are allowed to access a 
resource. In IoT, access control assigns different privileges to 
various users regarding the resources of a wide IoT network 
[6]. However, most existing IoT systems have adopted a 
conventional access control method which relies on a 
centralized approach. This may lead to a single point of failure 
or performance bottlenecks. For instance, an attacker can act 
as an administrator by stealing authority to illegally access 
resources, causing a lack of confidence and integrity in such 
systems. Centralized systems can also be utilised to allow 
device tracking or related activities, which may compromise 
privacy. As the number of connected devices increases, it is 
difficult to manage massive numbers of devices in collecting 
and handling data using the traditional centralized approach. 
As a result, IoT has created a challenge in adopting centralized 
management since it is unable to cope with a large-scale 
system due to heterogenous IoT and scalability issues [7], 
leading to frequent bottlenecks. Researchers have found that 
applying the blockchain technology can be an alternative 
solution to this issue. However, the adaptation of decentralized 
access control in smart farming requires further study to 
estimate the optimum level of adaptation. Based on the 
problem statement deliberated above, this research presents a 
systematic literature review (SLR) on the decentralized access 
control method using blockchain due to the importance of 
decentralized access control to manage the heterogeneity and 
expansion of IoT resources and their application in various 
domains especially in the domain of smart farming. 

The contribution of this review paper is to provide 
extensive review of research articles to determine the existing 
gaps, methods and techniques in applying decentralized access 
control to secure IoT resources. The aim of this study is to 
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understand the current state of related work to address the 
following research questions: 

RQ1: What are the gaps in current access control systems 
within the IoT ecosystem which can be enhanced by applying 
blockchain technology? 

RQ2: What methods/techniques/approaches are suitable 
for enhancing access control within the IoT ecosystem by 
applying blockchain technology? 

RQ3: How the evaluation was done to determine the 
effectiveness of methods/techniques/approaches in previous 
studies. 

II. RESEARCH METHODOLOGY 

The research methodology adopted in this study is the 
structured literature review (SLR). The SLR was conducted 
using the following methodology as shown in Fig. 1. Four 
databases (ScienceDirect, IEEE, Springer and ACM) were 
employed. Search query was performed to obtain the relevant 
research articles including journals, book chapters, proceeding 
papers and books. This paper examines all applicable articles 
related to decentralized access control for IoT environment 
application. The method described in [8] was utilised to 
choose the most important articles related to this research 
objectives. Articles filtering was done using the six filters that 
are defined in Fig. 1. A total of 8567 articles were gathered 
using the following search strings: “Access Control”, 
“Decentral*”, “IoT” or “Internet of Thing” and “Blockchain”. 
Then, after second filter was employed, 5964 articles 
published between 2018 and 2021 was selected. Next, used 
source types as filters to reduce the number of articles, thereby 
producing 2562 results. Then selected papers written in 
English which yielded 2560 articles. The computer science 
field was chosen according to the abstract of the paper, 
resulting in 146 articles. After thoroughly reviewing each 
paper, a final selection of 81 articles was made upon extensive 
evaluation based on this study’s research questions. 

 

Fig. 1. Filters of the SLR Strategy. 

III. DISCUSSION 

Blockchain technology adaptation has been proposed to 
overcome centralized access control issues. It is expected to be 
the first line of defence before information sharing of 
resources is  being allowed [9]. Blockchain can also solve 
security and privacy issues using the decentralized feature by 
providing security and encryption, making it difficult for 
attackers since it can detect any illegal changes in its records 
[10]. To secure resources within an organisation, blockchain 
technology utilises a cryptography feature that has both a 
public key and private key that authenticate users who register 
themselves in the system. A user’s personal information is 
applied to authenticate an individual’s identity by employing 
unique identification, name or biometric data mapped on the 
user’s public key and stored in the blockchain-based smart 
contracts. Thus, blockchain only provides access to authorised 
users when accessing resources by authenticating the public 
key [11]. 

A. Gaps of Existing Access Control Systems in the IoT 

Ecosystem 

Fig. 2 presents the research articles regarding access 
control in IoT by various sectors to determine the gaps to 
better understand access control issues in the IoT ecosystem. 
The findings was divided into the several sectors which 
include smart cities, smart vehicles, smart grid, smart homes, 
healthcare, banking, property, industry (manufacturing and 
construction) and general IoT [7], [11], [12], [13],  [14],  [15], 
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], 
[27], [28], [29], [30], [31],  [32],  [33], [34], [35], [36], [37], 
[35],  [38], [39], [40], [41], [42], [43]. To answer RQ1 
formulated in this study, the analysis was done to understand 
current access control gaps focusing on the IoT ecosystem that 
is determined based on the SLR outcomes. The issues were 
categorised into four groups based on the gaps and problem 
statement of the literatures: 1) common insufficient IoT access 
control issues, 2) blockchain combination approaches utilised 
in the literature, 3) cyberattack issues and 4) lack of security 
and privacy issues. Based on the literature, several researchers 
have discussed the common problems in the IoT ecosystem 
which are:  centralized architecture, single point of failure, 
scalability, heterogeneity, mobility and high energy 
consumption. The problems are added by the nature of IoT 
actuators and sensors that are resource-constraints with 
bandwidth limitations for communication and unable to 
execute high and memory-intensive computation operations. 
These problems are major challenges that hinder optimum 
access control [7]. Researchers in [44], [45, 46], [47] proposed 
the development of design and standards to secure 
communication protocols that are capable of interfacing 
existing systems, collecting data generated by IoT resources 
and exchanging data to solve trust issues among devices. 

Currently, most existing solutions for IoT access control 
have been developed based on conventional access control 
architectures, mechanisms, models and policies that mainly 
rely on single server and third-party entities, leading to high 
possibility in serious information breach. Failure to ensure the 
effectiveness of access control may lead to access of 
information by restricted third party [48]. Thus, conventional 
access control are inadequate for addressing dynamic and 
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diverse access control requirements for future IoT ecosystems 
with new emerging capabilities and application [13] that lead 
to various security risk including exposure to cyberattack [14]. 
Common cyberattacks comprise of reuse attacks, DDOS 
attacks [49] and poisoning attacks. These attacks can cause 
various drawbacks by exploiting and hijacking the system to 
retrieve sensitive data. In [50], it was found that attackers can 
capture, steal or duplicate data to perform illegal activities. In 
[51], the discussion was done regarding single trusted entities 
that have become more challenging since these centralized 
security companies may be biased; permitting illegal or 
transitive requests while denying legal requests. Attackers can 
destroy, change or misuse sensitive data and sell it for 
monetary benefits, leading to data disclosure of user security 
[31] and lack of data integrity. 

Various schemes and cryptographic algorithms were 
proposed to solve security related issues of IoT by researchers 
[52], [53, 54]. The proposed methods include a hybrid 
cryptographic algorithm technique capable of substituting 
conventional cryptographic algorithms. The same level of 
security can be simultaneously maintained, leading to 
additional cost and time for completing encryption and 
decryption processes [44, 47]. However, these techniques are 
not feasible since the IoT environment has resource 
constraints such as high computational power and energy 
consumption of IoT actuators and sensors. The cryptographic 
method that involve massive data encryption in IoT actuators 
and sensors that required higher energy consumption also is 
not possible to be implemented [55]. 

To eliminate the gap caused by conventional access 
control, researchers proposed that the combination of access 
control and blockchain technology in the IoT ecosystem to 
resolve issues related to the centralized mechanism. However, 
IoT network transactions that exceed the capabilities of IoT 
actuators and sensors, can cause further problems. The 
complexity of blockchain solutions using the consensus 
algorithm is beyond the capabilities of IoT actuators and 
sensors, resulting in constraints in computing and processing 
and limited bandwidth. Researchers also suggested the 
consideration of a lightweight key management solution with 
robust and low resource designs. Based on the deliberations in 
this section, this study presents a summary of the existing gaps 
mentioned in previous research in Table I. 

 

Fig. 2. Access Control Application in IoT for Each Sector. 

TABLE I. GAPS IN EXISTING ACCESS CONTROL SOLUTIONS 

Current Gaps Literature Articles 

Conventional access control (in centralized 

architecture) causing single point of failure  

IoT characteristic related issues (heterogeneity, 

scalability, mobility, limited power resources, 

memory size, computational capacity 

[7], [11], [12], [13],  

[14],  [15], [16], [17], 

[18], [19], [20], [21], 

[22],  

[44], [46], [48], [51], 

[53], [55], [23], [24], 

[25], [26], [27] 

IoT actuators and sensors unable to store large 

transactions  
[23], 

Lack of trust and fairness in nodes  
[48], [17], [20], [23], 

[28], [29], [30] 

Information leak due to un-restricted access control   [14], [15] 

IoT low performance for conventional access 

control  
[31] 

Privacy leak risk [29] 

Lack of strong encryption enforcement [47], [32] 

Lack of standardised communication protocol [47] 

Malicious attacks and cyberattacks (including 

identity spoofing, message eavesdropping, message 

tampering, content poisoning, physical and cloning 

attacks) 

[11], [45], [46], [14], 

[49], [50], [20], [25], 

[33], [34] 

Lack of authentication mechanism  

[45], [52], [50], [19],  

[22], [27], [34], [36] 

,[37], [35] 

Resource constrained IoT actuators and sensors [51] 

Security weaknesses and vulnerabilities 
[46], [49], [55], [33], 

[38], [39], [56] 

Access control founded on blockchain technology 

related issues in IoT environment: higher cost, 

increased transaction delays and scalability  

[53], [40], [41] 

Complexity of consensus algorithm beyond the 

capabilities of IoT actuators and sensors 
[53] 

Lack of access control mechanism efficient for the 

IoT environment  
[38] 

Centralized client server structure and management 

schemes less efficient for IoT environment 

[25], [32] ,[33], [42], 

[43] [42] 

High costs in guarding security by combining 

multiple security technologies 
[46] 

Traditional fog/cloud computing issues [57] 

Low efficiency in centralized operating 

environment  
[54] 

Insufficient conventional storage  [55] 

Lack of communication control in data flow [13] 

From the SLR, it can be concluded that to enhance the 
access control framework in IoT ecosystems, it is crucial to 
further investigate the following mechanism: access control, 
trust, elimination of third parties, authentication, privacy and 
security. The trade-off between the decentralised access 
control supporting technologies with computing and 
processing power are vital to be further researched to find the 
optimum solution. 
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B. Techni[58]Ques and Approaches for Existing 

Decentralised Access Control in IoT 

To employ decentralized access control in the IoT 
ecosystem, researchers have recently applied various 
techniques to solve the issues presented when addressing 
RQ1, which are: trust, communication, third party entities, 
privacy and security problems. Next, evaluated articles were 
discussed to address RQ2. Based on the literature review, all 
research papers have presented the use of either blockchain 
technology, access control models, key management or the 
combination of all three approaches to efficiently manage 
access control for IoT resources. The results revealed that only 
10 papers used blockchain technology as a strategy for the 
decentralized access control, while another 10 applied the 
access control model by adopting the blockchain technology. 
A total of 12 papers had combined blockchain technology and 
key management, while three papers combined all three 
techniques (blockchain technology, access control model and 
key management techniques). Other techniques were also 
discussed in these papers, such as IOTA and tangle 
technology. IOTA is a protocol for securing data 
communication between IoT actuators and sensors with 
lightweight quantum resistant cryptocurrency devices. Tangle 
is an open-source distributed ledger similar to the blockchain 
technology [21]. Fig. 3 provides a summary of the reviewed 
papers in this study according to the type of decentralized 
access control approaches used. 

 

Fig. 3. Type of Decentralized Access Control Approaches in IoTication in 

IoT for Each Sector. 

1) Blockchain technology application in decentralized 

access control in IoT actuators and sensors: From the 

literature review, 10 articles were found to have utilised 

blockchain technology as an approach for decentralized access 

control in IoT ecosystems. Blockchain is more suitable for 

decentralized access control due to its immutability and 

distributed ledgers. It can also handle access control without 

relying on third parties. Table II presents a summary of 

blockchain technology employed in decentralized access 

control including the objectives and techniques used.  

According to [59], blockchain can be categorised into two 

groups of access control: 1) global access control and 2) local 

access control. In global access control, blockchain operates as 

a distributed ledger and also employs smart contracts to 

perform global access control tasks including authentication, 

authorisation, and key management according to the access 

control policy. Nguyen et al. proposed a framework for 

establishing a trustworthy access control mechanism on a 

mobile cloud platform utilising smart contracts [15]. This 

study applied blockchain to develop decentralized 

interplanetary file system (IPFS) on a mobile cloud platform 

by granting access permissions to each individual medical user 

to access resources in the environment. The authors further 

employed IPFS smart contracts to strengthen the security of 

decentralized cloud storage and data sharing control for better 

user access management. In the industry domain, Xiong et al. 

proposed a secure and fair coordinated recognition scheme for 

multiple IoT actuators and sensors using peer-to-peer edge 

device cooperation [29]. The study further suggested that 

using smart contracts can be beneficial in the interaction 

mechanism of trusted nodes by verifying the node. Among the 

verification mechanisms, the public key is used to authenticate 

the digital signature for each node in the environment. 

In the second group of local access control, the blockchain 
is utilised as a distributed ledger that stores access control and 
verification rules, while the local storage maintains 
authentication and authorisation. Most researchers focus on 
the local access control which only stores in blockchain server 
and uses hash techniques to authenticate and authorise the user 
and device in the IoT ecosystem. The authors in [50,55] and 
[35] recommended a lightweight authentication by using 
lightweight cryptographic key to improve security in IoT 
actuators and sensors, such as the Merkle-Tree, Streebog 
Lightweight Hashing Algorithm and Hash-locks. Narayanan et 
al. proposed the Streebog Lightweight Hashing Algorithm 
hash generation for faster data encryption. The SALSA20 
algorithm was also deemed suitable for the IoT environment 
in [55] since it can minimise the time consumption. The 
authors in [50] and [60] used the token mechanism as the 
access control strategy to authenticate each IoT resource and 
user. Generally, token consists of unique credentials such as 
addresses, IDs as well as public and private keys. The research 
claimed that this approach can reduce computational 
overhead, time costs for blockchain and enhance efficient 
access control in the IoT environment. The authors further 
proposed the combination of public and private blockchain for 
decentralized authorisation in IoT actuators and sensors. It 
was claimed that the combination approach can reduce the 
delay of transaction requests and the amount of data the client 
requires to send to cloud. 

2) Blockchain based access control: From the SLR, nine 

articles were found to adopt an access control model 

implanted with blockchain technology to provide more fine-

grained access control using smart contracts in the IoT 

ecosystem. Researchers mainly used the distributed attribute-

based access control (ABAC) model, capability-based access 

control (CBAC) model, delegation model, XAML policies and 

access control list (ACL) model as the proposed approaches 

for decentralized access control strategy in determining access 

control of a particular IoT device service through blockchain 
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and smart contracts. Table III presents the common access 

control models that were adopted in previous research and 

their function. 

TABLE II. BLOCKCHAIN TECHNOLOGY APPROACH IN DECENTRALIZED 

ACCESS CONTROL 

Authors Application Objectives Techniques 

[29] 

To propose multiple IoT actuators and 

sensors cooperation driven by secure and 

fair coordinated recognition scheme using 

peer-to-peer edge devices  

Blockchain, smart 

contract, YOLO 

algorithm 

 

[14] 

To propose a robust blockchain-based 

lightweight distributed architecture by 

leveraging high speed network 

infrastructure to disburse the computing 

platform 

Blockchain, smart 

contract, hashing, 

symmetric 

encryption, digital 

signature 

[4] 

To propose a blockchain based high-

efficiency access control framework by 

leveraging token technology 

Blockchain, smart 

contract, access 

token, IPFS  

[9] 

To propose an architecture utilizing 

blockchain technology in IoT-based 

environments for healthcare 

Blockchain, 

Hyperledger, 

chaincode, IPFS  

 

[50] 

To propose a blockchain-

based authentication mechanism for IoT 

actuators and sensors  

Blockchain, smart 

contract, 

Ethereum, token, 

digital signature 

algorithm 

(ECDSA)  

[55] 

To propose the application of blockchain 

in enabling secure data sharing among 

authorised users and devices in the cloud-

IoT environment 

Blockchain, 

Streebog 

lightweight 

hashing algorithm, 

SALSA20 

[61] 

To propose a secure data sharing and 

access control scheme for users to control 

the right and privacy of their digital 

footprint 

blockchain, smart 

contract 

 

[35] 

To propose a secure and lightweight 

Blockchain based IoT authentication 

scheme 

Blockchain, 

merkle-tree, 

sequence numbers 

(SN) 

[43] 

To propose a novel model for 

decentralized authorisation by considering 

limitation of constrained of IoT actuators 

and sensors 

Two blockchain 

(public and 

private) 

Hyperledger, smart 

contract, Hashed 

Time-Lock 

Contracts (HTLCs) 

[15] 

To propose trustworthy access control 

mechanism with the application of smart 

contract on a mobile cloud platform  

Blockchain, smart 

contract, IPFS 

TABLE III. ACCESS CONTROL MODEL 

Access control model  Functions 

ABAC [34] Attribute-based access control, or ABAC, uses 

real identities as a set of attributes 

representing access control policies in a fine-

grained method. 

RBAC [62] Role-based Access Control, or RBAC, adopts 

“roles” as a method to assign permissions. 

Users are assigned associated role prior to the 

permission assignment. 

ACL  Users of a specific resource will be directly 

assigned permission in Access control lists 

(ACLs).  

Hossein et al. stored and retrieved data sharing of 
healthcare records with user-centric and fully distributed 
architecture of access control, removing trusted third parties in 
the system [51]. The authors employed different chains of 
access control policies to ensure that the access policies for the 
owners of the data are not tampered with, and access to patient 
data is restricted. The architecture proposes the utilisation of 
Cluster Head (CH) and Proof-of-Authority (PoA) consensus 
algorithm to increase the blockchain network throughput and 
improve system performance and scalability. This approach 
can reduce the time delay and decrease the number of nodes 
stored in a single transaction since only miners of each cluster 
will be kept. However, due to the decreasing number of 
miners, the risk of malicious activities can increase. In [19], a 
delegation model approach was employed by adopting 
blockchain technology for access control in the IoT ecosystem 
environment setting. The authors proposed an authorisation 
and delegation model for IoT-cloud based on blockchain 
technology by deploying smart contracts. The study outcomes 
indicate that the suggested approach has limitations. The 
delegation deletion module was not successful since gas 
requirements exceed the gas limit of the network and further 
research is required. 

Although some limitations do exist, the uniqueness of 
blockchain technology has attracted technology providers and 
researchers. One unique feature is the smart contract which 
can self-execute certain programming conditions and 
eliminate the need for a trusted entity in the system [63]. Most 
studies implemented smart contracts to authenticate ownership 
or to function as a mechanism for controlling token access 
stored in blockchain. If IoT actuators and sensors are 
successfully authenticated and validated, devices can access 
the entire system based on pre-determined access level. 
Technically, when all authentications are automatically 
triggered by smart contracts, credibility and impartiality of 
authentication are theoretically guaranteed. For instance, [64] 
proposed a trust-based access control framework for 
decentralized IoT network by applying smart contract to 
enable decentralization. The authors deployed the ABAC 
mechanism to manage and limit resources accessed by any 
party under decided conditions based on the access policy that 
was set with pre-determined attributes. Access policy enforce 
smart contracts by assessing the incoming authorisation 
request to access resources based on context. The context was 
pre-set with the rulesets according to the specific Boolean 
attribute in the access policy. Successful authorisation will be 
followed by a process in generating an access token by smart 
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contracts. The token can be used to access the resources 
without repeating the authorisation process for the next access 
multiple times. This approach provides scalability and at the 
same time acting as a defender towards Sybil attacks and 
newcomer attacks that apply attribute registration mechanism 
way of attack. A similar approach was adopted in [17] by 
implementing smart contract that functioned as a smart policy 
to the access control policy. During the execution, a smart 
policy is created by the resource owner and stored on a 
blockchain after a proper transaction being transacted. 

Meanwhile, in [65], blockchain and decentralized 
identifier (DID) techniques were used to manage identity and 
access control for IoT device authentication. This paper 
deliberated that, based on the proposed mechanism that the 
capability tokens play a vital component when a particular IoT 
device service is requesting to obtain the authorisation, the 
device owner must claim their ownership via the ownership 
management module to obtain authorisation using the 
capability token. This approach was determined as lightweight 
due to three smart contracts applied within the core 
components: DID registry, device ownership credential 
registry and device capability credential registry. However, 
related services need to be present to invoke the functions of 
these contracts. On the other hand, the work in [66] presented 
a mechanism where two entities were introduced to handle the 
delegation process which are labelled as delegator and the 
delegatee. The entity that executes the role in transferring the 
access right is called the delegator. The delegator plays a role 
as the entity that will perform the transfer of the access right, 
while delegate play a role as the receiving entity. The 
proposed approach commonly deploys delegation through 
smart contracts to eliminate the need for a central, trusted, 
third-party authority. Table IV presents a summary of access 
control models that adopt blockchain technology in 
decentralized access control, including the objectives and 
techniques used are discussed. 

3) Blockchain-based key management for decentralized 

access control: From the SLR, 13 articles were found to use 

the distributed key management in the effort to strengthen IoT 

access control by applying blockchain to resolve privacy and 

security issues. Table V presents a summary of blockchain-

based key management approaches including the objectives 

and techniques used for decentralized access control. The 

combination of distributed key management and blockchain 

technology is to provide secure authentication and trust 

communication between device/node in the network layer. 

The authors in [28] claimed that the use of public key 

infrastructure (PKI) has vulnerabilities, such as high 

computational complexity, and requires intermediate 

certificate authority (CA) to accomplish certificate verification 

key. Thus, the authors proposed key management in 

blockchain operated by security access managers (SAMs). 

SAM plays a crucial role as CA, which is responsible for 

storing and verifying entire blockchain transactions. Based on 

SLR, the researchers suggested the adoption of various types 

of cryptography algorithm techniques including digital 

signature, endow key trust, symmetric encryption algorithm, 

session key, Elliptic Curve Cryptography (ECC), Aggregate 

signature scheme, Broadcast Encryption (BE) and Multi-

Receivers Encryption (MRE) embedded with blockchain. 

These techniques aim to enhance the access control required 

for verifying the identity of resources by authenticating and 

authorising the IoT device and user before entering the system 

or communicating with other entities in the decentralized 

nature. For instance, Hammi et al. utilised a bubble of trust in 

the blockchain environment to provide secure communication 

to each trusted member device [46]. In this approach, two 

types of bubbles are present: the master bubble which acts as a 

certification authority, and the follower bubbles. To 

authenticate these bubbles, the authors used ECC to generate 

private/public key-pair since it is known as a lightweight key 

and is suitable for restricted devices. Smart contract is also 

applied to verify the uniqueness of the follower’s identifier, 

checking the validity of the follower’s ticket using the public 

key of the master bubble. If one condition is not satisfied, the 

object cannot be associated to the bubble. If successfully 

authenticated, the tickets are no longer needed to register new 

identification and make ACL for users in the system. Shi et al. 

proposed a blockchain-based access control scheme for 

privacy preserving in distributed IoT, which formalizes the 

distributed architecture in IoT and the traditional centralized 

access control model [25]. The authors utilised domain 

management server (DMS) to define information and 

permission of data on blockchain. They used the key-pair of 

DMS to sign and encrypt data permission on blockchain and 

employed the symmetric encryption algorithm to encrypt data. 

Although the data on blockchain is transparent to all nodes, it 

still reasonably protects the user’s privacy. 

4) Blockchain-based access control model and key 

management: Based on SLR, 3 articles were found to use 

distributed key management and access control model that 

adopted blockchain technology. Various access control 

models were proposed as access control strategies: RBAC, 

ABAC, Attribute-Based Signatures (ABS), Anonymous 

Attribute-Based Encryption (ABE) and Outsourced Attribute-

Based Signature (OABS). Double authentication preventing 

signature (DAPS), Aggregate Signature Scheme, Endow Key 

Trust, Symmetric Encryption Algorithm and Digital Signature 

act as the key management for authenticating IoT actuators 

and sensors. Both techniques were applied together with 

blockchain technology for enhancing decentralized access 

control to secure IoT resources as well as improve security 

and privacy issues in the IoT ecosystem. This combination 

technique further increased scalability and feasibility of the 

proposed solution compared to existing solutions. 
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TABLE IV. BLOCKCHAIN-BASED ACCESS CONTROL APPROACH IN 

DECENTRALIZED ACCESS CONTROL 

Authors Objective 
Detailed 

Techniques  

[22]  

To propose a blockchain technology 

combined with Zero knowledge Token-

Based Access Control (BZBAC) 

Blockchain, 

Ethereum, smart 

contracts, off-chain 

computation, on-

chain, Zero 

knowledge Token-

Based Access 

Control model 

[64] 

Trust-based access control framework 

was developed to support the 

implementation of decentralized IoT 

network with smart contracts as the main 

component 

Blockchain, 

ABAC, smart 

contract, Trust and 

Reputation System 

(TRS) 

[51]  

To propose a novel access control 

architecture based on blockchain for 

storing and retrieving healthcare records 

Blockchain, access 

control policy, 

cluster head (CH), 

proof-of-authority 

(POA) consensus 

algorithm 

[31] 

To propose a blockchain-based access 

control system by embedding ABAC and 

smart contract on the Hyperledger fabric 

platform 

 

Blockchain, 

ABAC policy, 

smart contracts, 

Hyperledger fabric  

[19]  

To propose authentication and delegation 

mechanisms by using smart contracts and 

the Stack4Things framework. The 

mechanism is to support the migration to 

the decentralized environments 

Blockchain, 

delegation 

mechanism, 

RBAC, smart 

contracts, 

universally unique 

identifier (UUID) 

[39]. 

To propose “PrivySharing,” a framework 

developed based on blockchain aimed to 

provide secure and privacy-preserving 

data sharing  

Blockchain, smart 

contracts, ACL 

rules  

 

[38]  

To propose a framework for access 

control embedded with blockchain 

technology to enhance privacy policy 

dedicated for Decentralized Online Social 

Networks (DOSN)s.  

Blockchain, smart 

contract, ACL 

rules 

 

[65]  

To propose a decentralized capability for 

IoT access control by implementing 

blockchain technology with smart 

contract as the core component 

Blockchain, smart 

contracts, 

capability based 

IoT access control, 

Decentralized 

Identifier (DiD) 

[17]  

To present an implementation reference 

of manipulating XACML policies in a 

case where Solidity language was used to 

write a smart contract and deployed on 

Ethereum platform 

Blockchain, smart 

contracts, XAML 

policies 

 

Lei et al. proposed a blockchain-based security 
architecture for improving security and privacy of named data 
networking (NDN)-based vehicular edge computing (VEC) 
network. The ABAC mechanism was adjusted into the 
decentralized architecture; therefore, access control decisions 
do not have to rely on a centralized policy decision point. The 
proposed ABAC applies a set of attributes to represent the 

resource and the subject requesting the resource [34]. This 
work also suggested a blockchain-based solution that uses the 
endow key trust instead of the root key for verifying the 
authenticity of the key across the user trust domain. Other than 
that, the symmetric encryption algorithm is also applied to 
encrypt the content with a symmetric data key and used in 
access control by controlling the distribution of data key that 
can only be obtained by an authorised user. Kamboj et al. 
proposed the RBAC model using blockchain to assign a role 
in the organisation and management of interactions between 
users and resources [11]. The role checks and verifies 
credentials of roles by using smart contracts and digital 
signature algorithm for signing the transaction and for the 
generation of public and private keys. Table VI presents a 
summary of blockchain-based access control and key 
management approaches, including the objectives and 
techniques used for decentralized access control. 

TABLE V. BLOCKCHAIN-BASED KEY MANAGEMENT APPROACH IN 

DECENTRALIZED ACCESS CONTROL 

Author  Techniques 

[40]  
Access Control Header (ACH), Cryptographic, multi-layer BC, 

smart access control 

[53]  
Blockchain, identity-based signature, hash function, Verifier 

Control Centre (VCC), Certification Authority (CA) 

[25]  

Blockchain, symmetric encryption algorithm (SEA), 

Asymmetric Encryption Scheme (shared key), Management 

Server (DMS) (Storage) 

[44]  

blockchain, smart contracts, hybrid cryptosystem with 

lightweight cryptographic functions (Key Generation Centre 

(KGC), AES, ECDSA and One-Way Hash Function), angular 

distance (AD)  

[7] 

Blockchain, Elliptic Curve Digital Signature Algorithm 

(ECDSA), Algorithm (Public Key & Private Key), Smart 

Contract 

[48] blockchain, smart contracts, Elliptic Curve Cryptography (ECC) 

[18]  
Blockchain, Elliptic curve digital signature algorithm (ECDSA), 

one-way hash function, session key 

[57]  
Blockchain, Ethereum, smart contracts, Distributed, Self-

Sovereign Identity, fog device authentication mechanism 

[33]  
Blockchain, cryptographic algorithm- public key, private key 

and secret key 

[42]  
Blockchain, Diffie–Hellman, public/private key pair, Session 

key, Trust Network Framework (TNC), ECDSA 

[28]  
Blockchain, smart contract, key management schemes, security 

access managers (SAMs) 

[37] 

Smart contracts, blockchain broadcast encryption (BE), 

certificateless multi-receivers encryption (CL-MRE) and 

Permission Data Hash Table (PDHT) 

[46]  

blockchain, smart contracts, Public Key Infrastructure (PKI), 

bubble trust (secure virtual zones), Elliptic Curve Digital 

Signature Algorithm (ECDSA), ticket 
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TABLE VI. BLOCKCHAIN-BASED ACCESS CONTROL MODEL AND KEY 

MANAGEMENT APPROACH IN DECENTRALIZED ACCESS CONTROL 

Author Objective Detailed Techniques 

[11]  

Developing a role-based 

access control method 

using blockchain 

technology to manage 

user-role in the 

organisation 

Blockchain, Ethereum smart 

contract, RBAC, public key 

infrastructures (PKIs), elliptic curve 

digital signature algorithm 

(ECDSA), digital signature, Keccak-

256 cryptographic hash function  

[34] 

Developing novel 

security architecture 

using blockchain 

technology concept for 

application in NDN-

based VEC networks to 

address security and 

privacy challenges 

Blockchain, delegate consensus 

algorithm, access policy key 

management mechanism (endow 

key trust, symmetric encryption 

algorithm), ABAC 

[49]  

Privacy preserving IoT 

software update protocol 

by applying blockchain 

technology 

Blockchain, smart contracts, double 

authentication preventing signature 

(DAPS), outsourced 

attribute-based signature (OABS) 

5) Blockchain with other approaches: Based on SLR, 

seven articles were found to employ different approaches to 

the proposed decentralized access control in the IoT 

ecosystem. The approaches include Transitive Access 

Checking and Enforcement (TACE) mechanism which adopts 

blockchain, blockchain-based access control model, physical 

unclonable function (PUF), blockchain-based game theory and 

blockchain-based cross chain technology. Only two articles 

did not include blockchain adoption. Table VII presents a 

summary of blockchain combined with other approaches, 

including the objectives and techniques used for decentralized 

access control. 

TABLE VII. BLOCKCHAIN COMBINED WITH OTHER TECHNIQUES IN 

DECENTRALIZED ACCESS CONTROL 

Author Detailed Techniques 

[47]  
Blockchain, smart contracts, Role-Based Access Control, hybrid 

PUF 

[20] 
Blockchain, evolutionary combination rule (ECR), smart 

contracts, game theory 

[45] 
Blockchain, PUF, smart contracts, Diffie-Hellman key, Chinese 

Remainder Theorem (CRT), Hash Function 

[54]  
Blockchain (main chain-consortium), byzantine fault tolerance 

(RIBFT) algorithm, smart contracts, cross chain technology 

[21] Tangle (store policies), ABAC policy, Decision Point (PDP) 

[67]  Blockchain, TACE, Cross-Domain Access Control 

[36] 
MAM, Tangle, One-Time Signatures (OTS), Merkle Signature 

Schemes (MSS) 

From this review, 39 articles were found to utilise 
blockchain technology for decentralized access control in IoT 
ecosystems. Only two articles used IOTA technology similar 
to blockchain technology. Most research used the ownership 
concept in the access control model. From SLR extraction, 
noticed that access control deploys smart contracts to create 
ownership of resources. The owner will register itself and its 
resources into smart contracts. After successful registration, 
smart contracts will generate the credential/token to 
authenticate the resource owner. The owner can access their 
resources any time using the credential/token. The deployment 
of smart contract occurs when two parties agree to the 
agreement made through coding and can then execute in an 
autonomous manner. Smart contract is built based on the role 
or attributes assigned by the authorizing admin who enrolled 
the smart contract. After deploying smart contract, the 
user/owner can use their credentials to access the entire 
network with permission. In a smart contract, several 
functions are present to operate based on the needs of a 
contract. Researchers used function add, update, delete and 
remove to operate in smart contracts. However, the 
negotiation process for the terms and conditions of smart 
contracts is unclear. 

Access policy is also employed in smart contracts for 
access control in the IoT ecosystem by creating different 
levels of user authorisations to access resources. This access 
policy will be stored in the blockchain server to make it easier 
for users to invoke their access policy. Authentication and 
authorisation are also needed in access control for the IoT 
network. Several techniques that can be used to authenticate 
and authorise, such as BE, CL-MRE, PDHT, ECDSA and 
ECC. According SLR, the researchers used public key, private 
key and secret key to encrypt data for submitting or 
exchanging data to trusted entities in the IoT network. Several 
research also used key management to secure communication 
between device to device (D2D) and device to IoT network. 
As a result, it is guarded from malicious attacks such as 
eavesdropping, DDOS and hijacking. From all mentioned 
techniques, smart contract, authentication & authorisation and 
key management are the vital components in enhancing the 
decentralized access control in the IoT ecosystem. However, 
some techniques are not suitable due to the time delay of 
transactions and increased overhead. Thus, the trade-off 
between the techniques and transactions performance must be 
researched to find the optimum level. Table VIII presents the 
output of techniques used. 
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TABLE VIII. OUTPUT OF TECHNIQUES USED IN EXISTING SOLUTION 

Author Techniques Output 

[29]  
Blockchain + smart 

contract 

Better fairness and robustness 

Increased start-up delay  

[11] 

Ethereum blockchain + 

new RBAC + PKI +  

ECDSA 

Less execution cost  

Less running time compared to 

the RBAC-SC 

[47] 
Blockchain + access 

control model + PUF 

Cost-effective device in 

authentication 

Scalability 

Computational efficiency of IoT 

device 

[61]  
Blockchain + smart 

contract 

Increased feasibility and 

effectiveness  

[4]  

Blockchain + smart 

contract + access token + 

IPFS 

Secure and has low gas cost  

[9]  

Blockchain + 

Hyperledger + chaincode 

+ IPFS. 

Reduced mining costs and 

increased throughput 

[50]  
Blockchain + smart 

contract ECDSA   

More effective in communication 

overhead compared to previous 

approach 

Less time for communication 

between IoT actuators and sensors 

with blockchain 

[55]  

Blockchain, Streebog 

Lightweight Hashing 

Algorithm, SALSA20 

 

 

Better performance 

Suitable for a large-scale 

environment 

Lower time consumption due to 

spark environment 

High-level security 

[18]  

Blockchain + ECDSA +  

One-way hash function + 

session key 

Low communication cost and 

access control phases than all 

existing schemes 

More computation time than some 

existing schemes 

[20] 
Blockchain + game 

theory 

Compared to the environment 

without the protection shows 

effectiveness in latency overhead  

[33]  
Blockchain + public key, 

private key, secret key 
Lower computation cost 

[34] 

Blockchain + delegate 

consensus algorithm +  

key management 

mechanism + ABAC 

 

NDN: higher throughput in 

network architecture 

Time delay: increases total time 

to verify a transaction signature 

Increased overhead:  encryption 

and decryption  

[42]  

Blockchain + 

public/private key pair + 

session key + TNC 

Longer time to invoke smart 

contracts 

Provide stronger mechanism for 

verification of IoT actuators and 

sensors that adopt blockchain 

technology 

[43]  

Two blockchain (public 

and private) + 

Hyperledger + smart 

contract + HTLC 

Decreased overall transaction 

delay  

[15]  
Blockchain, smart 

contract, IPFS 

Flexibility in different platforms 

Availability of data in dynamic 

real time  

Decentralized IPFS to solve the 

single point of failure 

[46]  
Blockchain + PKI +  

bubble trust + ECDSA 

Less energy and computation 

consumption 

[36] IOTA + MAM Less time delay 

[37] 
Blockchain + BE + CL-

MRE + PDHT 

Smart contracts increased time 

cost 

IV. EXISTING FRAMEWORKS FOR DECENTRALIZED ACCESS 

CONTROL USING BLOCKCHAIN 

Developments in the field of decentralized access control 
in the IoT ecosystem have attracted various research efforts, 
resulting in several framework developments based on various 
objectives and goals. By taking into consideration that 
authentication and access control are important security 
aspects, especially with the increase in devices that generate 
content, various access control solutions have been proposed 
throughout the literature. In this SLR, found nine existing 
frameworks for decentralized access control in the IoT 
ecosystem. The findings are classified into three groups based 
on framework objectives. Table IX shows the objective 
regarding existing frameworks. 

From the extraction of this SLR, four frameworks were 
found to develop an access control that focuses on 
communication control between various entities such as IoT 
device, gateway, cloud and users [4], [68], [69], [47]. To 
accomplish the objective of the proposed framework, 
researchers have adopted blockchain technology to design 
control communication between various entities by validating 
data flows before attempting to communicate with other 
entities. With the capability of blockchain in enhancing 
reliable communication between entities by utilising it 
distributed ledger with the hashing function and smart 
contracts, the authors in [69] designed intra-blockchain 
interactions within smart contracts. The authors also designed 
inter-blockchain communication from one node to other nodes 
and resources in the IoT network. The development of the 
framework was inspired by the microservice architecture that 
was build based on 3 proportions: right side, top right side and 
top left. The core part of this framework is the top right side 
which utilises 3 smart contracts for IoT systems. The 3 smart 
contracts have two functionalities: 1) contract level of 
communication between IoT actuators and sensors, and 2) 
contract to access data-sources and 3) interoperability of 
heterogeneous IoT smart contracts. In another approach, the 
authors in [4] developed access control in various entities and 
communication control frameworks for cloud-enabled IoT. 
This framework has three layers: the register model layer, 
blockchain-based token requesting mechanism layer and 
requesting data with token used to control the access of users 
in the system’s layers. The authors also deployed pre-defined 
smart access policies to register resources by the upload 
mechanism using unique ID. After successful registration, the 
user must request a token for verifying authority and accessing 
resources. 

In this SLR, two frameworks that focused on 
authentication and authorisation of user and device, as 
discussed in [24] and [28] was found. Ma et al. proposed a 
lightweight, scalable and adaptive key management scheme 
for the IoT system [28]. In this work, the authors deployed a 
key management mechanism performed in SAM. The 
mechanism that was proposed was utilised to record and 
verify transactions and administrating the key management 
information. The reason behind the proposed mechanisms is to 
enable a low-latency key management function for user 
equipment in the same deployment domain. 
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Several studies have discussed the constraints regarding 
devices installed in IoT applications, posing challenges in 
terms of reliability, cost delay and security. In this SLR, three 
frameworks that focused on security and privacy 
enhancements in IoT [70], [71], [72] were found. In the 
framework proposed in [71], the authors suggested a datagram 
transport-layer security (DTLS) protocol. The framework was 
designed with the aim to ensure secure communication that 
can be realized between three layers: the 1) data producer 
layer, 2) hybrid computing paradigm layer and 3) data 
consumer layer. To further strengthen the proposed 
framework, the authors also included three cryptography 
mechanisms in the form of algorithms to give higher 
protection towards system level privacy and security. The 
proposed combination of blockchain technology and DDSS 
framework was tested in the decentralized transparent 
healthcare management system. This framework can be 
utilised in the application of healthcare domain using a public 
ledger for each medical record and critical event to provide 
traceability as well. In addition, in this study, smart contracts 
usage was applied in automating event-based activities 
without medical professionals’ interference. Meanwhile, in the 
framework discussed in [73], blockchain technology proposed 
to be applied in a data-sharing model for intelligent 
community by utilising the centralized model for access 
control. The model presented in three modules. In the first 
module, user authentication and identity management are 
addressed using enhancement multi-factor authentication 
model which relies on trusted third parties to manage user 
authentication. The authors chose not to use blockchain 
technology in their user authentication module so as to shorten 
the authentication process and preserve the system’s security. 
However, this approach may lead to various problems in 
future due to the nature of centralized management. Thus, the 
gap must be addressed in future work to provide the 
improvement. 

From the literature review analysis, from the observation 
that the proposed frameworks can be divided into three to five 
layers based on the physical layer, network layer and 
application layer concepts. These layers consist of several 
services and applications in different levels. The first layer is 
the physical layer, also known as the sensing layer. This layer 
consists of the IoT device and sensors responsible for 
collecting and processing data to send to the second layer. 
Before the IoT actuators and sensors being allowed to enter 
the network and raw data is transmitted, the access control 
mechanism will be the first line of defence that guarantee that 
only eligible actuators and devices will be allowed to access. 
After the devices clear the access control, then, lightweight 
key management approach is used to encrypt raw data. The 
second layer consists of gateway or network paths that are 
required to transmit IoT data. Any device or user that enters 
the network must be authorised. Some approaches use simple 
cryptographic, such as public key, to authorise. Other designs 
are based on PUF as the key generated for uniquely 
authenticating IoT actuators and sensors. The third layer is the 
blockchain layer which performs the transaction validation. 
This layer uses smart contracts as a core layer that only 
performs on legitimate devices for accessing resources in the 
system. Other researchers used a fourth layer as an application 

layer which can be executed on cloud or local environments. 
This layer allows users to access resources by using the 
internet. To obtain authorisation, users require a valid token or 
credentials to gain network access. 

TABLE IX. BLOCKCHAIN COMBINED WITH OTHER TECHNIQUES IN 

DECENTRALIZED ACCESS CONTROL 

Author  Objectives of the Proposed Framework 

[4] 

To develop access control in various entities and 

communication control frameworks for cloud-enabled IoT in 

terms of data flow from one end to another in CE-IoT 

services/applications 

[47] 

To secure data communication and sharing in IoT networks 

using generated cryptographic keys by providing authenticated 

device using PUFs and blockchain technology 

 

[71] 

To improve the system’s security capabilities in classic cloud-

centric blockchain-based H-CPS 

 

 

[70] 

To secure and create tamper-resistant massive IoT transactions 

by improving scalability and the performance of massive IoT 

networks by utilising blockchain-based secure micro-services in 

Virtualised Network Functions 

 

[68] 

To generate reliable communication IoT eco-systems with 

reliable information integration between users by validating 

nodes based on inter-operable structures 

 

[72] 

To improve the transaction delay among IoT applications by 

using blockchain based in SDN architecture   

 

[15] 

To allow authorised entities (such as healthcare providers) to 

effectively retrieve EHRs on cloud, while preventing 

unauthorised access to EHRs resources 

 

[24] 

To enable secure and transparent collaborations for connected 

IoT actuators and sensors trust-based automation to recognise, 

authenticate and access control of devices in the perception 

layer 

 

[28] 

To achieve a lightweight, scalable, adaptive key 

management scheme and authorisation assignment mode by 

verifying the access query transaction based on logical topology 

in the IoT system 

 

[69] 

 

To enhance access control traditional development model with 

features that primarily support intra-blockchain interactions 

within smart contracts as well as enable inter-blockchain 

communication to other nodes and resources in the IoT network 

V. EVALUATION FOR DECENTRALIZED ACCESS CONTROL 

USING BLOCKCHAIN 

How the evaluation was done to determine the 
effectiveness of methods/techniques/approaches in previous 
studies, is addressed in RQ3. Each reviewed study had been 
evaluated based on their proposed techniques, approaches and 
frameworks as the baseline for future investigations. This 
evaluation was accomplished during the experimental phase. 
Validation was conducted using pre-determined parameters 
and by comparing existing baseline models. These parameters 
and models have been used by numerous research works that 
reported satisfactory results and were then later examined and 
enhanced by others. To answer RQ3, this section lists the 
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datasets, parameters and tools (hardware/software) used to 
evaluate the performance of the proposed approach. 

A. Dataset for Evaluation 

For every proposal deliberated in the literature, 
experiments were done to validate the proposals. For the 
validation, most datasets used in access control experiments 
generated by nodes. Most nodes are used in the research to 
simulate the experiment scenario [7,15,31,44,51]. Data were 
generated by IoT actuators and sensors, such as raspberry pi 
system [7] sensors, collected from laptops and mobile phones 
to form a dataset. In [71] and [74], available datasets or open 
data are employed to conduct experiments. For instance, 
Guruprakash & Koppu used Kaggle which contains 
temperature readings from IoT actuators and sensors installed 
inside and outside anonymous buildings [74]. This dataset was 
analysed to validate the proposed system functionalities and 
capabilities [74]. 

B. Parameters for Performance Evaluation 

Based on the literature, experiments have been 
accomplished to evaluate the different performances of the 
proposed approaches according to various parameters. The 
parameters frequently depend on the objective of the study 
and the goal of the experiments. The evaluation in blockchain 
technology can be categorised into two groups based on the 
evaluation goals, as follows: 

1) Parameter based on performance of blockchain 

technology: The evaluation of blockchain performance metrics 

and parameters consist of transaction throughput, transaction 

latency, network latency, block size, computational cost, block 

validation, storage overhead, transaction delay and time delay 

[7], [9], [51], [15,25,54], [74], [75], [76]. Network latency is 

the total time taken for a transaction to be executed in the 

blockchain network. To evaluate these parameters, Table X 

displays the measuring units based on the parameters used: 

milliseconds (ms), second (s), minutes (m), joules (j), ethers, 

bytes, transaction (Tx), transaction per second (TPS), 

transaction per minutes (TPM). Based on the study of [15], the 

time taken is usually higher when the mechanism involved 

with user authentication is based on smart contracts that 

consume more time to process user requests, as compared to 

the non-authenticated scheme. The computation cost based on 

the time of deploying and invoking a smart contract increases 

[52]. The storage cost is normally based on the size of the 

stored data [74]. Transaction throughput is defined as the 

number of validated transactions per second. According to 

Zaabar et al., the throughput is separated into two sub-

categories: the read throughput and the transaction throughput 

[9]. The read throughput is defined as the total number of 

reading operations performed across the blockchain network 

within the given timeslot, while the transaction throughput is 

the number of successful transactions performed in the 

blockchain network within the given timeslot. 

2) Parameter based on performance of access control in 

blockchain technology: The evaluation of the performance 

access control in blockchain were proposed by allowing 

authorised entities to effectively retrieve the database and 

prevent unauthorised access from resources. To verify and 

authenticate the authorised transactions and un-authenticate 

unauthorised transactions, several existing solutions consisting 

of many operations must be accomplished. The authors in [44] 

highlighted that to execute these operations, the system may 

consume more energy. For the evaluation of the authentication 

process, researchers utilised parameters such as energy 

consumption [44], time taken for encryption and time taken 

for decryption [52]. To evaluate energy consumption, 

researchers chose parameters such as cost, time (ms) and 

energy (j). Regarding the time taken for encryption and 

decryption, [55] defined the encryption time as the amount of 

time consumed to convert plaintext into ciphertext, which 

generally depends on data size and the key size used for 

encryption. The decryption time was defined as the amount of 

time taken by the algorithm to convert ciphertext into original 

data. Storage and communication costs are also parameters in 

access control. The measuring unit of both parameters is bytes 

[44]. 

TABLE X. PARAMETERS AND VARIABLES 

Parameter Variables (unit) 

Access Control 

Energy consumption [44] Cost, time (ms), energy (j) 

Time taken for encryption and 

decryption [55] 
Time(ms), data size (bytes) 

Storage cost [44] Cost, size of data key (bytes) 

Communication cost [44] Cost, size of data key (bytes) 

Blockchain 

Transaction throughput [77] 
Response time (m) and TPM (size 

of transaction) 

Transaction latency 
Time (ms) and invoking a 

transaction (Tx)  

Network latency [78],[15] Time (ms),  

Block validation [74] 
Processing time (s), number of 

blocks 

Computational cost[79] Time (s), cost, ethers 

Storage overhead [44],[80] Size of key (bytes), time(s) 

3) Tools for evaluation: This section provides an 

overview of the technologies and tools adapted by the articles 

reviewed in this study. Researchers implemented their 

proposed solutions by setting up the experimental 

environment to serve as the underlying functions as well as to 

efficiently evaluate the proposed solutions or mechanisms and 

frameworks. The details of the setups are divided into two 

categories, as follows: 

a) Hardware: From the extensive review of the selected 

literature, the commonly used hardware for conducting 

experiments included desktop pc, laptop, mobile phone, 

raspberry pi, memory and hard disk. The researchers mainly 

used large storage and equipment that are compatible with 

their experiments. The desktop pc and laptops were commonly 
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employed as the simulation platform and blockchain server to 

run the experiments. Memory ranging from 8 to 16 GB RAM 

[44] are necessary [81][34]. Raspberry pi can be used as 

lightweight IoT actuators and sensors, further acting as IoT 

nodes. The interaction between IoT nodes were developed 

using C++ language and the JsonRPC library for 

communication [7]. 

b) Software: Most studies, as in [59] and [75], chose a 

private blockchain (such as Ethereum) to develop their 

blockchain network and conduct experiments. Based on [50], 

Ethereum is the commonly used platform for building 

decentralized apps (dApps). It provides a secure way to 

perform transactions using the elliptic curves cryptography 

protocol. Ganache is also used to test the decentralized 

application without an actual set-up of the Ethereum network. 

Ganache is defined as a blockchain emulator, also known as a 

personal Ethereum client or node [7]. Several studies have 

deployed a blockchain network built on Hyperledger fabric to 

execute experiments, such as in [9,54]. Node.js is also used as 

an Ethereum network [81]. Many studies further developed an 

experiment in the virtual environment to build a blockchain 

network that can be deployed in Ethereum Virtual Machine 

(EVM), such as in [64]. Some researchers applied a simulator 

or emulator environment to conduct their experiments. A 

simulator, such as OMNeT++ [28], can create an environment 

similar to the original which can configure real devices. An 

emulator, such as Common Open Research Emulator (CORE) 

[72], can be used to duplicate all hardware and software 

features in real devices. 

In terms of the programming language, most studies used 
the python language to create a prototype interface since it is 
considered to be a dynamic and scalable language across 
multiple platforms [50]. Web3.py library is frequently 
employed to enable users to interact with Ethereum clients and 
request functions written in smart contracts. Solidity 
programming language is also applied to write smart contracts 
[7], [10], [27], [62]. These smart contracts were implemented 
for testing, debugging and then deployment, either in 
Ethereum Virtual Machine (EVM) [11], Truffle [7], Testnet 
[62] or Remix IDE [56], before implementing them in the 
blockchain platform. Ropsten [11,55], Rinkebey and Koven 
are Ethereum tools for testing and development purposes. 
Researchers have noted that benchmarking is important to 
measure the performance of the blockchain application [9]. 
The most commonly used benchmarking for the Hyperledger 
network is Hyperledger Caliper. The use of several 
appropriate protocols play a crucial role in an experiment. 
Common communication protocols used are IPV6 and 
6LoWPAN [53]. 

VI. CONCLUSIONS AND FUTURE WORKS 

IoT actuators and sensors are capable to further improve 
the efficiency of smart farming. However, the security of the 
IoT actuators and sensors depending on the access control that 
act as the first line of defence via authentication and 
authorization. This paper presented the background of 
decentralized access control in this study. Based on extensive 
literature review, most commonly applied techniques to 

authenticate and authorise users or devices in IoT networks 
are summarized as key management schemes including the 
asymmetric cryptographic algorithm, the symmetric 
cryptographic algorithm, session key, secret key, PKI 
(including hashing algorithms), Symmetric Encryption, 
Digital Signature, Elliptic Curve Cryptography (ECC) and 
Elliptic Curve Digital Signature Algorithm (ECDSA) based on 
blockchain technology. This approach is vital for securing 
access control and communication between D2D, user to 
device and device to network. 

Meanwhile, the access control models - RBAC and 
ABAC, are frequently used to assign a user to a role in the 
system according to their attribute, credentials or authority to 
access resources. This approach can be commonly utilised as a 
strategy for designing various smart contracts for fine grained 
access control. In the smart contract operation, all information 
associated with a particular role or attribute will be stored on 
blockchain. This makes it more transparent and available for 
other users to access resources with the owner’s permission. 
By deploying the access control strategy in blockchain in the 
form of smart contracts, the computation overhead of IoT 
actuators and sensors will be reduced, therefore, the 
framework can apply lightweight IoT actuators and sensors 
existed ecosystem. 

Based on reviewed articles in this SLR study; tokens were 
incorporated into the strategy for subjects to obtain access 
rights by applying the token which can improve access 
efficiency. Other techniques are also used to make the system 
more scalable. Researchers commonly use off chain and on 
chain with other storages called IPFS. The assessment of all 
proposed techniques was accomplished by establishing the 
necessary steps to setup the evaluation. The literatures also 
reported that most research have developed an experimental 
environment on the Ethereum platform. Some experiments 
were executed in the virtual environment due to the 
requirements and needs for large storage and high CPU or 
laptop processors. The CPU or laptops are used as the main 
components in an experiment to simulate the blockchain 
server, or act as a gateway to collect data from IoT actuators 
and sensors. The core of the development system is smart 
contracts, which are developed using Solidity programming 
language. Regarding experiments, datasets were collected 
using IoT actuators and sensors according to pre-defined 
parameters for specific experiment designs. Evaluation was 
then performed to examine the proposed system based on 
established parameters. The parameters were also used as a 
baseline comparison with other relevant works and for 
validating the proposed system. 

Among the gaps identified in the current access control 
data in the IoT ecosystem are: lack of mechanism and 
standardised protocol of access control and communication 
protocol, decentralized access control, authentication, privacy 
and security. From the finding that the mechanism in 
authorisation and authentication is not fully adapted in a 
decentralized manner. It remains in the same phase and 
requires a trusted entity in the validation process. Based on 
this study, most of the proposed solutions which influence 
decentralized access control in the IoT ecosystem include a 
lightweight distributed key management solution, a robust 
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design in smart contracts, efficient consensus approach and 
decentralized access control. 

This study concludes that the decentralized access control 
is a relevant topic for researchers to explore and investigate. 
The combination of access control approaches that adopt 
blockchain technology can be a possible mechanism for 
enhancing decentralized access control in the IoT ecosystem. 
In addition, the access policy based on ABAC and RBAC 
model can be used to achieve flexibility and dynamic access 
control using smart contracts. Smart contracts can be used as 
an automation decision and authorization to eliminate 
centralized server into decentralized server. The use of 
multiple layers also plays a crucial role in reducing the 
scalability of IoT systems, speeding up the process of 
requesting transactions and reducing time delays. Thus, it is 
suitable for application in large scale IoT systems that manage 
big data processing. 

Smart farming also relies on the IoT technology and smart 
systems to collect real-time data and provide observations in 
management operations on the farm, including pre- and post-
harvest. For optimum access control decentralization in smart 
farming, Ethereum platform that include public and private 
blockchains can be utilised. 

For future studies, in regard to the application of 
decentralized access control in smart farming, researchers 
should explore and investigate the enhancement of smart 
contracts design for access control since smart contracts play a 
vital role in blockchain. They were designed with the aim to 
perform event-based automation activities without human 
interference based on pre-defined contracts. Nevertheless, 
smart contracts can be the loophole for blockchain technology, 
which is another gap that must be addressed to further enhance 
decentralized access control in IoT, especially for the 
application in smart farming. Thus, the design and mechanism 
for applying the smart contracts concept in blockchain 
technology must be further examined to achieve an optimum 
design. This can be validated through simulations until the 
establishment of contracts is complete. This is crucial to 
further secure and strengthen a resource from unwanted 
threats, including smart contract-related scams and illegal 
activities. 
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Abstract—The current air conditioning intelligent control 

system cannot achieve the ideal energy-saving effect. The indoor 

temperature and humidity control is not good enough either. 

Therefore, an intelligent air-conditioning control system based on 

Internet of Things technology is designed. The hardware part of 

the system includes system control motherboard, sensor module, 

execution control structure, wireless communication module and 

access layer. The software includes the design of communication 

layer, the design of monitoring management, and the design of 

intelligent indoor air-conditioning temperature remote control 

algorithm. The experimental results show that the control effect 

of the intelligent air conditioner is more accurate and 

energy-saving, the opening degree of the air conditioning valve is 

larger, and the comfort is improved. The indoor temperature and 

humidity of the proposed system are both more ideal. 

Keywords—Internet of things technology; intelligent control of 

air conditioning; system design; double closed-loop load; virtual 

synchronizer of air conditioning 

I. INTRODUCTION 

In recent years, science and technology have developed 
rapidly, and smart home control has become the most 
important part of the development of the decoration field. The 
research and development of smart home can greatly reduce 
the energy consumption of electrical equipment, reduce the 
cost of manual operation and management, and provide 
customers with more comfort and humane environment [1-2]. 
In the intelligent building, the central air-conditioning system 
consumes a lot of electricity, and it is the most important part 
in building the automation control system. In modern 
buildings, warm air conditioning is the basic supporting 
equipment, which can adjust the overall temperature and 
humidity of the building. Heating air conditioning system 
accounts for more than half of the total electricity 
consumption of the whole building, so it is necessary to find a 
suitable technology to reduce its energy consumption. 
Relevant scholars have found that intelligent control is the 
core of the entire intelligent system. In order to achieve low 
power consumption and low cost, and to ensure the safe and 
stable operation of the air conditioning system, reliable 
algorithms and selection of hardware and software are 
required to ensure the function of the system. [3-4]. 

However, at present, most of the air-conditioning 
intelligent control systems of engineering projects are idle and 

resources are wasted. This is due to the design mistakes of 
relevant managers and the inability of air-conditioning 
intelligent systems to meet the needs of sustainable 
development and cost control. Researchers in this field have 
conducted relevant research on the above issues. For example, 
reference Yan Junwei et al. proposes an energy consumption 
prediction method based on machine learning divided 
operation modes. Firstly, the k-means algorithm is used to 
divide the system operation mode, and the main factors 
affecting the operation mode are selected by the random forest 
method. Then, the prediction model is established by BP 
neural network to predict the mode and energy consumption in 
turn [5]. Fu Huansen et al. designs a working algorithm of the 
air conditioning control system in different seasonal modes, 
analyzes the key points of PID control in Siemens s7-1200plc 
programming, and takes the combined air conditioning of an 
actual engineering project of a pharmaceutical group as an 
example to design the function of the touch screen 
configuration interface. The system ensures the priority 
control of humidity in the drug warehouse during the program 
design [6]. Li Xiaotong et al aiming at the characteristics of 
nonlinearity, large delay of central air conditioning system and 
the difficulty of establishing accurate model, proposes a 
temperature control method of central air conditioning system 
based on model free reinforcement learning. Aiming at the 
communication problem between Energy Pl us and MATLAB, 
MLE + tool is used to realize the joint simulation of them. 
Comparing reinforcement learning algorithm with benchmark 
start stop strategy and model predictive control strategy, the 
method can minimize the energy consumption of air 
conditioning system on the premise of ensuring comfort [7]. 

According to the above-mentioned current domestic and 
foreign researches, the existing air-conditioning control effects 
cannot take into account low power consumption and 
intelligent effects, and most of the air-conditioning valves 
have a low opening degree, which makes it difficult to bring 
users a more comfortable and humanized experience. In order 
to solve the above problems, the research designs dual 
closed-loop loads and perfect communication layer, 
monitoring management and remote-control functions of 
intelligent air conditioners on the basis of the Internet of 
Things with intelligent improvement strategies. 
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II. DESIGN OF AIR CONDITIONING INTELLIGENT CONTROL 

SYSTEM BASED ON INTERNET OF THINGS TECHNOLOGY 

From the composition point of view, the air-conditioning 
remote control system is mainly composed of wireless 
controller, mobile phone software, remote management and 
data analysis system. With the help of the sensor, the 
communication module of wireless controller can get the air 
conditioning running status information in time. Through the 
wireless network, the user can set the temperature in advance. 
Far away, users can use mobile phones or computer software 
to operate the system. According to the basic operation 
condition, the management system can send the corresponding 
control command. After receiving the command, the controller 
can control the air-conditioning system in real time by sending 
infrared coded signal. 

A. Application Principle of Internet of Things in Air 

Conditioning Control 

The rapid development of Internet of Things has provided 
an important basis for the application of smart house. In the 
application of the Internet of Things, we should take full 
advantage of wireless technology, such as radio frequency, 
Bluetooth, infrared sensing, ZigBee and WIFI. ZigBee 
technology’s energy consumption is low, and the cost is less 
than other technologies. It can be widely promoted in the 
future development. Wireless sensor networks are mainly 
deployed in the monitoring area, which is a self-organizing 
multi-hop form. There are a large number of sensor nodes, 
using the characteristics of sensor cheap [8-9]. After the 
application program and physical setup are completed, the 
user is authorized by the Web or application program, and then 
the command to be executed can be sent out in a graphical 
way. After the central controller receives the command, it 
requires the simulative starter to perform the corresponding 
operation. When the user doesn’t give the operation 
instruction, the central controller can use the network 
technology and wireless sensor to receive the change of the 
outside environment, and then judge the safety factor 
effectively. When there is a danger, the central controller will 
find the corresponding security warning, and the central 
control will activate the scheduled function to notify or alarm 
the user [10]. When the external environment is relatively safe, 
the central controller will activate the corresponding control 
information when it exceeds the set range. 

B. System Hardware Design 

1) System Control Motherboard 
The main control board of the system adopts the Arduino 

Mega2560 SCM development board with USB interface, with 
54 digital input/output (16 of which can be used as PWM 
output), 16 analog input, 4 UART interfaces, 1 16MHz crystal 
oscillator, 1 USB port, 1 power socket, 1 ICSP header and 1 
reset button. The motherboard is easy to use, can meet the 
requirements of air-conditioning control system, and has a 
more stable performance. 

2) Sensor Module 
The system sensor module includes temperature and 

humidity sensor, HC-SR501 human body sensor and 
photoresistor. Two temperature sensors are respectively 
installed in the air outlet and the side of the air conditioner. 
The difference of temperature data is used to judge the on-off 
state and the refrigeration and heating state. HC-SR501 human 
body sensor is an automatic control module based on infrared 
technology. It adopts imported LHI778 probe from Germany, 
with high sensitivity and strong reliability. HC-SR 50 can be 
used to judge whether the user is near the air conditioner or 
not. 

3) Enforcement Control Structure 
In the remote-control system, the infrared ray sends the 

instruction information. After receiving the infrared code, the 
remote management carries on the next instruction operation 
according to the information characteristic. Because there are 
many air-conditioning manufacturers, there are some 
differences in infrared protocol. During the test, the infrared 
information of different remote controllers should be collected 
and analyzed. Analyzing the infrared signals of different 
brands of air-conditioning and storing them according to the 
requirements, so as to improve the expansibility of the system 
and make it can be used in different air-conditioning models. 

4) Wireless Communication Module 
As shown in Fig. 1, the system adopts ESP8266 serial port 

WIFI chip, which is a complete and self-contained WIFI 
network solution specially developed for wireless connection 
requirements. Temperature and humidity sensor can timely 
obtain indoor temperature and humidity information, through 
collecting and uploading information, so as to monitor indoor 
temperature and humidity in real time and achieve reasonable 
control of temperature and humidity. 
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Fig. 1. System Framework 
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5) Access Layer 
Wireless sensor network constitutes a perceptual control 

layer. It collects data information, uploads these data on the 
basis of network technology, and transfers them to the service 
management. Intelligent gateway plays the role of access layer, 
which can integrate multiple protocols, transfer the 
corresponding data by ZigBee protocol, and achieve the goal 
of Internet communication. The intelligent network also has 
the storage function. Through uploading the newest data, it 
helps the user to use the intelligent gateway to realize the 
information inquiry the function. 

a) Control Architecture Design 

As shown in Fig. 2, the basic control architecture of the 
intelligent control system for air conditioning. As a direct 
power supply device of air-conditioning virtual synchronizer, 

storage battery can provide AC electronic supply with voltage 
between 220-380V. AC suction nozzle is a standard AC device, 
which can provide AC current with frequency between 
360-800HZ for air-conditioning virtual synchronizer. The 
main control architecture consists of a virtual cabinet and a 
synchronous load cabinet. Virtual cabinets contain air 
conditioning temperature display, temperature control chassis, 
virtual operators, TUR equipment and a part of the blank 
reserved area. Under the condition of long-term load operation, 
there will be a large number of control instructions in the 
system, which are stored in the blank reserved area until the 
transmission channel is idle. Synchronous load chassis 
includes 429 bus module, load frequency conversion module, 
air conditioning power analog output module, load voltage 
acquisition module. Each module has different physical 
execution function. 
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Fig. 2. System Hardware Control Architecture. 

b) Design of Governor for Virtual Synchronous 

Machine of Air Conditioner 

The traditional DC/AC inverter topology is used to adjust 
the output power of storage battery by collecting the modal 
information of load electronic power supply. From the 
functional point of view, the virtual synchrotron governor is 
the key subordinate structure of the control architecture, which 
can integrate the fixed virtual load electronics in the original 
motor, and provide a certain excitation effect for these 
electronics with the support of the generator. When the 

air-conditioned power analog output module sends out enough 
asynchronous sensing signals, the virtual power grid of the 
synchrotron changes from a closed state to an open state, 
absorbs all the load electronics, and temporarily stores them in 
the virtual control chip. In order to ensure the reasonable 
distribution of load electrons, two power-consuming 
components with the same resistance as the load voltage 
acquisition module must be installed around the generator, and 
the internal operating current of the governor must always be 
rated control current. The complete structure of the virtual 
synchronizer governor is shown in Fig. 3. 
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Fig. 3. Structure Diagram of Air Conditioner Virtual Synchronous Machine 

Governor. 

c) Load Double Closed Loop Design 

The load double closed-loop design includes two parts: 
synchronous controller and virtual load unit. According to the 
regulation rules and control requirements of air-conditioning 
equipment, the synchronous controller can control the power 
load signal unilaterally, and the virtual load unit can obtain 
more AC load signals by transmitting the power consumption 
signal to the central processor of air-conditioning. In the case 
of higher requirements for system control instructions, the 
load double closed-loop system can choose parallel or series 
operation mode according to the power output of the system to 
ensure that the air-conditioning virtual synchronizer governor 
always has sufficient AC electrons [11-12]. In parallel mode, 
the load double closed-loop, air-conditioning virtual 
synchronous governor can be selectively connected to the 
control circuit at the same time, effectively avoiding the 
arbitrary notice of the battery system. In series mode, the load 
double closed-loop, air-conditioning virtual synchronizer 
governor can also be connected to the control circuit at the 
same time, but in this case, the automatic load electrons can 
easily reach the maximum value. Fig. 4 shows the detailed 
load double closed loop structure. 
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Fig. 4. Load Double Closed Loop Structure. 

C. System Software Design 

1) Communication Layer Design 
The Modbus communication protocol in the 

communication layer adopts RTU transmission mode to 
realize data reading. RTU transmission mode message frame 
format: function code is 8, CRC check code is 16 bits, data 
area is n * 8 bits, and slave bit address is 8. See Table I for 
common command codes and functions in the system of 
Modbus communication protocol. 

TABLE I. COMMON COMMAND CODES AND FUNCTIONS IN THE SYSTEM 

OF MODBUS COMMUNICATION PROTOCOL 

Command code Effect 

01 Read controller value 

02 Forced input of single switching value 

03 Read switch status 

04 Force input controller value 

05 For exception response 

06 Communication diagnosis 

07 On off state 
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2) Design of Monitoring Management 
Through monitoring the management computer remote 

monitoring software with ModBus communication protocol 
and PLC communication, Real-time on-line monitoring of the 
operation of HVAC system is realized. The steps for remote 
online monitoring are shown in Fig. 5. 

In order to convert the remote intelligent control mode of 
the system, the control signal is transmitted to the PCL control 
layer through the command code of ModBus communication 
protocol in remote online monitoring software. If the 

automatic control mode is selected, the PCL selects the data in 
the controller, operates on the collected signal of HVAC 
according to the fuzzy self- adaptive PID controller. It judges 
the operation result, and automatically controls the stop or 
start of HVAC equipment. If you choose the manual control 
mode, in order to control the HVAC equipment, the input of 
single equipment switch is realized by ModBus 
communication protocol, the switch of relay in PLC is 
changed, and the manual remote control of HVAC equipment 
is stopped or started. 
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Fig. 5. Steps of Remote Online Monitoring. 

3) Implementation of Remote-Control Algorithm for 

Intelligent Indoor Air Conditioning Temperature 
The control structure of influencing factors of remote 

intelligent indoor air conditioning temperature control is 
shown in Fig. 6. The data actually measured by different 
sensors are sent to the PID controller after being adjusted, and 
the selection signal generated based on the parameters 

optimized by the PID controller, such as
pk , ik  and dk . They 

are used to keep the indoor air conditioner running and keep 
the room temperature, supply air temperature and supply air 
volume within the error control range [13-14]. 

The energy-saving principle of HVAC uses frequency 

conversion technology to realize frequency conversion control 
of temperature, but frequency conversion control is unable to 
build accurate mathematical model. So, the fuzzy adaptive 
PID controller is added into the PLC control layer. In order to 
improve the control quality and make the PID controller have 
the intelligent performance of fuzzy control, the fuzzy 
adaptive PID controller is generated by combining the 
conventional PID control and fuzzy control. Fuzzy adaptive 
PID control principle, see Fig. 7. 

The parameters of each variable, fuzzy control rule, fuzzy 
subset and the membership function of input and output 
variables are designed by fuzzy adaptive PID controller. Initial 
setup of fuzzy adaptive PID controller, see Fig. 8. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

808 | P a g e  

www.ijacsa.thesai.org 

R

PID

Control 

target

Y

+ -

Setting 

parameters

Temperature 

deviation

Fuzzy rule 

base

T
e
m

p
e
ra

tu
re

 s
e
n

so
r

 

Fig. 6. Principle of Fuzzy Adaptive PID Control. 
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Fig. 8. Initial Setting of Fuzzy Adaptive PID Controller. 

If dK  and 
pK  change in the predetermined range of 

,min ,max,d dK K    and 
,min ,max,p pK K   , normalized dK  and 

pK  convert them to the parameters between 0 and 1. The 

newly converted parameters are described by 
dK   and pK   

respectively, and their conversion process is described by 
formulas (1) and (2) respectively: 

,min

,max ,min

d d

d

d d

K K
K

K K


 


               (1) 

,min

,max ,min

p p

p

p p

K K
K

K K


 


               (2) 

Formula (3) represents the relationship between integral 
and differential time constants: 

i dT βT               (3) 

Where dT  represents the differential time constant, β  

represents the parameter, and iT  represents the integral time 

constant. 

The integral gain solution is described by formula (4): 

2

p p

i

d d

K K
K

βT βK
               (4) 

The membership function of temperature deviation and 
temperature deviation change rate is a fuzzy subset language 

variable, which is described by NL NM NS ZO PS PM PL , 

and each value width is consistent and distributed in a triangle. 

In order to judge the reasoning rules of parameters
dK  , 

pK   and β , the decision is made according to the temperature 

deviation, the knowledge base summarized by experts (fuzzy 
rule base) and the change rate of temperature deviation. The 
rules are as follows: 

( ) , ( ) , ,i i p i d i iif e k is A e k is B then K is C K is D β β  
,
(

1,2,i m ). 

Among them, iA , iB , iC , iD  represent the language 

variable of ( )e k , ( )e k , pK  , 
dK  , β , a fuzzy relation 

has a rule, 7 fuzzy subsets have 49 fuzzy control rules [15]. 
Fuzzy control table is made up of 49 Fuzzy rules stored by 
computer. Fuzzy control table is made up of the relation 
between each input and output parameter according to expert’s 
knowledge and experience, and then the Fuzzy control rules 
are made. 

III. EXPERIMENTAL DESIGN AND RESULT ANALYSIS 

In order to verify the effectiveness of the intelligent control 
system based on Internet of Things, a simulation experiment is 
designed. The experimental comparison method is the 
composite air-conditioning control system and the central 
air-conditioning control system based on reinforcement 
learning proposed in reference [6] and [7] respectively. The 

PID parameters are set to
0 0.18pk  , 0 0.0012ik   and
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0 0.5dk  , and the input quantization factors of the PID 

controller are set to 0.005upk  , 0.02uik   and 0.5udk  . 

After setting the relevant values of each characteristic 

parameter, the traditional PID algorithm and the PID control 
algorithm based on particle swarm optimization are analyzed, 
and the corresponding curve of the valve opening of each end 
of the PID controller is obtained as shown in Fig. 9. 
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Fig. 9. Valve Opening at Each End of Household Intelligent Air Conditioning Structure. 

As shown in Fig. 9, the operation time of the 
air-conditioning structure is expressed in abscissa (unit: s); the 
change in the opening of the air-conditioning valve at each 
end of the air-conditioning structure is expressed in ordinate. 
The results show that the opening trend curve is stable and the 
dynamic regulation performance is more stable than that of the 
traditional control method, and the opening trend fluctuates 
greatly and the period is longer. When the air-conditioning 
structure works normally, the opening degree of the traditional 
air-conditioning valve is about 78%, and the opening degree 
of the air-conditioning valve obtained by this method can be 
controlled at 95%, so the friction loss formed by the 
air-conditioning valve in the actual work of the 
air-conditioning structure can be reduced to the greatest extent. 
It is proved that the intelligent air-conditioning structure of 
modern home remote control realized by this method is more 
accurate and energy-saving. The larger the opening degree of 
the air-conditioning valve is, the lower the operating noise of 
the corresponding air-conditioning structure is, and the 
comfort degree of the operating environment of the 
air-conditioning structure for users is improved. 

Set the output variable is the indoor temperature, the input 
variable is the frequency of HVAC compressor. Transfer 
function model of setting room temperature and frequency of 
HVAC compressor, described by formula (5): 

( )
1

φsG
H s e

Ts





              (5) 

Where, s  represents the complex variable, T  represents 
the system time constant, G   represents the open-loop gain, 

which is set to 0.6℃ / Hz, and D represents the time constant 
of the delay link, which is set to 1000s. 

In order to verify the effectiveness of the system in this 
paper, the system test is carried out with MATLAB. The 
comparison systems used in the experiment are the combined 
air conditioning control system proposed in reference [6] and 
the central air conditioning control system based on 
reinforcement learning proposed in reference [7]. The upper 
limit frequency of HVAC compressor is 240Hz, the indoor 
initial temperature is 0 ℃, the set temperature is 24 ℃, and 
the step input is applied to the three experimental systems. At 
the same time, the set temperature drops to 20 ℃ at 5000ms 
and rises to 24 ℃ at 9000s. After repeated tests, the indoor 
temperature response time curves of the three systems are 
recorded and described in Figure 10. 

As can be seen from Fig. 10, the room temperature 
response speed and temperature control of this system are 
obviously higher than those of the other two systems. This 
system can quickly control the air conditioner and make the 
room temperature reach the set temperature. At 5000s, the 
room temperature drops to 22° C, and at 9000s, the room 
temperature rises to 24° C with a stable trend. Among them, 
the room temperature of document [7] system falls to 22° C 
only at 7000s, and the document [6] system is always in a 
fluctuating state, which does not meet the requirements of the 
set temperature, indicating that this system has a better 
temperature control effect. 

In the cooling experiment, when the delay is 1000s, three 
kinds of system cooling-delay time curves are depicted in 
Fig. 11. 
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Fig. 10. Indoor Temperature Response Curve. 
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Fig. 11. Cooling Delay Time Curve. 

It can be seen from Fig.11 that with the increase of the 
delay time, the cooling time curve of the system in this paper 
has little fluctuation and the cooling time is fast, while the 
cooling time curve of the other two systems has great 
fluctuation and the cooling time is slow, which shows that the 
cooling performance of the system in this paper is good. 

In order to improve the energy-saving and emission 
reduction of HVAC, indoor relative humidity was set at 40% 
and CO2 content was set at 70% in the experiment. 

Fig. 12 shows that the effect of indoor relative humidity 
control of this system is superior to that of other two systems. 
The control effect of this system is less than 30%, the other 
two systems are not good, and the fluctuations of indoor 

relative humidity are large. 

Fig. 13 shows that the control effect of CO2 volume 
fraction of this system is obviously better than that of the other 
two systems. The indoor CO2 content of this system reaches 
3000 ppm at 1000s, after which the control is relatively stable. 
Although the control time of the system [7] is short and 
unstable at 4000s, the control time of the system [6] is short 
and unstable. The system [6] has not met the requirements of 
the indoor CO2 content. Therefore, the control of the indoor 
CO2 content of this system meets the requirements of energy 
saving and emission reduction. 

Under the condition of 0.77 air conditioning load 
parameter, the change of load spike frequency is recorded in 
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60s as the experimental time, respectively, after the 
application of the control system of the experimental group 
and the control group (the combined air conditioning control 

system proposed in the reference document [6]). Experimental 
details are shown in Fig. 14. 
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Fig. 12. Indoor Relative Humidity Control Curve. 
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Fig. 13. Indoor Carbon Dioxide Content Control Curve. 
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Fig. 14. Frequency Comparison of Load Spikes. 

Fig.14 shows that with the increase of experimental time, 
the frequency of load spike of experimental group presents a 
more stable trend, the frequency of load spike reaches 58% of 
the maximum value. The peak frequency of load in the control 
group also showed a more stable trend, but compared with the 
experimental group, this trend was significantly worse. The 
peak frequency of load in the control group reached 80%, 
much higher than the experimental group. There was no 
significant change in the peak frequency of load in the control 
group in the early and late experiment. In conclusion, under 
the condition of air conditioning load parameter of 0.77, the 
frequency of load spike can be greatly reduced by using the 
designed control system. 

IV. CONCLUSION 

In order to solve the current air conditioning, intelligent 
control system indoor temperature and humidity control effect 
is not enough ideal problem. Therefore, an intelligent 
air-conditioning control system based on Internet of Things 
technology is designed. The application principle of Internet 
of things in air conditioning control is analyzed. Based on this, 
the hardware and software of the system are designed. The 
hardware part of the system includes system control 
motherboard, sensor module, execution control structure, 
wireless communication module and access layer. The control 
architecture of the system and the governor of the virtual 
synchronizer are designed. In order to realize the 
energy-saving control of air conditioning, double closed-loop 
load is designed. The load double closed-loop design includes 
two parts: synchronous controller and virtual load unit. The 
software of the system includes the design of communication 
layer, the design of monitoring management, and the design of 
intelligent indoor air-conditioning temperature remote control 
algorithm. The experimental results show that when the 
air-conditioning structure is working normally, the opening of 
the traditional air-conditioning valve is about 78%, and the 
opening of the intelligent control system proposed by the 
study can be controlled at about 95%. In the research system, 

the room temperature decreased from 5000s to 22° C, and the 
room temperature increased to 24° C in 9 000s. The trend was 
stable at this stage, but the room temperature of the system in 
[7] only dropped to 22°C at 7000s, and the system in [6] was 
always in a state of fluctuation. The control effect of this 
system is stable at 30%, while the indoor relative humidity of 
the other two systems fluctuates greatly. The indoor CO2 
content of the system reaches 3000ppm in 1000s, and then the 
control is in a stable state. The control of indoor CO2 content 
can meet the policy requirements of energy conservation and 
emission reduction. Under the condition that the 
air-conditioning load parameter is 0.77, the load peak 
frequency can be greatly reduced by using the designed 
control system. In summary, the air-conditioning intelligent 
control system proposed in the study can effectively reduce 
energy consumption and carbon emissions, and provide users 
with a more intelligent and comfortable indoor environment. 
However, there are still shortcomings in the research. With the 
development of information technology, the application of 
low-power wide-area network technology in air-conditioning 
intelligent control systems can be further explored in the 
future. 
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Abstract—The past few years have observed substantial 

growth in death rates associated with brain tumors and it is 

second foremost source of cancer-related demises. However, it is 

possible to increase the chance of survival if tumors are identified 

during initial stage by employing various deep learning 

techniques. These techniques are helpful to the doctors during 

the diagnosis process. The MRI which refers to magnetic 

resonance imaging is a non-invasive procedure and low 

ionization radiation diagnostic tool to evaluate an abnormity that 

evolves in the form of shape, location or position, size and texture 

of tumour. This paper focuses on the systematic literature survey 

of numerous Deep-Learning methods with suitable approaches 

for tumour segmentation and classification (normal or abnormal) 

from MRI images. Furthermore, this paper also provides the new 

aspects of research and clinical solution for brain tumor patients. 

It incorporates Deep-Learning applications for accurate tumor 

detection and quantitative investigation of different tumor 

segmentation techniques. 

Keywords—Medical image segmentation; convolutional neural 

networks (CNN); deep-CNN; feed forward neural networks; brain 

tumor segmentation (BraTS) and U-net 

I. INTRODUCTION 

Brain tumors are neurological fatal disorders, a bunch of 
atypical cells that are found increasing in the human brain or 
by the surroundings of the brain that which affects the normal 
brain cells and further results in cancer [1]. They are classified 
into two variants malignant, which is cancer causing and 
benign which is non-cancerous. Benign tumours are less 
offensive, form gradually and are isolated from normal tissues 
regularly. Malignant tumors develop quickly, lack of defined 
boundaries, and are difficult to identify from normal tissues [1, 
2]. These tumors cause more pain inside the brain and can 
migrate to the spinal cord. At the same time, malignant tumors 
are complex to eliminate entirely from the cells in the brain; 
moreover these tumours have tendency to transform to cancer 
which is deadly. The second prime reason for most cancer 
related deaths is the malignant kind of brain tumour [3]. 

As per statistics, there are approximately 12.7 million 
cancerous persons in the world each year, with 7.6 million 
people dying because of cancer [4]. The Hindu published an 
article in 2016 that reported that around 2,500 children of India 
suffered from malignant tumors every year and every year 20% 
of children were diagnosed with brain tumors if 4,000 to 5000 

people were diagnosed [4, 5]. Conferring to the American 
Brain Tumor Association (ABTA), about 78,000 new brain 
tumour cases will be diagnosed by year end of 2018. 
According to a poll conducted by the “Times of India,” 
approximately three million individuals in India suffer from 
cancer, with one million being diagnosed with new kinds of 
cancer. As stated by the “WHO” (World Health Organization) 
one-third of brain tumours are cancerous [1-4]. As stated by the 
“UNI” (United News of India) brain tumours are the tenth most 
prevalent tumor in India. As per doctors’ point of view, 90% of 
brain tumor cases can cure and may save many lives when 
detecting the brain tumor at an early stage. Hence early 
detection of brain tumors can increase the chance of survival 
[2-4]. 

The manual analysis of MRI reports of human brain are 
utilized in finding the exact boundaries of the tumors by 
physicians which is an intricate and demanding task Not only 
because of little brightness and contrast of MRI reports but also 
similarities of intensities among brain organelles [6]. The 
physical evaluation tissues of brain membrane requires ample 
knowledge and time-overwhelming tasks to diagnose the 
patient. As per the “MOHFW” (Ministry of health and Family 
Welfare-Government of India), there is no specific reason for 
brain tumors, and the possible survival rate is less than 3%. All 
these issues motivated the author to investigate the different 
automated brain tumor segmentation techniques and suitable 
methods to reduce the mortality rate [4-6]. 

In this survey, the researchers have deliberated recent and 
popular state of the art Deep-Learning techniques not only to 
segregate the variants of tumours that affect brain but also to 
categorize the kinds of brain tumours including Machine 
Learning Techniques (MLT), Artificial Intelligence (AI), and 
Deep-learning techniques. 

Among various modalities (CT, US, and PET), the MRI 
modality supports the identification of brain tumors by 
radiologists due to low ionization and noise. To soft brain 
tissues MRI is more appropriate and envisages the anatomy of 
the brain in three different planes such as axial, sagittal, axial, 
and coronal view [6, 7]. Fig. 1 shows the axial, sagittal, and 
coronal views of the brain captured using the MRI modality or 
imaging technique. 
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Fig. 1. Brain MRI Slices Captured from Different Directions (a) Sagittal, (b) 

Axial, and (c) Coronal. 

MRI has various benefits over other imaging techniques, 
including i) high spatial resolution, ii) Functional brain 
measurement, iii) MRI test is acceptable for patients of any 
age, iv) No harmful effects on the body (no risks) due to no 
ionizing radiation effect, and iv) It can take images in any plan 
and capture finer details of soft tissues [8]. 

Today most of the research workout on machine learning 
algorithms intended to segregate the variants of tumors that 
affect brain automatically having capability, accuracy, 
reproducibility, scalability, and ease of a quantitative 
estimation of brain tumors [7, 9]. 

The methods are classified as Deep learning and Machine 
Learning methods. Traditional MLT use statistical learning 
approaches and better classify the features of low-level brain 
tumor. These learning methods concentrated on the estimation 
and localization of boundaries of the tumor [10]. The deep 
learning methods are requiring the smallest pre-processing 
steps and are more suitable for training large datasets as 
compared with traditional methods. Recently, in the medical 
field, convolutional neural networks (CNN) are more 
dominated than other techniques [11, 12]. 

As per the investigation, for automatic brain tumor 
detection, deep learning is a promising approach, and complex 
features are learned directly from input data. Deep learning 
approaches had been popular in the domain of computer vision 
due to their outstanding performance [13]. But it is required to 
train the samples without over-fitting and reduce the 
consuming time to the annotation of 3D ground truth MRI 
images [14]. 

In this survey, we have studied recent and popular Deep-
Learning techniques to segment and categorize tumors from 
images of MRI including AI, ML methods, and DL methods. 

This put forth, paper is structured accordingly: Section II is 
providing an overview of brain-tumor segmentation and 
classification; Section III and IV will provide the overview of 
various deep learning algorithms. 

II. TECHNIQUES FOR BRAIN-TUMOR SEGMENTATION 

The process of partitioning the image (2D function) into 
disjoints objects and used to identify or locate the object 
boundaries. The ultimate goal of analysis is to detect the ROI 
(“region of interest”) such as location and its extension. In 
brain tumor segmentation techniques, the abnormal tissues are 
separated and identified from normal tissues [15]. 

Medical imaging technology plays a crucial role present in 
the medical field. So, the segmentation of the brain tumor 
region with the help of MRI scanning reports is difficult at the 

primary level due to overlapping of tissues, boundary 
inefficiencies, dimensional differences i.e., size and shape, 
abnormalities, position, or location of the tumour. [16] 

Structural Segmentation: These image segmentation 
techniques are depending upon the data of the structure of the 
desired part of the image that comes under structural 
segmentation techniques. 

Stochastic Segmentation: This type of segmentation 
technique works on the discrete pixel value of the input image 
unlike structural segmentation techniques [17]. 

Hybrid Segmentation Techniques: The combination of 
both structural and stochastic segmentation techniques is 
referred to as hybrid segmentation techniques. 

Depending on the human interaction, the techniques of 
segmentation are classified into i) manual, ii) semi-automatic 
and iii) automatic segmentation techniques. 

A. Manual Segmentation 

In this, identifying the tumor part by the professional expert 
and they use a specialized tool for tumor assessment. The 
expert must have proper training, experience, and knowledge 
in the anatomy of the brain. The manual analysis of MRI 
reports of human brain for finding the exact boundaries of the 
tumors by physicians is a complicated, challenging task, and 
prone to error because of little or no ample brightness the 
reports obtained pose small amount of contrast MRI images 
and similarities of intensities among brain cell organelles [18]. 
The physical assessment of tissues in brain requires more prior 
knowledge and is time taking tasks to diagnose the patient. Fig. 
2 depicted the edema (red-swelling), necrotic (yellow-dead), 
and active tumor (purple). 

B. Semi-Automatic Segmentation 

This segmentation requires both human operators and 
computers. To initialize the segmentation process, human 
interaction must be required and results depend on the human 
operator. It consumes less time as compared with manual 
segmentation. Example of semi-automatic techniques is region-
growing, tumor-cut method, and active contour models, etc. 
[18, 19]. 

 
Fig. 2. Anatomical Segmentation Manually by the Intersection. 

C. Automatic Segmentation 

In this method, the human operator is not required. To 
solve the problem of the segmentation task, it combines both 
prior knowledge and artificial intelligence. There are two types 
of techniques as discriminating and generative methods [18, 
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19]. Supervised learning is one of the examples of the 
discriminating methods. In this, the relationship between the 
annotation and input image is learned through a large dataset. 
Unlike supervised learning, the unsupervised learning process 
uses the data without labels, and they are trained using the loss 
functions to obtain the patterns considering principal 
component analysis (PCA) and clustering methods [20]. Due to 
the complexity of (Because of high complexity (medical 
datasets), the machine learning techniques are not able to train 
the data. Recently, deep learning methods have earned a 
reputation due to their outstanding performance in particularly 
brain tumor segmentation and learning the parameters directly 
from data sets. The re-generative methods are utilizing the 
previous information involving the presence of different tumor 
forms [21]. 

III. OVERVIEW OF DEEP LEARNING METHODS 

The class of machine learning is deep learning; it can use 
multi-layers to learn multiple features directly from original 
data. In this section, the DL- concepts, techniques, and 
architectures for medical image analysis have been surveyed. 

A. Neural Networks 

Neural networks (NN) are the basis for deep learning 
methods and one type of learning algorithm. This NN has 
learned useful features from raw data and formed by 
connecting the neutrons by directed links [22]. In the layers, 
the neurons are organized. 

There are three layers (three different layers) such as i) 
input layer, ii) hidden layer, and iii) output layer. Typical 
FFNN by composing of three layers shown in Fig. 3. 

In input layer each neuron is connected to another neuron 
in the upstream layer’s output. Similarly, each neuron's output 
is coupled to all the neurons in the downstream layer's input. 
The weight is adjusted in each link during the learning process 
[22, 23]. The network's topology immediately forms an acyclic 
graph, and the network is known as a “FFNN” which refers to 
Feed Forward Neural Network” in which every neuron is 
linked or interconnected to the neurons in next layer. The deep 
neural network is made up of multiple layers, or hidden layers. 

 
Fig. 3. Typical Structure of FFNN with Three Layers. 

Recently, in a supervised manner, all the methods are 
trained to make easier the training procedure. There are more 
fashionable architectures utilized in the analysis of health care 
domain: convolution neural networks (CNNs) and recurrent 
neural networks (RNNs) [21, 24]. The CNNs are gaining 

massive popularity to solve problems in medical field as 
compared to the RNNs. The overview of these methods is 
given in the following section. 

B. Convolutional Neural Networks (CNNs) 

The CNNs are used to work on convolutional operations 
and one type of neural network. There are two types of 
methods such as traditional and DL methods. The learning 
approaches in statistics are applied for the classification of low-
level brain tumors, which is a regular task in conventional 
machine learning methods. The CNNs are the dominant area in 
the last years for segmentation of brain tumors and requires 
fewer pre-processing techniques and is suitable for training the 
large datasets than conventional techniques [25]. 

 
Fig. 4. Typical Structure of  CNN. 

Nowadays, to solve computer and medical image problems 
CNN is one among the dominant models, especially for 
segregation of diverse kinds of brain tumours. The CNN has 
many layers as shown in Fig. 4 that are transforming the input 
images into output (normal/abnormal) by using convolutional 
filters while learning the high-level features [26]. The CNN 
models have been learning the spatial features in the given 
data. The first convolutional layer can learn the low edges and 
second layer will learn high-level features. Next, the units of 
convolutional layers shrink the number of parameters to learn 
by distributing the weights. Thereby, increase the efficacy of 
the network [27]. Node graph for CNN is indicated in Fig.5 (a) 

 
Fig. 5. Node Graph of 1D Representation of CNN Architecture used in 

Medical Imaging. (a) CNN, (b) Cascaded CNN, and (c) U-net. 

The MLTs and CNNs majorly differ where the network 
shares the weights to perform the convolutional operation, no 
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need for separate detectors to learn, and weights do not depend 
on the original image size [28]. And also, due to the pooling 
layer in the CNNs the neighborhood pixel values are 
accumulated by using the “max or mean” functions [27, 28]. 
Regular neural networks (completely connected layers) are 
attached at the conclusion of CNN, but the weights are not 
shared. The distribution over classes is constructed by applying 
the SoftMax function and sending the activations into the final 
layer. Maximum likelihood [29] is used to train the network. 

The layers of convolution are learning the local and 
complex features in the hierarchy from the original given data. 
To summarize the key features, the Pooling-Layer is included 
in the middle of consecutive convolutional layers to decrease 
the enormous parameters and then forwarded to downstream 
layers. The translation invariant was created to identify the 
learned patterns, irrespective of geometric transformations 
[30]. 

IV. DCNN: DEEP CONVOLUTION NEURAL NETWORK 

There are different architectures proposed by researchers 
such as single pathway, dual pathway, cascaded, and U-net. All 
these architectures are briefed below: 

A. Single Pathway 

The architecture of a single pathway is looking like a feed-
forward deep neural network (FFDNN) and it is a basic 
network for remaining architectures. In this single path, 
information is passed down from one of the input layers to the 
other layer of classification. The 3-D ‘single path CNN’ was 
proposed by Urban et al. [31]. This architecture consists of the 
completely connected convolutional layer as a classification 
layer and can classify multiple 3-D pixels into one. In [32] 
every image from the sensory system is supplied to the 
different 2-D CNN and features from the results of CNN are 
utilized to train a random forest classifier. The neighbourhood 
information is obtained from XX, YZ, and XZ planes near each 
center pixel. In convolutional layers, small kernels have been 
used by Pereira et al. [33], which can learn more features by 
obtaining the very deep and deep medic networks. The 
proposed architectures got a 1stand2ndplace in ‘BraTs-2013’ 
and ‘BraTs-2015’ challenges respectively. 

B. Dual Pathway 

Pixel-wise classification will be performed in many 
segmentation approaches, here extract the input patches from 
input MRI image, and then without considering the 
neighborhood information central pixels labels were predicted. 
Infiltrating the process can be risky and makes ambiguous 
boundaries. So, to achieve better results only local information 
is not sufficient. To avoid this problem, the authors [34] mix 
the neighborhood information by employing CNN with dual-
path data streams. These dual paths were mixed to impact each 
pixel label prediction. Among two paths. The visual elements 
of the region near each center pixel are represented by one of 
the pathways. The second stream will relate to global 
information, and it will include the location of the discovered 
patch in the brain [35]. 

C. Cascaded Architecture 

This architecture will make the multi-scale label prediction 
independently from others as compared with the dual-path 
way. The output of the CNN was chained with the other. There 
are several architectures, among them, input cascade is one of 
the most important architectures and used to chain the 
secondary CNN with contextual information. The typical 
multi-stream CNN is shown in Fig. 5 (b). The local pathway 
concatenation is a cascaded architecture in which the first 
CNN’s output is sequenced and added with second CNN’s first 
hidden layer output regardless of its input [36]. 

Another important cascaded architecture is the hierarchical 
segmentation [37], in which brain tumor segmentation of brain 
tumor region was accomplished by decreasing the “multi-class 
segmentation challenge” into a “multi-stage binary 
segmentation” problem. It uses the hierarchical architecture of 
tumor sub-regions to reduce false positives while 
simultaneously resolving the inherent imbalance problem. The 
entire tumor was segmented from the reports of MRI which has 
been given as inputs at the initial stage of the design, and then a 
boundary box was used in the second step. Next, separate the 
remaining sub-regions using either multi-class intra-tumor 
segmentation or successive binary segmentation. [38]. 

D. U-net 

The U-net architecture [39] is constructed exclusively for 
biomedical image segmentation and looks like an encoder and 
decoder network. A U-shaped design consisting of an encoder 
at the contracting path and decoder at the expanding side which 
entirely builds up the U-net. In the contracting pathway, the 
ReLU layer and the max-pooling layer come after the two 
convolutional layers. The spatial data decreases as the path 
contracts, while the feature information increases. From 
contracting to skip connecting, the expanding path comprises a 
sequence of up-sampling processes paired with high-resolution 
features. The typical U-net showed in Fig. 5 (c). 

V. CNN MODELS FOR BRATS 

The current methods for segmenting and classifying kinds 
of tumours that affect human brain from MRI data is discussed 
in this section. The manual assessment tissue organelles of 
brain require an ample prior knowledge, are time taking tasks, 
and prone to error during the diagnosis process. Therefore, 
these issues motivated to development of automated tumor 
detection techniques by several researchers, and it becomes a 
significant area for research in medical image processing. This 
review article mostly concentrates on the segmentation and 
classification processes based on traditional AI, MLT, and 
DLM in the last five years. 

The literature has highlighted several automated 
approaches in the domain of health care image analysis to 
diagnose the health issues such as tumours, lung cancer [19], 
skin cancer [20, 21], and more [22, 23]. Many strategies for 
pre-recognition and categorization of brain tumors are offered 
as a result of all of them. 

Kumar Agrawal, Ullas, and Pankaj Kumar Mishra [40] 
studied various state-of-the-art algorithms for detecting and 
classifying tumors accurately. They revealed that deep learning 
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may be used in conjunction with several transfer learning 
approaches to construct a systematic and efficient approach for 
the early identification of tumours in brain in this proposed 
study. 

Rehman, Amjad, and colleagues [41] suggested a novel 
DL-based technique for classifying microscopic brain tumours. 
The authors designed the 3D architecture of CNN, draw out the 
brain tumour and then send it to the pre-trained CNN model for 
parameter extraction. Next, to choose best features a 
correlation-based selection approach is employed. The chosen 
parameters are validated by employing the FFNN for the last 
classification. The authors utilized BraTS 2015, 2017, and 
2018 for validation and achieved more than 92.67% of 
accuracy. 

Sharif, Muhammad Imran, et al. [42] presented a new 
automated DL- method to classify the multi-class brain tumors. 
In the proposed method, the densenet201 pre-trained DL model 
was trained by deep transfer of imbalanced data learning. The 
average pool layer is used to retrieve the training model 
features. Two methods are used to pick the features. i) entropy-
kurtosis-based high feature values (EKbHFV) and ii) 
metaheuristic-based modified genetic algorithm (MGA). The 
non-redundant serial-based approach is used to fuse the 
EKbHFV and MGA-based features. Finally, a multiclass SVM 
cubic classifier is used. They concluded that the presented 
method has achieved an accuracy of about 95.5%. 

Khan, Amjad Rehman, et al. [43] presented new DL 
techniques to classify the tumours from MRI brain images. The 
author’s method consists of pre-processing, segmentation using 
the K-means technique, and classification using the fine-tuned 
nineteen-layered visual geometric group (VGG19) model. To 
enhance the scale of the available data, the synthetic data 
augmentation idea is presented. The Put forth method 
outperformed earlier when compared with accuracy, the put 
forth model outperformed the previous state-of-the-art 
approach. 

Khairandish, Mohammad Omid, and colleagues [44] 
created a hybrid model that uses CNN and SVM for 
classification and threshold-based segmentation for detection. 
To categorize benign and malignant tumors, the authors used a 
publicly available dataset. The suggested hybrid CNN-SVM 
technique achieves an overall accuracy of 98.4959 percent. 

TAS, Muhammed Oguz, and Semih ERGİN [45] in this 
survey, the authors studied the segmentation of tumors from 
abnormal brain MRI images with DL and K-means approach. 
The proposed method was extracting the tumor area 
automatically with an accuracy and sensitivity of 84.45% and 
95.04% respectively. 

The authors [46] have been proposed the Google Net 
approach depending upon the CNN DL approach to classify the 
different types of tumors from MRI brain images and to 
overcome the difficulties in the classification of attributes such 
as variants in texture, size, and shape. The authors use MRI 
datasets to perform five-fold cross-validation and authenticated 
the put forth system's performance in terms of "area under the 
curve" (AUC), F-score, recall, precision, and specificity. The 
proposed system with transfer learning provides the 

classification accuracy of 97.8% and 98% with the multiclass 
SVM method. 

In [47], the stationary wavelet transform (SWT) approach 
and modern growing convolution neural network (GCNN) 
(alarming CNN) was developed by the authors in this study to 
improve the efficiency of an automated brain tumor 
segmentation system. SVM and CNN have done better than the 
suggested work in all aspects. 

For automatic segmentation, the authors [48] offered 
enhanced convolutional neural networks (ECNN) with loss 
function optimization via the BAT algorithm. They presented 
the optimization-based MRIs image segmentation. To 
overcome the overfitting problem, assigned the lesser weights 
to the network. The efficacy of the proposed system was 
authenticated by utilizing the different popular brain tumor 
datasets. The overall results indicate that the presented method 
shows better performance. 

The segmentation in a DL approach [49] is done with 
CNN. The Convolution Neural Network has deep architecture; 
this approach employs three tiny kernels. For the pre-
processing of pictures, intensity normalization and data 
augmentation were used. The method is evaluated using the 
famous dataset (BraTS 2013 and BraTS 2015). 

The authors [50] presented a solution for the low accuracy 
of brain tumor segmentation using DL techniques. They 
studied MRI images in different angles and applied different 
networks for segmentation. Evaluated the effect of separate 
networks and compare them with a single network. The dice 
score 0.73 and 0.79 is achieved with single and multiple 
networks, respectively. 

The DCNN-F-SVM was presented by Wu Wentao, et al. 
[51] for segregation of various types of brain tumour. The 
proposed segmentation model has three stages: first, DCNN is 
trained, then predicted labels are produced from the trained 
DCNN, and finally, the DCNN and an integrated SVM is a 
deep classifier which is connected in series. They used the 
BraTS and self-made datasets to run each model for brain 
tumors segmentation. The authors conclude the presented 
methodology has performed for brain tumor detection better 
than DCNN and SVM classifier. 

Sun, Li, et al. [52] presented segmentation of brain tumor 
and glioma survival anticipation utilizing the based framework. 
For tumor segmentation, the researchers used multimodal MRI 
scans and three 3D CNN designs. For survival prediction, 
4,524 radiomic characteristics are retrieved from segmented 
regions, and potent features are opted making use of both 
decision tree and cross-validation techniques. They trained a 
random forest model to predict the patient’s survival rate. The 
authors were preferred BraTS 2018 and achieved 61.0% of 
classification accuracy for short, mid, and long survivors 
among 60+ participated teams. 

Bhandari, Abhishta, Jarrad Koppen, and Marc Agzarian 
[53] investigated the potential use of CNNs by studying 
radiomics and analyzed quantifiable features tumours including 
texture, shape and ability to forecast clinical consequences 
such as survival and diagnosis. The authors also investigated 
the role of CNNs intended for brain tumors segmentation 
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through the education viewpoint and performed the literature 
review. 

Sharif, Muhammad Irfan, et al. [54] presented a non-
passive learning feature selection strategy for detecting and 
distinguishing brain cancers. The contrast enhancement is first 
fed into SbDL for the development of the saliency map, and 
then it is transformed to binary using thresholding algorithms. 
Deep feature extraction was done using the inception V3 pre-
trained CNN model was utilized for extraction of deep features 
for the purpose of classification. Next, for better texture 
analysis, the features are sequenced and aligned with 
dominated rotated (DRLBP) and particle swarm optimization 
(PSO) is used to optimize the concatenated vector. The SbDL 
segmentation and classification strategy are applied on BARTS 
2017 and BRATS 2018 to validate. The presented method 
outperforms for classifying and segregation of brain tumours) 
with accuracy of 93.7% and 92% respectively. 

Khan, Muhammad A., et al. [55] developed an automated 
system based on marker-based watershed segmentation for 
extraction and classification of brain tumors using MRI 
images.  The first contrast of the tumor was enhanced by using 
the gamma contrast stretching technique and then the 
segmentation process was performed using the marker-based 
watershed algorithm to detect the tumor exactly. Next, by using 
the chi-square max conditional priority feature method, the 
features are selected and then fused by the serial-based 
concatenation method before classification. The SVM was 
applied to classify the tumors using the datasets such as 
Harvard, BRATS-2013, privately collected. The overall results 
revealed that the presented system performs than existing 
systems with high accuracy. 

VI. DATASETS 

On selected datasets of tumor MRI scans, all of the 
strategies described in this work were tried. The research 
groups interested in automatic tumor segmentation from 
abnormal brain images over the last five years. The researchers 
have used the different private and public datasets to evaluate 
the various algorithms. A number of datasets are accessible for 
training and testing purposes. The challenges of benchmark 
datasets provide the publicly available datasets such as 
DICOM [56], BRATS [57], BRATS 2013, 2013, 2015, 2016, 
2017, 2018, and 2020), MICCAI [58], Brain Web [59], 
Harvard business school [60], Internet Brain Segmentation 
Repository (IBSR)[61],nyrosynth.org [62], ABIDE [63], 
National Bioscience Database Center (NBDC) [64], Med Pix, 
PGIMER dataset [65], SPL database [66] etc. 

VII. PERFORMANCE EVALUATION METRICS 

The effectiveness of segmentation or classification methods 
can be measured in a number of ways. To demonstrate their 
results, the authors employ various performance measure 
parameters. The analysis of traditional methods is commonly 
evaluated by mean square error (MSE), peak signal to noise 
ratio (PSNR), entropy, and correlation. Among various image 
quality assessment parameters for analysis of the result, some 
of the overlapped based parameters are briefed below: 

Accuracy: The ability to determine the precision or 
proximity of the tumor is referred to as accuracy. The 
following factors influence it: 

 
TP TN

Accuracy
TP FP TN FN




  
                               (1) 

True positive is denoted by TP, whereas true negative is 
denoted by TN. False-positive and false-negative are 
represented by the letters FP and FN, respectively [56]. 

Precision: It denotes the consistency of two or more 
values. The precision formula is as follows: 

TP
precision

TP FP


  

                                         (2) 

Where TP represents the true positive and FP represents the 
false positive. The fraction of true positives is referred to as 
precision. The valid positive results are evaluated by dividing 
valid positive outcomes aided by the segmentation algorithm.  
Similarly, the pixels are break down into the cluster and pixels 
that are of that cluster 

Sensitivity or recall or true positive rate: It's the ability to 
find a tumor or any other affected location [50]. The 
mathematical equation is written as follows: 

TP
sensitivity

TP FN



                                                 (3) 

The TP denotes true positive and FN denotes false 
negative. Sensitivity is the proportion of correctly segmented 
images to all segmented images. The greatest results for 
accuracy, precision, and sensitivity suggest that the brain tumor 
can be recognized precisely and without ambiguity. 

Confusion Matrix: It is used to give required information 
about the actual and predicted results by a particular method. 
The confusion matrix revealed in Table I that was seen below: 

TABLE I. THE REPRESENTATION OF THE CONFUSION MATRIX 

Type Predicted class 1 Predicted class 

2 

Actual class 1 TP FN 

Actual class 2 FP TN 

SDE-Segmentation Distance Error: It is used to assess the 
effectiveness of segmentation procedures and the equation is 
denoted as 

2

2

F D
SDE

D

 




                                                    (4) 

Where F is the terminal contour and D is the aspired 

contour derived from the brain tumor ground truth image. The 
SDE returns the normalized contour between the intended and 
terminal contours. The SDE range from 0 to 1, here 1 indicates 
the inadequate segmentation [32]. 
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Jaccard Similarity Index (JSI): The JSI is defined as the 
ratio of common voxels in the input image (X) to the union 
function, or the collection of voxels in the input image (X) and 
segmented output image (Y) [8, 17]. The JSI mathematical 
equation is given by: 

 ,
X Y

JSI J X Y
X Y

                                    (5) 

It is a scale that runs from 0% to 100% in terms of 
similarity between the input image and the segmented image. 
The greater the similarity, the higher the percentage. 

SSIM -Structural Similarity Index Measure: The SSIM is 
a perceptual parameter, which means that image quality may 
suffer as a result of data compression, lack of data transport, or 
other image processing procedures. This expression is provided 
by: 

 
  

  
1 2

2 2 2 2

1 2

2 2
,

x y xy

x y x y

c c
SSIM x y

c c

  

   

 


   
           (6) 

Where 
x

  and 
y

  are the mean, 
x

   and 
y

  are the 

variance, and 
xy

  is the covariance of x and y. The values 
1

c   

and 
2

c  are constants. A larger SSIM value guarantees 

improved brightness, contrast, and structural material quality 
[55]. In addition to these characteristics, computation time and 
iteration count are utilized to calculate the performance of the 
suggested approaches. 

VIII. HARDWARE AND SOFTWARE TOOLS 

Nowadays various open-source softwares are used by 
researchers to speed-up the deep learning systems. This section 
has covered a brief description of hardware and software used 
in research papers. 

For deep learning purposes, there is the availability of 
computing libraries such as GPU and CPU. The GPUs have 
been performed parallel computation with a high execution rate 
as compared with the CPUs. The GPUs hardware in deep 
learning is 10-30 times faster than CPUs. These libraries of 
GPUs also provide various operations implementation in NN 
i.e., convolutions and user friendly. Due to the popularity of 
DL, there is more availability of open-source software 
packages. 

Caffe [67] is first established for computer vision 
applications by graduate students (Jia et al., 2014) at Berkeley 
and supports C++ and Python interfaces. This deep learning 
framework is not only used in computer vision applications, 
but it can also use in other fields such as robotics, 
neuroscience, and astronomy. For deep learning, from training 
to architecture development, provides the complete tool kit 
with good examples. It allows the user to implement the 
building models and models of deep learning with various 
algorithms. 

TensorFlow [68], developed by Google (Abadi et al., 2016) 
for large-scale machine learning applications and supports the 

C++ and interfaces of Python. It is end-to-end distributed deep 
learning and supports the data flow graphs execution in mobile 
devices or heterogeneous devices. It is designed for fast 
experimentation with a deep learning model using a complete 
toolbox and simply the parallelism of the model. 

Theano [69] was built in the Montreal lab called MILA 
(Bastien et al., 2012) and offers Python interfaces. It is used to 
execute and compile the mathematical expressions by syntax 
NumPy quickly using both GPUs and CPUs, especially for 
large-scale dataflow. The other high-level software packages 
constructed upon the Theano consider Pylearn2, Keras, and 
Lasagne. 

Pytorch [70] is an important approach to construct the 
computational graph dynamically rather than static 
computational graph before running the model and open-source 
framework of deep learning. It is flexible, powerful, and easy 
of debugging (Collobert et al., 2011). The Pytorch is suitable 
for the production and execution of models on edge devices. It 
is used in Facebook AI research. 

Pylearn2 [71] allows the user to construct or implement the 
machine learning models in an arbitrarily and free (open 
source) machine learning library. This library is flexible and 
easy to use. But unfortunately, due to the lack of active 
developers, it is fallen as compared with other frameworks. 

Keras [72] is one of the rapidly developing application 
programming interfaces (API) for various applications of deep 
learning and supports multiple data-flow graphs like Theano. 
To run the experiments with models Keras consist of simple 
APIs which has provision to run in mobile devices and also in 
browsers. This platform was adopted for research areas and 
industrial applications due to its simplicity of usage (user-
centric approach). 

Lasagne [73] In Theano, the Lasagne is a trivial library for 
building and training NNs. To run the Lasagne, you will need 
Python 2.7 or 3.7, and instructions are running in MAC or 
Linux systems. It has the capability of powerful mathematical 
computations and constructed upon the Theano. 

IX. SUMMARY AND DISCUSSION 

Deep Learning (DL) based approaches for segregation 
brain tumour have recently sparked a lot of interest. In brain 
tumour segmentation, deep learning systems are trained on big 
datasets to segment the tumour from MRI images by learning a 
hierarchy of complicated properties straight from data. As a 
result, CNN-based models are the most used in medical image 
analysis, with success in fields including natural language 
processing, audio identification, and brain tumour 
segmentation. For instance, in Fig. 6, CNN was used to 
segment brain tumors using a single node into CNN. Input, 
convolution with nonlinearity correction using ReLU, 
overfitting correction using pooling, feature map flattening into 
a column, and finally insertion into the neural network. 
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Fig. 6. Input the Image into a Single Node within a CNN. 

In this work, recently published papers have been reviewed. 
It is clear that DL methods play a crucial role to address the 

problems faced in automated brain tumor segmentation. Pre-
trained CNNs are employed as feature extractors in recent 
studies, and these networks are installed and employed directly 
on the medical images for a specific purpose. In the previous 
two years, end-to-end trained CNNs have been favored for 
medical image analysis interpretation. Nowadays, deep 
learning approaches are integrated with traditional machine 
learning handcrafted methods.  In recent works uses the U-net 
and ensemble methods to resolve the problem of segmentation 
of a brain tumor [74-78]. 

TABLE II. THE COMPARISON OF VARIOUS DEEP LEARNING TECHNIQUES BASED ON DATASETS AND ACCURACY 

The ensemble approaches improve the robustness of every 
approach by combining the results of segmentation and 
providing better performance as compared to several models. 
The single U-net-based models support the argument. The 
overview of recent approaches used for brain tumor 
segmentation along with its accuracy is shown in Table II. For 
deep learning algorithms, we need an enormous quantity of 
training data to simplify properly invisible data and poses 
many challenges in the domain of medicine. It requires an 
experienced neuro-radiologist before applying to the 
supervised training. 

So, it’s an expansive, large memory resources, and time-
consuming task. But recently the BraTS challenges provides 
training and testing to users and due to proper training, the 
over-fitting problem will be reduced. At the same time, the 
researchers have implemented data augmentation to avoid the 
problem of unavailability of large-scale datasets. The 
computational and memory requirements increased further due 
to 3D deep learning models. 

As per the literature, the authors have used costly 
mathematical functions, well software libraries, multi-GPU 
environments and train the data in a distributed manner. To 
enhance the correctness durability of segmentation algorithms, 
authors must carefully initialize the hyper-parameters, employ 
proper pre-processed approaches and use Latest training 
methods 

X. CONCLUSION 

We discussed methods for segmenting brain tumors, 
different architectures of deep learning methods for automatic 

brain tumor segmentation, a literature review of recently 
published papers, tools for implementing the algorithms, 
dataset availability, and appropriate performance metrics to 
estimate the performance of each method in this paper.  As 
compared with traditional techniques, the deep learning 
methods are still superior due their robustness and 
performance. The novel architectures of Deep-Learning have a 
great potential to avoid the inherent class imbalance problems 
in tumor segmentation by using proper pre-processing, 
initialization of weights, and sophisticated training methods. In 
many segmentation techniques, due to the lack of a large-scale 
training dataset, its performance will be degraded. 

This paper contains an overview of contemporary strategies 
for segmenting and classifying brain tumors using MRI data. 
The goal of the presented survey is to demonstrate briefly 
about the most commonly used strategies for segmenting and 
classifying tumours. Various tumor segmentation techniques 
(manual, semi-automatic and automatic), deep learning 
methods (NN, CNNs, and DCNN), and different architectures 
are used in DCCN. 

This paper consists of a review of the recently published 
research articles from science direct, IEEE explore, etc. The 
literature covered the ML techniques, DL methods, and hybrid 
methods for abnormality segmentation from MRI brain images. 
This paper also contains publicly available datasets or 
benchmarking challenges such as BraTS 2012-202, MICCAI, 
Harvard University, and Brain Web. As per the literature of 
various published papers, the authors have been primarily used 
datasets are BraTs-2013 followed by BraTs-2015. 

Author, Year Method Dataset Accuracy (%) 

K. Agrawal, 2021[40] Transfer Learning method BraTs 2018 
97.17 

 

Rehman, 2021[41] 3D-CNN Architecture BraTs 2018 95.53 

Sharif, 2021 [42] 
Entropy–Kurtosis-based High Feature Values (EKbHFV) and  

modified genetic algorithm (MGA) 
BraTs 2019 95.0 

Khan, 2021 [43] Deep learning approach- finetuned VGG19 BraTS 2015 94.06 

Khairandish, 2021 [44] hybrid CNN-SVM BraTs 2019 98.49 

TAS, 2020 [45] Traditional Deep Learning Technique  84.45 

Wu, 2020 [51] DCNN-F-SVM BraTs 2018 96.0 

Sharif, 2020 [54] Pixel Increase along with Limit (PIaL) BraTs 2018 93.7 

S. Deepak, 2019 [46] 
deep CNN features via transfer learning 

 
BraTS 2017 98 

Mamta Mittal, 2019 [47]  Growing Deep Convolutional Network (GCNN) BraTs 2018 97.7   

Thaha, 2019 [48] Enhanced Convolutional Neural Networks (ECNN) BraTs 2015 92.0 

Sun Li, 2019 [52] 
 3D CNN architectures (Cascaded Anisotropic CNN, German 

Cancer Research Center NET - DFKZ Net, 3D-U-Net) 
BraTs 2018 91.0 

Sobhaninia, 2018 [50] LinkNet network BraTs 2015 89.12 
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Abstract—Classification of fish species in aquatic pictures is a 

growing field of research for researchers and image processing 

experts. Classification of fish species in aquatic images is critical 

for fish analytical purposes, such as ecological auditing balance, 

observing fish populations, and saving threatened animals. 

However, ocean water scattering and absorption of light result in 

dim and low contrast pictures, making fish classification 

laborious and challenging. This paper presents an efficient 

scheme of fish classification, which helps the biologist understand 

varieties of fish and their surroundings. This proposed system 

used an improved deep learning-based auto encoder decoder 

method for fish classification. Optimal feature selection is a 

major issue with deep learning models generally. To solve this 

problem efficiently, an enhanced grey wolf optimization 

technique (EGWO) has been introduced in this study. The 

accuracy of the classification system for aquatic fish species 

depends on the essential texture features. Accordingly, in this 

study, the proposed EGWO has selected the most optimal texture 

features from the features extracted by the auto encoder. Finally, 

to prove the efficacy of the proposed method, it is compared to 

existing deep learning models such as AlexNet, Res Net, VGG 

Net, and CNN. The proposed method is analysed by varying 

iterations, batches, and fully connected layers. The analysis of 

performance criteria such as accuracy, sensitivity, specificity, 

precision, and F1 score reveals that AED-EGWO gives superior 

performance. 

Keywords—Fish species classification; deep learning; GW 

optimization; auto encoder decoder; feature selection 

I. INTRODUCTION 

Object classification is an important area of research for 
underwater environments. To perform this, a high-resolution 
camera is used to scatter light and its absorption nature 
underwater [1]. Numerous researchers are interested in 
analyzing the health status of aquatic organisms, specifically 
the population and distribution of fish species [2]. Warming of 
the oceans will weaken aquatic life by increasing the pressure 
on fish species [3]. Accordingly, a cost-effective approach 
must be designed for underwater fish species analysis. In the 
past, fish species were classified by a laborious process 
involving the capture of fish or visual surveys conducted by 
deep-sea divers. Low contrast in the aquatic environment leads 
in very blurry pictures [4]. Due to the low quality of the images 
captured underwater, several minute features are lost. This will 

certainly impact the performance of the underwater image 
analysis system. 

With the advent of powerful graphical processing units 
(GPU) and massive amounts of data, deep learning algorithms 
have become popular in classification and pattern 
reorganization [5][6]. This study's primary objective is to 
develop the deep learning model in order to create a 
completely automated system for classifying fish species. 
However, the presence of noise in underwater images limits the 
deep learning models training capacity. Additionally, it makes 
deep learning models more computationally demanding. This 
study employs the popular deep learning architecture auto 
encoder-decoder to obtain texture features from underwater 
images. Feature selection and hyper parameter (learning rate 
selection, weight updating process, and others) tuning is the 
most challenging aspect of building deep learning models. 

GWO is an evolutionary optimization technique based on 
grey wolves' hunting mechanism and leadership hierarchy. 
Comparing Genetic Algorithms (GA) and particle swarm 
optimization (PSP), numerous studies have demonstrated that 
the performance of the GWO optimization method is superior. 
Unfortunately, traditional GWO requires more iterations to 
determine the optimal value when the data size and image 
noise rise. So in this research, the existing GWO algorithm has 
been enhanced to discover the optimal features using the newly 
introduced EGWO algorithm with fewer iterations. 

Finally, three types of experiments have been conducted to 
prove the efficiency of the proposed fish species classification 
system. First, the fish species classification efficiency has been 
evaluated with the most essential parameters, such as accuracy, 
recall, specificity, precision, and F1-Score. Secondly, the 
training and validation efficiency of the proposed AED-based 
deep learning model has been evaluated. Finally, the 
computational efficiency of the proposed method has been 
evaluated. Through these three types of experimental analysis, 
a comparative study is conducted between the proposed 
method and existing deep learning algorithms such as AlexNet, 
ResNet, VGGNet, and CNN. On the basis of these three types 
of experimental observations, it has been proven that the 
proposed methodology has excellent training efficiency, high 
accuracy, and low computing overhead. This study's significant 
contributions are summarized below. 
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1) First, the R, G, and B channels of the underwater 

images are normalized to enhance the object visibility. 

2) Second, the fish morphology localization method has 

been implemented to eliminate objects that do not have an 

impact on classification. 

3) Next, an auto encoder-decoder deep learning model is 

used to extract underwater images' texture and color features. 

4) Finally, the EGWO approach is introduced to improve 

feature selection efficiency. 

Highlights of the proposed methodology are as follows: In 
the second section of this study, the previously developed 
computer-based classification system for fish species is 
examined in greater detail. The proposed auto encoder-decoder 
and enhanced grey wolf optimization are discussed in detail in 
the third section. In the fourth section, the experimental 
analysis of the proposed fish species classification system has 
been comparatively analyzed with existing deep learning 
algorithms. Finally, the proposed method is concluded. 

II. LITERATURE REVIEW 

Classification of underwater images is a challenging task. 
Manual classification methods demand considerable time and 
effort. In underwater classification, image size, color, texture, 
inter-class similarity, and intra-class dissimilarity pose the 
greatest obstacle. Recently, researchers have developed several 
machine learning and deep learning methods for classifying 
underwater fish species [7]. This section reviews the existing 
fish species classification methods. 

 The classification is mainly carried out on dead sections 
depending on shape and texture [8, 9]. The fish's length, width, 
and thickness are identified using laser light [10]. 
Classification of fish species is very difficult due to variation in 
luminosity, background, turbidity of water. Moreover, the 
similarity of shape and color of various fish species is very 
difficult to classify. 

The fishes are categorized depending on the shape and 
texture patterns in unconstrained nature [11]. Classification of 
fish species depends on the biomass content [12]. 
Classification and identification of fish species depend on 
morphology, texture and geometry [13]. Fish species 
identification is done using live fish in the open sea [14]. 

Recognition of fish species can be done from low 
resolution images [15]. Combining sparse representation and 
PCA for classification will provide an accuracy of 
82.8%.Gaussion mixture combined with support vector 
machine will provide a recognition rate of 78%.Few 
conventional methods are done at a constrained manner. 
Classification of fish species using shape and color of dead fish 
sections in organized background. 

Grouping of fish species is done based on texture and 
physical features in unrestrained environments [16] [17]. These 
techniques will provide good results in fish species with the big 
difference in texture. The biometric approach [18] takes fish 
species from various distances and different illuminations. 
Weber’s local descriptor provides classification by the 
Adaboost classifier. 

Classification techniques depending on a mixture of 
various feature extracting approaches and clustering algorithms 
with input classifiers are less time-consuming and cheaper 
[19]. Regions with Convolutional Neural Networks (RCNN) 
provides good accuracy of 82% in fish species classification 
[20]. PCA method combined with binary hashing function 
along with SVM classifier is used for fish species recognition 
and provides an accuracy of 98% [21]. 

AlexNet model is pre-trained to perform fish species 
classification [22]. The CNN-based model and transfer 
learning use Res Net-152, and SVM classifier provides an 
accuracy of 95% [23]. Classification of fish species by 
combination of YOLO deep neural network with Gaussian 
mixture provides good accuracies in two data sets. VGGNet 
along with convolutional layers, provides fish species 
classification [24]. 

A convolutional neural network is built to rapidly classify 
the behaviorist of fishes. Few pressure settings are completed 
in the research center, the fishes' behavior positions are 
acknowledged, and the model database is recognized [25]. To 
order the fishes, convolutional neural systems are used. The 
Faster Regional Convolutional Neural Network strategy is used 
to eliminate the high spot of images [26]. A Deep CNN 
Fondest is used for fish recognition, and localization and 
grouping are done using visual data got from cameras [27]. 

 A Mask R-CNN, together with GOTURN is used for real-
time applications of fish recognition and classification [28]. A 
fish grouping using transfer learning and Matlab is used as the 
primary step of undertaking the issue. FishNet is an adjustment 
form of AlexNet to categorize different varieties of fishes [29]. 
An automatic fish classification based on sonar videos classify 
fishes based on shape and Movement [30]. 

The limitations of these surveyed publications are 
summarized below. 

• Due to the poor contrast of underwater photographs, a 
number of existing methods are semi-automated. 

• In many existing systems, the classification algorithm is 
trained on dead underwater images. Clearly, these 
techniques cannot be utilized to classify fish species in 
real-time. 

• The accuracy of the fish species classification system 
depends on the color and texture features of the 
underwater images. However, no specific optimization 
approaches have been developed in existing methods 
for selecting the appropriate color and texture features 
from underwater images. 

III. PROPOSED METHODOLOGY 

This section discusses the process flow and methodologies 
of the proposed fish species classification system. The entire 
process flow of the proposed methodology is illustrated in 
Fig. 1. 
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Fig. 1. Overall Process Flow of the Proposed System. 

A. Dataset 

In this study, the dataset is downloaded from GitHub 
(https://github.com/primepake/Fishes_classification) and 
internet sources. There are 1000 images of aquatic fish in this 
data set. Five type’s fish species are included in the data set: 
aulonocara fire, discus, flame fish, king fish, and molly. Each 
fish species in the dataset is partitioned into a 4:1 ratio for 
training and validation purposes. Table I demonstrates the 
partitioning information for the dataset. Accordingly, 800 
images are obtained for the training phase, and 200 are 
obtained for the testing phase. To boost training efficiency, fish 
images are artificially augmented using the following image 
processing techniques: image rotation (90, 180, and 360 
degrees), horizontal and vertical flipping, and zooming. 

B. Image Normalization 

Table I demonstrates very clearly that underwater images 
contain a great deal of noise, particularly undesired dark 
regions and water backgrounds around the images. These 
undesirable dark regions impose an additional computational 
overhead on the classification algorithms. Hence it necessitates 
the implementation of pre-processing techniques. Generally, all 
images captured by underwater cameras are RGB images. 
These images have different color combinations. The majority 
of images captured from the bottom of the water are quite dark, 
and the visibility of the objects within them is extremely poor. 
At the same time, images captured from the surface of the 
water are extremely bright. When training the model with such 
images, the accuracy will undoubtedly suffer. Due to the un-
normalized nature of underwater images, the red, blue, and 
green channels should be normalized. Therefore, in this 
research, the three colour channels of the underwater images 
are normalized to reduce classification loss. The following 
equation is used to carry out the underwater image 
normalization procedure. 

𝑟(𝛼, 𝛽) =
𝑅(𝛼,𝛽)

𝑅(𝛼,𝛽)+𝐺(𝛼,𝛽)+𝐵(𝛼,𝛽)
            (1) 

𝑔(𝛼, 𝛽) =
𝐺(𝛼,𝛽)

𝑅(𝛼,𝛽)+𝐺(𝛼,𝛽)+𝐵(𝛼,𝛽)
            (2) 

𝑏(𝛼, 𝛽) =
𝐵(𝛼,𝛽)

𝑅(𝛼,𝛽)+𝐺(𝛼,𝛽)+𝐵(𝛼,𝛽)
             (3) 

Where 𝛼 𝑎𝑛𝑑 𝛽 indicates the dark and bright regions in the 
underwater images. (𝑟, 𝑔 𝑎𝑛𝑑 𝑏) specifies the red, green and 
blue colour channels of the underwater images. The range 
𝑟(𝛼, 𝛽) , 𝑔(𝛼, 𝛽)  , 𝑏(𝛼, 𝛽)  is from 0 to 255, the value of 
𝑟(𝛼, 𝛽) , 𝑔(𝛼, 𝛽)  , 𝑏(𝛼, 𝛽)  can vary from 0 to 1. Fig. 12(a) 
shows the underwater images before the image normalization. 
Fig. 12(b) shows the underwater images after image 
normalization. 

C.  Fish Morphology Localization 

Fish morphology localization is a crucial element in fish 
classification. This will eliminate pixels that have no impact on 
fish classification. This study uses the Simple Linear Iterative 
Clustering (SLIC) approach to localize fish morphology from 
aquatic images. SLIC is the most used super pixels 
segmentation method, and its key benefits include it separates 
fish regions from aquatic images with little computational cost. 
SLIC method integrates image plan space and color 
dimensions to build consistent and realistic super pixels. In 
order to perform local clustering, the SLIC method performs 
clustering the pixel dimensions, which is the CIELAB color 
space (l*a*b*). Euclidean distances in l*a*b* are measured by 
the following formulas, which calculate the pixel variation in 
the images.  

𝐷𝐿𝐴𝐵 = √((𝐿𝑖 − 𝐿𝑗)
2
+ (𝐴𝑖 − 𝐴𝑗)

2
+ (𝐵𝑖 − 𝐵𝑗)

2,          (4) 

𝐷𝑥𝑦 = √((𝑥𝑖 − 𝑥𝑗)
2
+ ((𝑥𝑖 − 𝑦𝑗)

2
,            (5) 

𝐷 = 𝐷𝐿𝐴𝐵 +
𝑚

𝑠
𝐷𝑥𝑦             (6) 

L=Lightness. 

A=Red/Green Values. 

B=Blue/Yellow Values. 

The SLIC approach begins with cluster sample centers that 
are uniformly separated. The centers are then moved to 
initialization places based on the gradient position with the 
lowest value. Gradient values are calculated by the following 
formula (7). 

𝒈(𝒙, 𝒚) = ||𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)||2 + ||𝐿(𝑥, 𝑦 + 1) −
𝐿(𝑥, 𝑦 − 1)||2               (7) 

𝐿(𝑥, 𝑦)  is the pixel coordinates. According to the SLIC 
methodology, pixels in the neighbourhood of a large section 
will have the same labeling. The method then establishes 
relationships by relabeling disconnected portions with the 
labels of the closest neighboring cluster. Fig. 11(c) shows the 
proposed fish morphology localization procedure. 
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TABLE I. FISH DATASET DETAILS 

Fish image Total number of images Training Testing Class Label 

 

200 140 60 King fish 

 

200 140 60 Discus 

 

200 140 60 Flame fish 

 

200 140 60 Molly 

 

200 140 60 Aulonocara fire 

D. Auto Encoder Decoder 

An auto encoder decoder is a deep learning method that 
uses unsupervised learning to conduct encoding and decoding 
[31][32]. Similar to an artificial neural network, it consists of 
input, hidden, and output layers [33]. Each layer has neurons, 
with the input and output layers having the same amount, but 
the hidden layer has fewer neurons than the input layer. 

Fig. 2 depicts the architecture of auto encoder decoders. 
The pre-processed images from the fish dataset are supplied to 
the auto encoder for feature extraction. There are encoder and 
decoder sections here. Each encoder comprises a convolution 
with a filter bank, max pooling, and subsampling to generate 
the feature map. The encoder is composed of two convolution 
layers and an intermediate layer. Here, the convolution process 
of feature maps is not performed. Following batch 
normalisation, the convergence of local minima is enhanced. 
Additionally, the decoder comprises two layers of convolution. 
The convolutional auto encoder consists of output data Y that 

generates from input data x that is comparable to the original 
input data. When the time reaches infinity, the optimal value of 
the cost function will be reached. F () and F*() are the encode 
and decode functions. In this study, the nonlinear activation 
function Rectified Linear Unit (ReLU) is employed, which is 
represented by the following equation (8). If the function 
receives negative input, it returns 0, but for positive input, it 
returns the input value. 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥)             (8) 

By optimising the weight and bias term, it is possible to 
minimise the error. Using the back propagation method, the 
weight is modified. 

𝐹(𝑋) = 𝜎(𝑤𝑋 + 𝐵)             (9) 

𝑋 = 𝜎(𝑤(𝐹(𝑋)) + 𝐵)            (10) 

The first layer of encoder has an input X. The next layer 
has input data 𝑋𝐿 , weight 𝑊𝐿and bias term 𝐵𝐿. So the above 
equations are changed as 
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𝐹(𝑋𝐿+1) = 𝜎(𝑊𝐿𝑋𝐿 + 𝐵𝐿)           (11) 

𝑋𝐿+𝑛+1 = 𝜎(𝑊𝑛−𝐿(𝐹(𝑋𝑛+𝐿)) + 𝐵𝑛−𝐿)         (12) 

This auto encoder is trained for 200 epochs. The weights 
are optimized in order to find the local minima. Hidden layer 
takes output of the preceding layer. Throughout the training 
phase σ value was 4. The mean squared error decreased till 14 
for 100 epochs and the performance during the training phase 
is 0.00058. The error rate is reduced smoothly without over 
fitting. The trained parameters will be provided to the next 
layer. Each and every auto encoder is subjected to max polling 
layer and the result is subsampled by a factor of 2. 

𝑦𝑖,𝑗 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑥𝑖,𝑗)           (13) 

Where 𝑥𝑖,𝑗  𝑎𝑛𝑑 𝑦𝑖,𝑗  denotes the i region of j feature-map 

which is the feature map of input and i neuron of j feature-map 
which is the feature map of output respectively. The number 
feature-map remain the same both at input and output. In each 
and every decoder up sampling is done for its feature-map by 
applying the indices of maximum pooling from the 
corresponding feature-map of encoder. As a result sparse 
feature-map is produced. Convolution of decoder filter bank 
and feature map is done to regenerate the input. 

 

Fig. 2. Auto Encoder Decoder. 

E. Traditional GWO Method 

 This algorithm is based on the searching and hunting 
behaviour of grey wolves. According to GWO, the fitness 
value has three parameters one is alpha (α), the other is beta 
(β), the third is the delta (δ). The hierarchical structure of grey 
wolves is illustrated in Fig. 3. The remaining solutions are 
called as omegas (ω). Three grey wolves will guide omegas in 
searching step. At time t=1, first iteration begins, at the time 
when a prey is found out. The omegas will encircle the prey 
with the help of alpha, beta and delta wolves. Three 
coefficients (𝑎→, 𝑐→, 𝑑→)will help in encircling process. They 
are. 

 

Fig. 3. Hierarchy of Grey Wolves. 

𝑑𝛼
→ = | 𝑐1

→. 𝑥𝑎
→ − 𝑥(𝑡)

→ |             (14) 

𝑑β
→ = | 𝑐2

→. 𝑥β
→ − 𝑥(𝑡)

→ |            (15) 

𝑑δ
→ = | 𝑐3

→. 𝑥δ
→ − 𝑥(𝑡)

→ |            (16) 

Where t is the current iteration. 𝑥1,
→𝑥2,

→𝑥3,
→denote the position 

vector of alpha, beta and delta respectively. 

𝑥1,
→=𝑥𝑎

→- 𝑎1
→. 𝑑𝛼

→               (17) 

𝑥2,
→=𝑥β

→- 𝑎2
→. 𝑑β

→               (18) 

𝑥3,
→=𝑥δ

→- 𝑎3
→. 𝑑δ

→               (19) 

𝑥(𝑡)
→ =

𝑥1,
→+𝑥2,

→+𝑥3,
→

3
              (20) 

The parameters 𝑎→, 𝑐→ are given by 

𝑎→ = 2α 𝑟1
→ − α              (21) 

𝑐→ = 2 𝑟2
→               (22) 

Where  𝑟1
→ 𝑎𝑛𝑑  𝑟2

→  are random numbers. The controlling 
parameter is α whch alters the value of 𝑎→ . If the value of 
𝑎→ is greater than 1 the grey wolves will move farther away 
from the prey, which denotes that the omega will run away, 
representing global optimization. If the value of 𝑎→ is lesser 
than 1,the omega will move towards the prey showing local 
optimization. The controlling parameter will decline from 2 to 
zero in a linear manner. This is given by 

𝛼 = 2(1 −
𝑖𝑡

𝑛
)             (23) 

Where n is the maximum value of iteration number which 
is a cumulative iteration number. 

Every grey wolf runs away or moves towards the prey with 
a suitable mean weight for an alpha, beta, and delta. On the 
start of the searching method, the weight of the alpha must be 
larger than the others ie, beta and delta. The hierarchy in 
weight must be such that the weight of alpha is higher than that 
of beta and delta. Similarly, the weight of beta is greater than 
that of delta. The alpha wolf is given greater importance than 
others. The alpha wolf is considered to be nearer to the prey. 
The alpha wolf governs the searching. Beta and delta have a 
less important role. If beta or delta finds the best position, it is 
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transferred to the alpha wolf. In the searching process, the 
hypothesized prey is encircled, but in hunting, the real prey is 
encircled. The alpha is the nearest one to the prey than the beta. 
But the delta is farther away to beta. The omega wolf will alter 
and give their best positions to these dominants. Initially, the 
value of alpha is 1 and the value of beta and delta is zero. 
Finally, the dominants will encircle the prey, since they have 
the same weight. The weight of alpha has to be reduced, and 
the weight of beta and delta has to arise due to the cumulative 
iteration number. The position is updated as 

𝑥(𝑡+1)
→

=𝑤1𝑥1⃗⃗ ⃗⃗  +𝑤2𝑥2⃗⃗ ⃗⃗  +𝑤3𝑥3
→ 

Where 𝑤1 + 𝑤2 + 𝑤3 = 1 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑤1 ≥ 𝑤2 ≥ 𝑤3         (24) 

Algorithm 1 explain the process flow of traditional GWO. 
In the GWO algorithm, the initial population is generated by 
randomly. In this study, the population refers to the number of 
texture features. When initialising at random, there is a 
significant likelihood of irrelevant or redundant features. This 
raises the number of iterations of the GWO method, which 
increases the algorithm's running time and computational 
overhead. Therefore, the traditional GWO method must be 
enhanced in order to choose the desirable features from the fish 
data set with fewer iterations and in less time. 

Algorithm 1 

Step1: Random initialization of the population of grey wolves 

Xi 

Step2: Initialise the values of 𝛼, β, δ. 
Step3: Fitness of search agent is calculated 

𝑥𝑎
→=search agent in first position 

𝑥β
→=search agent in second position 

𝑥δ
→=search agent in third position 

 

Step4: when (t< the number of iterations) 

 For each search agent  

 update the position of current agent using equation (24) 

 end for 

Step5: Update the values of 𝛼, β, δ. 
Step6: The fitness of all agents are computed. 

Step7: Update 𝑥𝑎
→, 𝑥β

→, 𝑥δ
→ 

Step8: Increment the value of t 

End while 

Step9:Return the value of 𝑥𝑎
→ 

 

F. Feature Selection using Enhanced GWO Method 

Feature selection is a very important part of artificial 
intelligence based prediction models [33][34]. Fig. 4 shows the 

overall process flow of the proposed AED-EGWO. The 
proposed research AED extracts different types of colour and 
texture features from underwater images. When extracting 
features from underwater images using AED, redundant and 
irrelevant features are likely to be extracted. The formulas 25-
33 determine the important texture features of this proposed 
method. The accuracy of classification algorithms is relies on 
effective feature selection techniques. The precision of deep 
learning models can be significantly enhanced by picking the 
most beneficial feature. 

In addition, the computational burden of deep learning 
models is drastically lowered. The EGWO approach is used to 
eliminate irrelevant and redundant texture features from this 
classification system for fish species. 

Autocorrelation = ∑ ∑ (𝑖, 𝑗)𝑝(𝑖, 𝑗)𝑗𝑖          (25) 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑛2𝑁𝑒−1
𝑛=0 ∑ ∑ {𝑝(𝑖, 𝑗)}

𝑁𝑒
𝑛=𝑗

𝑁𝑒
𝑛=𝑖           (26) 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ ∑ (𝑖,𝑗)𝑝(𝑖,𝑗)−µ𝑥µ𝑦𝑗𝑖

𝜎𝑥𝜎𝑦
            (27) 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑝(𝑖, 𝑗)𝑗𝑖            (28) 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑ |𝑖 − 𝑗| ∗ 𝑝(𝑖, 𝑗)𝑗𝑖          (29) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ∑ 𝑝(𝑖, 𝑗)log (𝑝(𝑖, 𝑗))𝑗𝑖          (30) 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
1

1+(𝑖−𝑗)2𝑗𝑖 𝑝(𝑖, 𝑗)         (31) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑ ∑ (𝑖 − µ)2𝑝(𝑖, 𝑗)𝑗𝑖           (32) 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑠ℎ𝑎𝑑𝑒 = ∑ ∑ (𝑖 + 𝑗 − µ𝑥 −𝑗𝑖 µ𝑦)
2𝑝(𝑖, 𝑗)        (33) 

Here, an improved version of the GWO algorithm is 
proposed. Particularly in the population initialization phase, 
provide an intelligent initialization approach to achieve the 
optimal solution in early iterations. This intelligent 
initialization strategy accelerates the convergence of the 
algorithm. The key difference is that the population is now 
initialized using a correlation-based technique rather than at 
random method. The initial population is formed based on the 
correlation value, which decides whether a feature value is 
selected or not. The following equation represents the 
computation of the correlation for a feature f: 

𝐶𝑜𝑟𝐹 =
∑(𝐹𝑖−�̅�)(𝐶𝑖−𝐶̅)

√∑(𝐹𝑖−�̅�)2 ∑(𝐶𝑖−𝐶̅)2
            (34) 

Above equation, F indicates the texture features of 

underwater images. C represents the class values. �̅�  and �̅� 
represents the mean values of features and classes, 
respectively. 
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Fig. 4. Overall Process Flow of the Proposed AED-EGWO.

A feature with higher correlation values is crucial for the 
classification. Therefore, employing the following formula, the 
suggested method assures that features with high correlation 
values are included in the initial population. Then, based on the 
correlation values, the new population is initialized as follows. 

𝑃(𝑖) = {
1, 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝐼𝐺(𝑖)
0, 𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 𝐼𝐺(𝑖)

            (35) 

𝑟𝑎𝑛𝑑 is a random number between 0 and 1, and 𝑃(𝑖) is the 
binary representation of the ith feature in the initial population. 
According to formula (35), the features values with high 
correlation values are initialized for the initial population. This 
allows the traditional GWO method to get optimal features in a 
minimal number of iterations. Algorithm 2 explain the 
proposed EGWO based texture feature selection. 
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Algorithm 2 proposed feature selection 

Input: AED extracts texture features from fish training 

data set  
(𝑇1, 𝑇2, 𝑇3 … . . 𝑇𝑛, 𝑇𝑐)𝑇𝑛 is the number of texture features 

and 𝑇𝑐 is the target class.  

Output: 𝑂𝑡𝑓 (Optimal texture features)  

Step 1: Begin 

Step 2 : for i=1 to n do 

 C=calculate the coefficient(𝑇𝑛, 𝑇𝑐) using formula  

End 

Set the threshold level Ʈ=0.6 

Step 3: if Ʈ<0.6 // means there is no significant 

correlation between 𝑇𝑛 and 𝑇𝑐 

Step 4: for I =1 to m do 

 r=Calculate the significant between (C,Ʈ) 

 if significant is high 

 Then  

 Add the features to ⇒ 𝑂𝑡𝑓 

 End 

 End 

Return 𝑂𝑡𝑓 

End 

IV. RESULTS AND DISCUSSION 

A. System setup and Configuration 

The software tools used to develop this fish species 
categorization system are Matlab 2018 and deep learning 
libraries. Additionally, Windows 10 is used as an operating 
system. To run deep learning libraries and design the 
implementation model for this fish species classification 
system, a graphics processing unit with 4GB NVIDIA 1650, an 
Intel 10th Gen Core i5 processor, 256GB SSD, and 16GB 
RAM is utilized. 

B.  Classification Model Performances Evaluation 

Existing deep learning approaches such as AlexNet, 
ResNet, VGGNet, and CNN are compared to the proposed 
methodology. The proposed method is evaluated with different 
configurations of the deep learning model, including fully 
connected layers, iterations, and batches, with and without 
optimization. The test image and the ground truth image must 
be compared. Five common performance measures that are 
typically used for classification are used to the analysis the 
performance of the proposed classification system: accuracy, 
sensitivity, specificity, precision, and F1 score. The mentioned 
accuracy measures are depending on the following variables. 

True positive fish species classification: If the proposed 
method correctly recognises and classifies fish species from 
underwater images, this classification is known as a true 
positive fish species classification. The variable TP specifies 
the classification of true positive fish species. 

True negative fish species classification: If the proposed 
method correctly identifies and classifies non-fish species from 
underwater images, this classification is known as true negative 

fish species classification. The variable TN specifies 
classification of true negative fish species. 

False positive fish species classification: If the proposed 
method mistakenly identifies and classifies non-fish species as 
fish species from underwater images, this is referred to as a 
false positive fish species classification. The variable FP 
specifies the classification of false fish species. 

False negative fish species classification: False negative 
fish species classification happens when the proposed approach 
fails to recognise and classify non-fish species from 
underwater images. The variable FN specifies classification of 
false negative fish species. 

The confusion matrices of the proposed and existing deep 
learning models are depicted in Fig. 5. According to Table I, 
300 images are utilized to test the AED-EGWO approach. 
Accuracy, recall, specificity, precision, and F1-Score values 
are calculated based on the Confusion matrix, which are shown 
in Fig. 6 to 10. 

In this study, the definition of accuracy is the correct 
classification of fish species from underwater images. To 
ensure the reliability of proposed model, it is essential to 
determine the proportion of true positives and true negatives 
among all of the instances that have been analyzed. 
Mathematically, accuracy is expressed as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
            (36) 

According to the classification of fish species, sensitivity 
involves accurately identifying fish species. Sensitivity can be 
determined by examining the proportion of true positives. 
Sensitivity has the following mathematical expression: 

Sensitivity (Recall)  =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (37) 

According to the classification of fish species, specificity 
determines the reliability of non-fish classification results. To 
measure it, calculate the proportion of genuine negatives. 
Specificity has the following mathematical expression: 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
             (38) 

Precision is the ratio of the number of accurate fish 
classifications to the total number of positive fish predictions. 
Precision is calculated by the following formula. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (39) 

In an AI-based classification system, the F1-score is 
calculated using the overall precision and recall values. 
Formula for calculating the F1-score is as follows. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2(𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
            (40) 

The confusion matrices of the proposed and existing deep 
learning models are depicted in Fig. 5. Accuracy, recall, 
specificity, precision, and F1-Score values are calculated based 
on the Confusion matrix, which are shown in Fig. 6 to 10. 
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Fig. 5. TP, TN, FP and FN Ratios of Proposed and Existing Methods.
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Fig. 6. Accuracy Comparison Results. 

 

Fig. 7. Recall Comparison Results. 

 

Fig. 8. Specificity Comparison Results. 

 

Fig. 9. Precision Comparison Results. 

 

Fig. 10. F1-score Comparison Results. 

The proposed methodology's performance is compared to 
traditional methods AlexNet, ResNet, VGGNet, and CNN. For 
a better analysis, the methods are experimentally implemented 
and their performance metrics are compared with the existing 
methods. The experimental results (accuracy, recall, 
specificity, precision and F1-Score) are presented in the Fig. 6 
to 10. According to the experimental results, it is discovered 
that the proposed method is more accurate than the other state-
of-the-art methods. Proposed fish classification system will 
have a greater number of true-positive fish pixel classifications; 
this will obviously improve the accuracy metrics. Following 
the proposed system, CNN and AlexNet have the highest 
accuracy (accuracy, recall, specificity, precision, and F1-
Score). The ROC curve depicted in Fig. 10 has an AUC 
between 0.5 and 1.0, which indicates that it ranks a random 
positive sample higher than a random negative sample more 
than fifty percent of the time. Based on the results, it can be 
seen that the proposed methodology has fewer false positive 
fish pixels than other techniques. In addition, it is recognized 
that the number of true negative fish pixels is greater for the 
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proposed method than for the traditional deep learning 
techniques. In addition, the experimental results proves 
suggested technique reduces the number of false negative fish 
pixels. 

 

Fig. 11. ROC Curve. 

C.  Training efficiency analysis 

This section examines the training efficiency of the 
proposed and existing approaches. For that, mean absolute 
error and mean squared error are two of the most important 
training efficiency evaluation metrics applied in this research. 
If the error values are minimal, therefore the training loss of the 
suggested technique is also limited. 

1) Mean absolute error: Mean absolute error (MAE) is 

the average of the difference between actual and predicted 

values. It describes the variation between the predicted and the 

actual values. The following formula calculates MAE. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦�̂�|𝑛

𝑖=1              (41) 

𝑦 represents the actual class value, while �̂� represents the 
outcome predicted by the proposed model. 

2) Mean squared error: Mean squared error is the average 

of the squared differences between the actual and predicted 

values. The equation below is used to compute the MSE. 

𝑀𝑆𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦�̂�|2𝑁

𝑖=1              (42) 

MAE and MSE provide positive integer values during 
training. If the value is near to zero, the deep learning model's 
training loss is very low; otherwise, the training loss is high. 
The MAE and MSE comparisons are summarized in Table II, 
it is observed that the proposed system has lower MAE and 
MSE. The proposed system is to less error-prone than existing 
traditional methods. As the error value is lower for the 
proposed approach, it is expected that the proposed system will 
be more effective than other conventional deep learning 
methods. 

D. Computational Efficiency Analysis 

Table III summarized the computational efficiency of the 
AED-EGWO and existing methods. According to the 
experimental data, AED-EGWO takes 16 minutes to train the 
model, which is the shortest training time in the table, while 
RsetNet takes the longest of 23 minutes. 

E. Discussion 

Classification of fish species is an essential component of 
marine research and oceanography. It contributes significantly 
to the migration, breeding, and monitoring of endangered fish 
species. In the meantime, the manual classification of fish 
species is a labour-intensive and time-consuming process. To 
automate the classification procedure, numerous computer-
aided fish species classification systems have been developed. 
In existing methods, the deep learning or machine learning 
models are trained using images of dead fish taken out from 
under water. When training deep learning models using these 
photos instead of real-time underwater photographs, the FN 
and FP rates are increased. High FN and FP rates have a 
noticeable impact on the classification model's precision. To 
prevent this, the AED model in this study was trained using 
underwater photos of live fish However, developing fish 
classification system using deep learning models with photos 
of underwater fish presents numerous challenges. Especially 
underwater, light penetration is very low, therefore pictures 
captured from this environment are extremely dim. 
Accordingly, the visibility of objects in underwater 
photographs are very poor. Therefore, underwater images have 
been normalized in this research to correct the problem. The 
normalized images through this research are shown in 
Fig. 12(b). Also, in the images taken from underwater, the 
color of water and other objects besides fish are occupied 
excessively, which increases the computational burden of the 
deep learning model. To correct it, in this research, the 
morphology of fish has been localized using the Simple Linear 
Iterative Clustering (SLIC) method. The results of fish 
morphology localization are shown in Fig. 12(b). Further, this 
study proposes the AED-EGWO framework for the 
classification of aquatic fish species. EGWO is being proposed 
for two significant responsibilities here. 

TABLE II. TRAINING EFFICIENCY COMPARISON RESULTS 

Methods MAE MSE 

AED-EGWO 0.23 0.0529 

CNN 0.42 0.1764 

ResNet 0.77 0.5929 

VGGNet 0.47 0.2209 

AlexNet  0.31 0.0961 

TABLE III. COMPUTATIONAL EFFICIENCY COMPARISON RESULTS 

Methods Training time Classification time 

AED-EGWO 16 minutes 1.37 Seconds 

CNN 21 minutes 2.18 Seconds 

ResNet 23 minutes 2.71 Seconds 

VGGNet 19 minutes 1.92 Seconds 

AlexNet  17 minutes 1.68 Seconds 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

836 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 12. Experimental Results.

Initially, EGWO eliminates irrelevant and redundant 
texture information from the data set during AED model 
training. Next, EGWO method select the optimal texture 
features from the data set with the lowest possible iterations. 

According to the proposed EGWO, feature initialization is 
based on correlation rather than randomness. Therefore, it only 
initializes features with a strong relationship to classification 
results. Thus, the optimization method can find optimal 
features with less iterations. This eliminates the unnecessary 
processing resources required for AED training. Further, it 
enhances the fish classification accuracy to some extent. 

V. CONCLUSION 

In this study, the AED-EGWO methodology is developed 
for classifying fish species. This recommended classification 
method has two major components: optimal feature selection 
using EGWO and fish classification using AED. First, an 
improved grey wolf optimization approach is designed to 
identify the most important texture feature in the fish data set 
with the fewest possible iterations. Second, an auto encoder 
decoder network is developed to classify fish species based on 

the identified features. Finally, experimental study has been 
conducted to evaluate the proposed method's reliability and 
classification effectiveness. The experimental results of the 
proposed AED-EGWO approach were compared to existing 
deep learning models. The comparison results demonstrate that 
the proposed strategy has greater classification precision and 
reduced training loss. 

This fish classification system was evaluated using images 
of clear sea water. In the future, this research can be expanded 
to classify fish species in blurry fresh water images. 

REFERENCES 

[1] D. Rathi, S. Jain and S. Indu, "Underwater Fish Species Classification 
using Convolutional Neural Network and Deep Learning," 2017 Ninth 
International Conference on Advances in Pattern Recognition (ICAPR), 
2017, pp. 1-6, doi: 10.1109/ICAPR.2017.8593044. 

[2] F. J. P. Montalbo and A. A. Hernandez, "Classification of Fish Species 
with Augmented Data using Deep Convolutional Neural Network," 2019 
IEEE 9th International Conference on System Engineering and 
Technology (ICSET), 2019, pp. 396-401, doi: 
10.1109/ICSEngT.2019.8906433. 

[3] S. Hasija, M. J. Buragohain and S. Indu, "Fish Species Classification 
Using Graph Embedding Discriminant Analysis," 2017 International 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

837 | P a g e  

www.ijacsa.thesai.org 

Conference on Machine Vision and Information Technology (CMVIT), 
2017, pp. 81-86, doi: 10.1109/CMVIT.2017.23. 

[4] M. T. A. Rodrigues, F. L. C. Pádua, R. M. Gomes and G. E. Soares, 
"Automatic fish species classification based on robust feature extraction 
techniques and artificial immune systems," 2010 IEEE Fifth 
International Conference on Bio-Inspired Computing: Theories and 
Applications (BIC-TA), 2010, pp. 1518-1525, doi: 
10.1109/BICTA.2010.5645273. 

[5] Sarker IH. Deep Learning: A Comprehensive Overview on Techniques, 
Taxonomy, Applications and Research Directions. SN Comput Sci. 
2021;2(6):420. doi: 10.1007/s42979-021-00815-1. Epub 2021 Aug 18. 
PMID: 34426802; PMCID: PMC8372231. FLEX Chip Signal 
Processor(MC68175/D), Motorola, 15(3) (1996) 250-275. 

[6] Alzubaidi, L., Zhang, J., Humaidi, A.J. et al. Review of deep learning: 
concepts, CNN architectures, challenges, applications, future directions. 
J Big Data 8, 53 (2021). https://doi.org/10.1186/s40537-021-00444-8. 

[7] Fouad, M. M., Zawbaa, H. M., Gaber, T., Snasel, V., & Hassanien, A. E. 
(2016). A fish detection approach based on BAT algorithm. In The 1st 
international conference on advanced intelligent system and informatics, 
AISI 2015 (pp. 273–283). Cham: Springer. 

[8] Spampinato, C., Giordano, D., Di Salvo, R., Chen-Burger, Y. H. J., 
Fisher, R. B., & Nadarajan, G., (2010). Automatic fish classification for 
underwater species behavior understanding. In Proceedings of the first 
ACM international workshop on analysis and retrieval of tracked events 
and motion in imagery streams (pp. 45–50). ACM. 

[9] Nagashima, Y., & Ishimatsu, T. (1998). A morphological approach to 
fish discrimination. In IAPR workshop on machine vision applications, 
Nov. 17–19 (pp. 306–309). 

[10] Storbeck, F., & Daan, B. (2001). Fish species recognition using 
computer vision and a neural network. Fisheries Research, 51(1), 11–15. 

[11] Rova, A., Mori, G., & Dill, L. M. (2007). One fish, two fish, butterfish, 
trumpeter: Recognizing fish in underwater video. In IAPR conference on 
machine vision applications, Tokyo, Japan (pp. 404–407). 

[12] Shafait, F., Mian, A., Shortis, M., Ghanem, B., Culverhouse, P. F., 
Edgington, D., et al. (2016). Fish identification from videos captured in 
uncontrolled underwater environments. ICES Journal of Marine Science, 
73(10), 2737–2746. 

[13] Hernández-Serna, A., & Jiménez-Segura, L. F. (2014). Automatic 
identification of species with neural networks. PeerJ, 2, e563. 

[14] Huang, P. X., Boom, B. J., & Fisher, R. B. (2012). Hierarchical 
classification for live fish recognition. In BMVC student workshop 
paper. 

[15] Sun, X., Shi, J., Dong, J., & Wang, X. (2016). Fish recognition from 
low-resolution underwater images. In 9th International congress on 
image and signal processing, biomedical engineering and informatics 
(CISP-BMEI), IEEE (pp. 471–476). 

[16] Ludwig Bothmann,Michael Windmann,GoeranKauermann,” Realtime 
classification of fish in underwater sonar videos”2016. 

[17] [Spampinato C, Giordano D, Salvo RD, Chen-Burger Y-HJ, Fisher RB, 
Nadarajan G (2010) Automatic fish classification for underwater species 
behavior understanding. In: Proceedings of the first ACM international 
workshop on analysis and retrieval of tracked events and motion in 
imagery streams,pp 45–50. 

[18] Zhao J, Cao Y, Fan D, Cheng M, Li X, Zhang L (2019) Contrast prior 
and fluid pyramid integration for rgbd salient object detection. In: 2019 

IEEE/CVF conference on computer vision and pattern recognition 
(CVPR), pp 3922–3931. 

[19] Rauf HT, Ikram Ullah Lali M, Zahoor S, Shah SZH, Rehman AU, 
Bukhari SAC (2019) Visual features based automated identification of 
fish species using deep convolutional neural networks. Comput Electron 
Agric 167:105075. 

[20] Tharwat A, Hemedan AA, Hassanien AE, Gabel T (2018) A biometric-
based model for fish speciesclassification. Fish Res 204:324–336. 

[21] Jin L, Liang H (2017) Deep learning for underwater image recognition 
in small sample size situations. In: OCEANS 2017 - Aberdeen, pp 1–4. 

[22] Sun, X., Shi, J., Dong, J., & Wang, X. (2016). Fish recognition from 
low-resolution underwater images. In 9th International congress on 
image and signal processing, biomedical engineering and informatics 
(CISP-BMEI), IEEE (pp. 471–476). 

[23] Qin JLH, Li X, Zhang C (2016) Deepfish: accurate underwater live fish 
recognition with a deep architecture. Neurocomputing 187:49–58 
101088:57 

[24] Rova A, Mori G, Dill LM, “One fish, two fish, butterfish, trumpeter: 
recognizing fish in underwater video”, In: IAPR conference on machine 
vision applications (2007). 

[25] Fangfang Han, Junchaozhu, Bin Liu, “Fish Shoals Behavior Detection 
based on Convolutional Neural N/Wand Spatiotemporal 
Information”2020. 

[26] Aditya Agarwal , Tushar Malani , Gaurav Rawal , Navjeet Anand, 
Manonmani S, 2020, Underwater Fish Detection, INTERNATIONAL 
JOURNAL OF ENGINEERING RESEARCH & TECHNOLOGY 
(IJERT) Volume 09, Issue 04 (April 2020), 

[27] Christensen, J. H., Mogensen, L. V., Galeazzi, R., & Andersen, J. C. 
(2019). Detection, Localization and Classification of Fish and Fish 
Species in Poor Conditions using Convolutional Neural Networks. In 
Proceedings of 2018 IEEE/OES Autonomous Underwater Vehicle 
Workshop (AUV) (pp. 1-6). 

[28] J. H. Christensen, L. V. Mogensen, R. Galeazzi and J. C. Andersen, 
"Detection, Localization and Classification of Fish and Fish Species in 
Poor Conditions using Convolutional Neural Networks," 2018 
IEEE/OES Autonomous Underwater Vehicle Workshop (AUV), 2018, 
pp. 1-6, doi: 10.1109/AUV.2018.8729798. 

[29] C.S.Arvind, R.Prajwal,Prithvi Narayana Bhat,A.Sreedevi, 
K.N.Prabhudeva ” , Fish Detection and Trackingin Pisciculture 
Environmentusing Deep InstanceSegmentation, 2019. 

[30] SuryadiputraLiawatimena, Yaya Heryadi, Lukas,” A Fish Classification 
on Images using Transfer Learning and Matlab”, 2018. 

[31] Bourlard, H., Kabil, S.H. Autoencoders reloaded. Biol Cybern 116, 389–
406 (2022). https://doi.org/10.1007/s00422-022-00937-6. 

[32] Li, Y., Wang, Z., Yang, X. et al. Efficient convolutional hierarchical 
autoencoder for human motion prediction. Vis Comput 35, 1143–1156 
(2019). https://doi.org/10.1007/s00371-019-01692-9. 

[33] Qiang Li, Huiling Chen, Hui Huang, Xuehua Zhao, ZhenNao Cai, 
Changfei Tong, Wenbin Liu, Xin Tian, "An Enhanced Grey Wolf 
Optimization Based Feature Selection Wrapped Kernel Extreme 
Learning Machine for Medical Diagnosis", Computational and 
Mathematical Methods in Medicine, vol. 2017, Article ID 9512741, 15 
pages, 2017. https://doi.org/10.1155/2017/9512741. 

[34] Muni, MK, Parhi, DR, Kumar, PB. Implementation of grey wolf 
optimization controller for multiple humanoid navigation. Comput Anim 
Virtual Worlds. 2020; 31:e1919. https://doi.org/10.1002/cav.1919. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

838 | P a g e  

www.ijacsa.thesai.org 

Environmental Noise Pollution Forecasting using 

Fuzzy-autoregressive Integrated Moving Average 

Modelling 

Muhammad Shukri Che Lah1, Nureize Arbaiy2, Syahir Ajwad Sapuan3, Pei-Chun Lin4 

Faculty of Computer Science and Information Technology 

Universiti Tun Hussein Onn Malaysia, 86400 Batu Pahat, Malaysia1, 2,  3 

Dept. of Information Engineering and Computer Science, Feng Chia University, No. 100, Wenhwa Rd, Taichung, Taiwan4 

 

 
Abstract—Predicting noise pollution from building sites is 

important to take precautions to avoid pollution that harms the 

public. A high accuracy of the prediction model is required so 

that the predicted model can reach the true value. Forecasting 

models must be built on solid historical data to achieve high 

forecasting accuracy. However, data collected through various 

approaches are subject to ambiguity and uncertainty, resulting in 

less reliable predictive models. Therefore, the data must be 

handled accurately, to eliminate data uncertainty. Standard data 

processing processes are easy to use but do not provide a 

consistent method for dealing with this ambiguous data. 

Therefore, a method to deal with data containing uncertainty for 

forecasting purposes is presented in this paper. A new technique 

for providing uncertainty-based data preparation has been 

employed to develop an ARIMA-based model of environmental 

noise pollution. During the data preparation stage, the standard 

deviation approach was used. Prior to the development of the 

prediction model, it is crucial to manage the fuzzy data to 

minimize errors. The experimental findings show that the 

suggested data preparation strategy can increase the model's 

accuracy. 

Keywords—Noise pollution; forecasting; ARIMA; uncertainty; 

standard deviation 

I. INTRODUCTION 

One of the environmental challenges that has an impact on 
people's quality of life and well-being is noise pollution. 
Regular exposure to high levels of noise that might be 
damaging to people or other living beings is referred to as 
noise pollution [1] – [2]. Transportation noise, construction 
noise, manufacturing noise, and other extreme noise sources 
can all contribute to noise pollution [3] – [4]. Noise pollution 
has a long-term and short-term impact on human health, 
particularly hearing and mental health [5]. This causes 
awareness and action must be taken by the parties involved so 
that the effects of excessive noise do not cause emotional, 
mental, and physical health problems of people around the 
place involved. 

Because diverse sounds occur on the construction site, the 
noise intensity might be extremely dangerous. Sound standard 
limits established by the Occupational Safety and Health 
Administration (OSHA) need ambient measurement. Noise 
levels at a construction site might vary based on the type of 
project and its stage of completion, whether indoors or outside 

[6] – [7]. As the stage is completed, all activities on the 
building site change. This demonstrates that noise levels at a 
given stage are not consistent; they can be low or high [8] – 
[9]. Early stages of a construction site project, for example, 
include carpenters, cement workers, steelworkers, roofers, and 
bricklayers. Carpenters, ventilation installers, electricians, and 
plumbers begin their work in the following stages at the same 
time as drywallers, painters, and floor and ceiling installers. 
Depending on the task at hand, each of these stages employs a 
different set of tools. This will result in a wide range of noise, 
some of which is hazardous if it exceeds the standard noise 
limit [10]. 

Noise pollution has developed as a major environmental 
issue with substantial implications that are both stressful and 
harmful to one's health. Efforts must be made to reduce 
pollution. As with noise pollution, management must 
determine what steps should be taken to limit emissions. 
Forecasting is necessary for stakeholders to make better 
decisions and establish data-driven initiatives. It boosts 
management's confidence in making critical decisions. Because 
forecasting has become an important aspect of the planning 
process, particularly strategic planning, the establishment of a 
noise pollution forecasting model is critical [11]. To a large 
extent, the accuracy of management decisions is dependent on 
precise forecasting. Noise pollution projections are the 
foundation for efficient pollution management strategies as a 
preventive measure [12]. Much development of forecasting 
models has been done with noise pollution [13, [14], [15]. 
Noise prediction in construction sites [12], [16]. Statistical 
techniques, data analysis, and data mining are also used to 
model forecasts for noise pollution. Statistical techniques, data 
analysis, and data mining are also used to model forecasts for 
noise pollution. The findings of the study have supported this 
issue although improvements are needed to study other issues 
that arise. 

Noise pollution data may involve uncertainty due to 
measurement error produces during pollution exposure 
assessment [17]. The measurement error is characterized by 
instrument imprecision and spatial variability [18]. Fault during 
measuring instruments in the technique used in the experiment 
give rise to uncertainty involvement in data collection [19]. 
Since most of the data comes from secondary sources, it could 
have problems with validity, bias, and representation. These 
problems could all lead to data inaccuracies and inefficient 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

839 | P a g e  

www.ijacsa.thesai.org 

forecasting models [20]. In short, the collected data or 
measured value contains uncertainty. When the data with 
uncertainty is analyzed to build a forecasting model, the 
uncertainty is carried through to the results, and thus reduces 
the model’s accuracy. Handling uncertainty in data is one of 
the main challenges in forecasting. A widely used method to 
address the uncertainty lies in fuzzy theories [21]. Uncertainty 
involving noise pollution data has successfully used the fuzzy 
theory as a solution. Many studies have been produced with 
new solution model variants using fuzzy and hybrid concepts 
with other techniques [22] – [24]. 

Most studies in the literature focus on model development 
rather than data preparation. Good models, on the other hand, 
are often made from good data. Minimizing data collection and 
preparation errors can assist in the development of more 
accurate prediction models. Measuring the data collection 
accuracy is crucial to lower the chance of hidden errors in the 
created model. This paper proposes a systematic data 
preparation strategy for dealing with uncertainty during data 
preparation for forecasting, as measurement inaccuracy might 
have substantial implications for understanding noise pollution 
predictions. Time-series are used to store single-point data 
values and are best suited for classic time-series analysis 
techniques like autoregressive. The presence of underlying 
uncertainties, however, makes standard analysis ineffective in 
dealing with such data [25]. Considering this, addressing data 
uncertainties during data preparation is necessary as a stage in 
developing forecasting models. To solve the issues, this 
research introduces a new method of time series data 
preparation by modifying the spread of the symmetry 
triangular fuzzy number in the construction of autoregressive 
models. 

In this paper, an experimental design for predicting ambient 
noise pollution by using ARIMA is established. In the data 
preparation stage, improvements were made due to the 
presence of fuzzy data. To obtain acceptable fuzzy values 
before building a prediction model, a systematic data 
preparation approach involving the translation of fuzzy data 
from a non-fuzzy number to a fuzzy number is required. The 
development of a triangular fuzzy number (TFN) that 
overcomes measurement uncertainties is offered as a 
systematic approach. To generate a triangular fuzzy number 
symmetry in the noise pollution data set, this strategy uses the 
standard deviation method to detect the triangle spread. Focus 
is placed on the preparation of fuzzy data and model 
forecasting, both of which are critical to explore to improve 
prediction value and accuracy. 

The remainder of the paper is divided into the following 
subsections. Section 2 provides the theoretical foundations of 
this work, which include ARIMA and the triangular fuzzy 
number. Section 3 provides a description of the ARIMA-fuzzy 
solution approach. The proposed strategy is illustrated 
empirically in Section 4 using data on noise pollution. A few 
final observations are made in Section 5 to wrap things up. 

II. RELATED WORK 

The ARIMA model has three parameters, 𝑝 , 𝑑 , 𝑞 
respectively corresponding to AR, I, MA. These three 
parameters affect the performance of ARIMA. In the 

Autoregressive (AR) model, the current value of a variable is 
equated with the weighted sum of a set of part values and a 
completely random variation with the previous process and 

shock values. The 𝑝𝑡ℎ  order autoregressive model AR(p), 
representing the variable 𝑦𝑡  is generally written as follows: 

𝑦𝑡 = 𝑐 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2 + ⋯ + +𝜙𝑝𝑦𝑡−𝑝 + 𝑒𝑡          (1) 

where 𝑐  is constant, 𝑒𝑡  is white noise (error), and 𝑦𝑡−1 , 
𝑦𝑡−2, … , 𝑦𝑡−𝑝 are past series. The process at some point in time 

is the result variable in AR (1), and 𝑡 is only related to line 
periods that are one period apart. 

𝐼 is the number of times the differential sequence must be 
repeated until it reaches a stationary state. For the ARMA 
model to work, it must be stationary. 

Meanwhile, a common strategy for modeling univariate 
time series is the moving average (MA) process. The output 
variable of the moving-average model is defined as being 
linearly dependent on the current and various historical values 

of a stochastic (imperfectly predictable) factor. The 𝑞𝑡ℎ order 
autoregressive model 𝑀𝐴(𝑞) , representing the variable 𝑦𝑡  is 
generally written as Equation (2). 

𝑥𝑡 = 𝜇 + 𝜙1𝑤1 + 𝜙2𝑤2 + ⋯ + 𝜙𝑝𝑤𝑝 + 𝑤𝑡            (2) 

where 𝜇  is the mean of the series and 𝑤𝑡 , 
𝑤𝑡−1, 𝑤𝑡−2, … , 𝑤𝑡−𝑞  are white noise (error). 

A. Triangular Fuzzy Number (TFN) 

The fuzzy number has been introduced to deal with 
imprecise numerical quantities in a practical way [26] and has 
commonly been used by researchers [27]. 

Definition 4: Let 𝑎 , 𝑏 , and 𝑐  be real numbers with (𝑎 <
𝑏 < 𝑐) . Then the Triangular Fuzzy Number (TFN) 𝐴 =
(𝑎, 𝑏, 𝑐) with membership function is as follows: 

𝑦 = 𝑚(𝑥) = {

𝑥−𝑎

𝑏−𝑎
, 𝑥 ∈ [𝑎, 𝑏]

𝑐−𝑥

𝑐−𝑏
𝑥 ∈ [𝑏, 𝑐]

0 𝑥 < 𝑎 𝑎𝑛𝑑 𝑥 > 𝑐

           (3) 

We define TFN as Equation (4), 

�̃� = [𝛼𝑙 , 𝑐, 𝛼𝑟]               (4) 

where 𝑐  is the center, 𝛼𝑙  is the left spread, and 𝛼𝑟  is the 
right spread of the TFN. Symmetry TFN �̃� has the same spread 
where 𝑐 − 𝛼𝑙 =  𝛼𝑟 − 𝑐, and is denoted as: 

�̃� = [𝑐, 𝛼]              (5) 

𝛼 is the spread of triangular fuzzy numbers. If 𝛼 = 0, �̃� is 
a non-fuzzy number. 

The information provided is utilized to create ARIMA 
forecasting models with data that has been processed using 
fuzzy methods. The data used to build the ARIMA prediction 
model must first be pre-processed with triangular fuzzy 
numbers since it contains fuzzy elements. From previous 
literary works, fuzzy theory has been successfully applied 
widely in various case areas to reduce uncertainty and 
inaccuracy. However, few studies have clarified the details of 
fuzzy data preparation, which addresses data uncertainty. 
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Typically, expert definitions are used to define fuzzy numbers 
to address ambiguity. The definition of an expert, on the other 
hand, may be difficult to obtain and inconsistent, making it a 
difficult effort. Thus, in this study, a standard approach has 
been introduced to address uncertainties during data 
processing. The next section will describe the ARIMA 
prediction experiment that uses triangular fuzzy numbers as the 
data preparation method. 

III. FUZZY ARIMA MODELING 

The process of cleaning and converting raw data prior to 
processing and analysis is known as data preparation. 
Reformatting data, making data adjustments, and integrating 
data sets to enrich data are all part of this crucial stage before 
processing. For data specialists or business users, data 
preparation may be time-consuming, but it is critical to place 
data in context to turn it into insights and reduce bias caused by 
poor data quality. 

 

Fig. 1. Design of Experiment for ARIMA based Fuzzy Data Preparation. 

The steps for building ARIMA with standard deviation-
based symmetry triangular fuzzy number, ∆𝑠  is explained as 
follows: 

Step 1. Select times series datasets as input data. Table I 
shows the input data format. 

TABLE I. INPUT DATA FORMAT 

Data 1 2 … 𝑛 

Input 𝑦1 𝑦2 … 𝑦𝑛 

Step 2. Construct a fuzzy number of symmetrical triangles 
with spreads generated by the standard deviation method, ∆𝑠. 

1) Generate spread, 𝑆 : In Equation (6), a fuzzy time-

series data �̃�𝑡
𝑠 at a time, 𝑡 is written with symmetry triangular 

fuzzy number data. 

�̃�𝑡
𝑠 = [𝑦𝑡 − 𝑠, 𝑦𝑡 , 𝑦𝑡 + 𝑠]             (6) 

where 𝑦𝑡  is time-series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 
∆𝑠 is the triangular spread based on the standard deviation of 
the dataset. The concept of standard deviation, which measures 
the spread of data, strikes at the core of this strategy. 

2) Forecast generated spread using statistical software. 

3) Find center value for symmetry triangular fuzzy 

number,�̃�
𝑡

𝑠
. 

The center value for the symmetry triangular fuzzy number 
is computed as follows: 

�̃�
𝑡

𝑠
=  0.5(�⃐�𝑡

𝑠 + �⃑�𝑡
𝑠)             (7) 

where �̃�
𝑡

𝑠
 represent a center point for the triangle. �⃐�𝑡

𝑠and �⃑�𝑡
𝑠 

represent left predicted value and right predicted value, 
respectively. Table II shows the data format of the center point 

for symmetry triangular fuzzy number, �̃�
𝑡

𝑠
. 

TABLE II. DATA FORMAT FOR CENTER POINT , �̃�
𝑡

𝑠
 

𝒚𝒕 𝒚𝟏 𝒚𝟐  𝒚𝒏 

�̃�
𝑡

𝑠
 �̃�

1

𝑠
 �̃�

2

𝑠
  �̃�

𝑛

𝑠
 

Step 3. Calculate the Mean Squared Error (MSE). 

The results are analyzed after all of the datasets have been 
tested. MSE is used to evaluate the accuracy's performance. 
The MSE for each 𝑦𝑡

𝑠 is calculated using Equation (8). 

𝑀𝑆𝐸 = ∑
(𝑦𝑡−�̃�𝑡

𝑠
)2

𝑛

𝑛
𝑖=𝑛              (8) 

where 𝑦𝑡  is a time-series data and �̃�
𝑡

𝑠
 are a predicted times 

series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 𝑛 is a sample size. 

Step 4. Calculate the Root Mean Square Error (RMSE) 

The RMSE is also calculated to help with the analysis. The 
RMSE for each 𝑦𝑡

𝑠 is calculated using Eq. 9. 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = ∑
(𝑦𝑡−�̃�𝑡

𝑠
)2

𝑛

𝑛
𝑖=𝑛             (9) 

where 𝑦𝑡  is a time-series data and �̃�
𝑡

𝑠
 are a predicted times 

series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 𝑛 is a sample size. 

Step 5. MSE and RMSE values are used to validate 
ARIMA with ∆𝑠 accuracy. The model with the least MSE and 
RMSE has a higher prediction accuracy. 

Model building refers to the process of deciding what 
model to use for the context. Sometimes, existing well-
supported theory or knowledge guides the choice of model, but 
sometimes the choice needs to be made empirically, which is 
based on real data. Ordinary Least Squares (OLS) is a linear 
regression technique utilized in this study to infer the 
association between a variable and an outcome, especially 
when other factors are present. The coefficient and constant of 
linear regression are calculated using OLS and used to 
construct a linear regression model. When employing interval 
data, the method for obtaining the center point is critical for the 
validation phase. 

The ARIMA model is built with fuzzy number production 
from a single point value to resolve uncertainties, as indicated 
in the systematic methods described in this section. Because 
crisp reliability is insufficient to grasp data-inbuilt 
uncertainties, this phase is critical during the data preparation 
process [28] – [29]. 
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IV. EXPERIMENTAL RESULT AND DISCUSSION 

Noise data collected at the construction site were used to 
evaluate the performance of the methods proposed in this 
section. The ARIMA model of this data set is ARIMA (1.0,0). 
The data set used has 1000 data points and covers the period 
from March 1, 2020, to March 31, 2020. Data was collected 
using a web-based Environmental Site Monitoring (IoT) 
System [30]. The technology is designed to monitor ambient 
noise throughout the day and provide real -time sound updates. 
Favoriot platforms collect and store data on cloud servers. 

Step 1. Select noise time-series datasets. Table III shows 
noise datasets. 

TABLE III. NOISE DATASETS 

Data 1 2 … 999 1000 

Noise 74 58.8 … 81.5 80 

Step 2. Build symmetry triangular fuzzy number based on 
Standard Deviation method, ∆𝑠. 

1) Generate spread, 𝑆: The standard deviation approach 

(see Section 3 step 2) is used to calculate the spread of 

symmetry triangular fuzzy numbers, which is based on Eq (6). 

(�⃐�𝑡
𝑠, 𝑦, �⃑�𝑡

𝑠)  represents a symmetrical triangle fuzzy number 

with a standard deviation-based spread. Table IV depicts the 

range of possible numbers of fuzzy symmetrical triangles. 

TABLE IV. SYMMETRY TRIANGULAR FUZZY NUMBER SPREAD 

𝒏 𝒚𝟏 𝒚𝟐 … 𝒚𝟗𝟗𝟗 𝒚𝟏𝟎𝟎𝟎 

�⃐�𝑡
𝑠 66.6956 51.4956 … 74.1956 72.6956 

�⃑�𝑡
𝑠 81.3044 66.1044 … 88.8044 87.3044 

2) Forecast generated spread using statistical software. 

The predicted result for the spread shown in Table V. 

TABLE V. PREDICTED RESULT FOR THE SPREAD OF SYMMETRY 

TRIANGULAR FUZZY NUMBER 

𝒏 𝒚𝟏 𝒚𝟐 𝒚𝟑 … 𝒚𝟐𝟑 

�⃐�𝑡
𝑠 - 12.7987 12.9442 … 14.6047 

�⃑�𝑡
𝑠 - 14.1413 14.2848 … 15.9473 

3) Find the center value of symmetry triangular fuzzy 

number, �̃�
𝑡

𝑠
 using Eq. (7). To calculate the MSE, the predicted 

value is transformed from the symmetry triangular fuzzy 

number to a single point. Table VI shows the symmetrical 

triangle fuzzy number's center value. 

TABLE VI. CENTER POINT VALUE FOR THE SPREAD OF SYMMETRY 

TRIANGULAR FUZZY NUMBER 

𝒚𝒕 𝒚𝟏 𝒚𝟐 𝒚𝟑  𝒚𝟗𝟗𝟗 𝒚𝟏𝟎𝟎𝟎 

�̃�
𝑡

𝑠
 - 74.5032 64.6617 … 77.6864 77.3949 

Step 3. The MSE for the noise data is calculated based on 
Eq. (8), and then presented in Table VII. 

TABLE VII. MSE FOR NOISE DATA 

Data   

Training 33.8190 19.6161 

Testing 33.8194 17.0045 

Step 4. The RMSE for the noise data is calculated based on 
Eq. (8), and then presented in Table VIII. 

TABLE VIII. RMSE FOR NOISE DATA 

Data ARIMA 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 5.8154 4.4401 

Testing 5.8154 4.1339 

Step 5. Validate ARIMA with ∆𝑠 accuracy based on MSE 
and RSME. 

The MSE and RMSE results are compared to verify the 
correctness of the prediction error. This proposed method is 
also compared to traditional autoregressive ( 𝐴𝑅 ), 
autoregressive with standard deviation based ( 𝐴𝑅∆𝑠

), and 

conventional autoregressive moving average methods 
(𝐴𝑅𝐼𝑀𝐴). Table IX summarizes the MSEs for the noise data. 

 The MSE and RMSE results are compared to ensure that 
the prediction error is correct. Traditional autoregressive (𝐴𝑅), 
autoregressive with standard deviation based ( 𝐴𝑅∆𝑠

), and 

conventional autoregressive moving average methods are also 
compared to this proposed method (𝐴𝑅𝐼𝑀𝐴). The MSEs for 
the noise pollution data are shown in Table IX. 

TABLE IX. SUMMARY OF MSE 

Data 𝑨𝑹(𝟏) 𝑨𝑹(𝟏)∆𝒔 𝑨𝑹𝑰𝑴𝑨 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 52.3412 33.8197 *33.8190 33.8194 

Testing 173.2402 18.1800 19.6161 **17.0045 

* Smallest MSE for Training  
** Smallest MSE for Testing 

The results in Table IX show good enforcement when 
compared to the typical strategy. The proposed technique can 
achieve higher accuracy than traditional AR and conventional 
ARIMA. In the AR model, the proposed technique drove the 
MSE from 173.2402 to 18.10, and in the ARIMA model, it 
pushed the MSE from 19.6161 to 17.0045. To improve the 
outcome, the RMSE approach was also used. The RMSEs for 
the noise pollution data are summarized in Table X. 

TABLE X. SUMMARY OF RMSE 

Data 𝑨𝑹(𝟏) 𝑨𝑹(𝟏)∆𝒔 𝑨𝑹𝑰𝑴𝑨 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 7.2347 5.8155 *5.8154 *5.8154 

Testing 13.1949 4.2744 4.4401 **4.1339 

 

* Smallest MSE for Training  
** Smallest MSE for Testing 

The outcomes in Table X surpass those in Table IX and are 
consistent with the standard model. The AR model's MSE may 
be increased from 13.1949 to 4.2744, and the ARIMA model's 
MSE can be increased from 4.4401 to 4.1339 using this 
strategy. The MSE and RMSE decrease as the results improve. 
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It has been demonstrated that symmetric triangular fuzzy 
numbers can be created using standard deviations. As shown in 
Tables IX and X, MSE and RMSE for ARIMA with standard 
deviation based are superior to other techniques. Eqs (9) and 
(10) show the prediction model. 

𝐴𝑅(1) = 𝐴𝑅𝐼𝑀𝐴(1) = 26.59 + 0.70𝑦𝑡−1           (9) 

𝐴𝑅(1)∆𝑠
= 𝐴𝑅𝐼𝑀𝐴(1)∆𝑠

= (24.02,29.17) + 0.65𝑦𝑡−1     (10) 

V. CONCLUSION 

Data preparation is critical and is a necessary step before 
developing forecasting models. Hence, data processing is 
required, and it must be carried out using proper procedures to 
manage data errors. Furthermore, data preparation is critical for 
producing high-quality data. This is done by organising and 
reformatting the data set and ensuring the high quality of the 
data used in the study. A strong forecasting model can only be 
built with high-quality input data; hence this is an essential 
prerequisite. In addition, the provision of data may help 
relevant parties to make better business decisions. This is 
because fast, effective and high-quality business decisions are 
produced when high-quality data is handled, examined and 
processed more quickly and efficiently. 

To address the uncertainties in the data, we describe a 
technique for creating symmetric triangular fuzzy integers with 
standard deviation. It offers a simple and easy-to-implement 
solution. This experiment compares the results of the suggested 
approach using a few different methods. The effectiveness of 
the suggested method has been described and evaluated against 
the current method. The experimental results demonstrate that 
this proposed strategy using symmetric triangular fuzzy 
numbers outperforms the others in terms of predicted accuracy. 
In short, symmetric triangular fuzzy numbers are one of the 
other approaches to improve time series forecasting outcomes, 
particularly in this experiment with noise pollution. 
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Abstract—Because of the massive amount of textual 

information accessible today, automated extraction text 

summarization is one of the most extensively used ways to 

organize the information. The summarization mechanisms help 

to extract the important topics of data from a given set of 

documents. Extractive summarization is one method for 

providing a representative summary of a text by choosing the 

most pertinent sentences from the original text. Extractive multi-

document text summarization systems' primary goal is to 

decrease the quantity of textual information in a document 

collection by concentrating on the most crucial subjects and 

removing irrelevant material. In the previous research, there are 

several methods such as term-weighting schemes and similarity 

metrics used for constructing an automated summary system. 

There are few studies that look at the performance of combining 

various Semantic similarity and word weighting techniques in 

automatic text summarization. We evaluated numerous semantic 

similarity metrics in extractive multi-document text 

summarization in this research. In the extractive multi-document 

text summarization discussed in this research, we looked at 

numerous semantic similarity metrics. ROUGE metrics have 

been used to evaluate the model performance in experiments 

using DUC datasets. Even more, the combination formed by 

different semantic similarity measures obtained the highest 

results in comparison with the other models. 

Keywords—Extractive text summarization; semantic similarity; 

sentence scoring; summary 

I. INTRODUCTION 

The amount of data and information available has exploded 
since the introduction of the World Wide Web. The volume of 
data has grown to the point where it is nearly difficult for any 
specific firm to analyze it all, or to summarize it. People are 
reluctant to engage in reading a lengthy piece of text and, as a 
result, typically skip crucial sections of it. This has boosted the 
need for text summarization automation [1]. 

In general, a person follows the three processes outlined 
below to create a summary: 1) interpreting the document's 
content, 2) selecting relevant chunks of meaningful 
information, 3) putting this content of data. Because of their 
difficulties, there is limited possibility of automating the first 
and third processes for any random text. As a result, the 
majority of techniques aim to automate the second phase [1]. 

Text summarizing is considered as single or multi-
document summary terms of the number of documents studied 
and summarized at the same time. In single document 
summarizing, a summary is constructed from a single 

document, but in multi-document summarization, a series of 
documents is examined for creating a summary. The task of 
summarizing many papers is more complex than the process of 
summarizing a single document. One of the most difficult 
issues in summarizing many publications is redundancy. 
Additional classification categories, such as single vs. multi-
document categorization and mono-lingual vs. multi-lingual 
summarization, have been developed in the past based on many 
other factors [2]. 

Text summarization techniques often are divided into two 
categories: abstractive and extractive. The primary goal in 
extractive summarization included to retrieve the most 
essential sentences from a document(s) and combine them into 
a summary. This is in contrast to abstractive summarization, 
which involves reiterating the information in the text. The 
extractive summary contains sentences taken directly from the 
original content, whereas an abstract summary uses terms / 
expressions not present in the original source. Because of its 
greater practicality, extractive summarization has become a 
benchmark in text summarizing [3]. Abstractive text 
summarizing techniques try to generate summaries that 
summarize the crux of the text in the same way as people do 
after studying any text. This employs generative methodologies 
that can produce meaningful phrases while maintaining the 
semantics of the source text. This is regarded as a tough topic 
to tackle, and several novel ways have been presented. 

Extractive summarization is divided into three stages: pre-
processing, sentence scoring, and sentence selection. Several 
activities, like as tokenization, phrase and paragraph 
segmentation, are often carried out during the pre-processing 
phase. During the sentence scoring step, sentences are ranked 
based on certain criteria, and every sentence is assigned a 
score. Finally, the finest sentences are chosen and incorporated 
in summary during the sentence selection process. As 
previously stated, one of its most significant issues in multi-
document summarizing is duplication, because identical 
phrases are more likely to be encountered in distinct 
documents, frequently [4]. 

Extractive text summarization is a simpler and more 
reliable method of creating summaries in which key lines from 
a text are chosen and provided to the user. Each sentence is 
scored, and the sentences with the highest scores are chosen for 
inclusion in the extract [5]. This is significantly easier than 
abstractive summaries, which need the production of phrases 
and words, as well as their organization into legible sentences, 
while yet giving an understandable substance of the subject. It 
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would need a significant amount of natural language 
processing, making it a significantly more complex task. 

With the use of data-driven methods and semantic 
similarity approaches, extractive summaries will be produced 
in this study in order to meet the goal of text summarization. 
This involves analysing the large volume of information and 
creating a list of the sentences that could be the most helpful 
and contain the main idea of the text. Although most of the 
time, people strive to summarize texts in a way that conveys 
the same sense as the original text and do not see summaries as 
phrases taken literally from the source [6]. 

The remainder of the paper can be found in the sections that 
follow this one: Section 2 presents the results of a survey of the 
literature on text summarization using various approaches, 
which was carried out in order to create this paper. After 
providing a thorough explanation of the proposed algorithm in 
Section 3, Section 4 presents the results of the experiments 
conducted as part of the research. After a discussion of the 
findings and recommendations for future research are in 
Section 5. 

II. RELATED WORK 

Since the 1950s, researchers have been studying automatic 
text summarization. It has since been extensively researched. 
Researchers working on document summarizing all around the 
globe are experimenting with a variety of approaches in order 
to produce ways that deliver the highest results. This work 
focuses on extractive multi-document summarization. 

Various extraction-based strategies for generic multi-
document summarization have been suggested so far. 
Statistical techniques deal with statistical aspects that aid in the 
extraction of relevant phrases and words from source material. 
Furthermore, traits and their weights play a significant 
influence in establishing sentence relevance. This section 
presents various models employed in the domain of multi-
document summarization. 

Jesus M. Sanchez-Gomez et al. [5] proposed a model with a 
set of multi objective functions. The objective functions 
defined in this work targets to coverage of content and 
reducing the redundancy. Using a combination of statistical 
and graph-based methods Mohammad Bidoki et al. [6] 
proposed a semantic framework for developing an extractive 
multi-document summarizer system. It is a dialect, 
unsupervised system. To learn the semantic representation of 
words from a set of supplied documents, the model uses the 
word2vec technique. It expands on each phrase using a one-of-
a-kind method that employs the most informative and least 
repetitive words related to the statement's fundamental idea. 
Phrase expansion implicitly achieves word meaning 
disambiguation and adapts conceptual density to each 
sentence's main idea. The importance of sentences is then 
determined using the graph representation of the documents. 

Begum Mutlu and colleagues [7] have created an English 
dataset including the proceedings of SIGIR 2018. Three 
readers used a manual labelling approach to classify the 
assertions in the opening parts as summary-worthy or 
summary-unworthy. It was shown that employing ensembled 
feature space considerably improved summarization 

performance when both conventional classification and 
ROUGE-based analysis were used. 

Hiren Kumar Thakkar et al [8] proposed a novel Domain 
Feature Miner (DOFM) mining algorithm. The summaries 
generated by DOFM are then subjected to automatic 
examination using ROUGE. This is a well-known programme 
for automated assessment of summaries. An error study 
revealed that 84 percent of the sentences from all DOFM 
generated summaries were selected by at least one of the three 
annotators. This highlights the DOFM's resiliency in terms of 
domain feature retrieval and extractive summarization, as well 
as its overall performance. 

Ángel Hernández-Castañeda et al [9] uses Genetic 
Algorithm to identify the most effective grouping of words. 
This model organizes sentences in a text with the assistance of 
a clustering approach. Summaries generated not only contain 
matches of unique words, but also give context by matching 
terms in the text. One-of-a-kind technique for automated 
summarization is presented in this study. This method can be 
used to organize sentences in a text according to specific 
semantic and lexical qualities.It combines a vectorial space 
formed by a large number of feature generation algorithm(s) 
with a single summary strategy. It is not necessary to have a 
prior grasp of the underlying issue in order to generate vectors 
for this purpose. LDA, Doc2Vec, TF–IDF, and OHE do not 
need any prior knowledge of classes. 

Kaichun Yao et al. [10] developed a extractive document 
summarizing approach based on Deep Q-Networks (DQN) to 
capture word salience and redundancy and train a strategy that 
maximises the Rouge score over gold summaries. The 
information given by the informative features not only 
provides informative features to describe the DQN's states but 
also generates a list of probable DQN actions from the 
document's words. Our model does not need extractive labels 
at the sentence level since it is trained directly on human-
provided reference summaries. The Rouge measure is used to 
assess the model's performance on the CNN/Daily, DUC 2002, 
and DUC 2004 datasets. When applied to non-linguistic 
corpora, our technique outperforms or is on par with state-of-
the-art models in terms of performance. The researchers 
believe this is the first time DQN has been used for extractive 
summarization in any scientific setting. 

Luca Cagliero et al. [11] mention that annotating scientific 
articles with textual highlights, it is feasible to provide readers 
with potentially valuable result-oriented insights that may be 
used immediately. Unfortunately, the majority of the time, 
rather than automatically, the annotation process is performed 
by hand. A further problem is that the highlight information is 
completely lacking from the vast majority of earlier 
publications. The solution provided here overcomes the issues 
noted above by using supervised learning on previously 
annotated article data. 

 Jesus M. Sanchez-Gomez et al. [12] using three distinct 
term-weighting algorithms performed the task of multi-
document text summarizing, and the authors found that they 
were all successful. Different unique similarity metrics that are 
employed in text-similarity have been taken into consideration 
by this work. The average and Pearson's coefficient of 
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variation are two of the computations that were employed in 
this investigation. 

Mohammad Mojrian et al. [13] proposed the MTSQIGA 
approach, which is a novel multi-document text summarization 
approach. It is designed to extract salient sentences from a 
source document collection in order to generate a summary of 
the information contained in the collection. It is proposed that a 
modified quantum measurement, as well as a self-adaptive 
quantum rotation gate, be used in conjunction with a summary 
generator that is dependent on the quality and length of the 
summary that is generated. A benchmark dataset from the 
DUC 2005 and 2007 was used to evaluate the proposed system 
in terms of ROUGE standard measures. 

Akanksha Joshi et al. [14] proposed SummCoder, a method 
for extracting text summarization from single documents, 
makes this task much easier. The summary is generated using 
three metrics: content relevance, novelty, and position 
relevance. The following are the outcomes: An auto-encoder 
network is used to determine the relevance of sentence content 
by exploiting the similarity between embeddings in distributed 
semantic space, and the novelty metric is derived from this 
similarity. In this feature, which was created by hand, a 
dynamic weight calculation function based on the overall 
length of the document is used to give more weight to the 
document's first few sentences. It is also possible to create a 
document summary by ranking the sentences based on a 
combined final score derived from three different sentence 
selection metrics. A new summarization benchmark, the Tor 
Illegal Documents Summarization (TIDSumm) dataset, will 
benefit law enforcement agencies (LEAs). These summaries 
were created manually for 100 documents from onion websites 
in the Tor (The Onion Router) network and are included in the 
dataset. When compared to other methods, this text 
summarization approach achieves comparable or better 
performance for a wide range of ROUGE metrics for the DUC 
2002, Blog Summarization, and TIDSumm datasets. 

Manh et al. [30] used corpus based measures like LSA and 
LDA along with K-means to perform the task of 
summarization. The results of this work are comparatively 
good as corpus based measures explores different possibilities 
of evaluation. But the semantic similarity is not explored by 
Manh et al. [30]. The authors [31], [32] provided the 
applications of semantic similarity measures for the evaluating 
verb similarity and sentence with contradictory similarity. The 
works [31], [32] also discussed the importance of semantic 
similarity in the current research domains of natural language 
processing. 

Table I provides the summary of the models compared in 
this article. Table I gives an insight into the models target and 
whether sentence scoring is performed in the model or not. 
This section presented various multi-document summarization 
models based on the different techniques. The models 
presented in this work are limited to analysing the similarity 
between the sentence and document title using term weighting 
schemes. The significance of knowledge based measures is not 
considered in the works highlighted in this section. We propose 
a novel knowledge based metric based on information content 
and path length in the next section. 

TABLE I. SUMMARY OF THE RELATED WORK 

Ref. No  Model Target Sentence Scoring 

[5] 
Artificial Bee 

Colony algorithm  

Text summarization of 

multiple documents 
Not mentioned  

[6] 
Semantic 

Approach 

Text summarization of 

multiple documents 
Mentioned 

[7] 

Candidate 

sentence 

selection 

Text summarization of 

multiple documents 
Mentioned 

[8] 
Domain Feature 

Miner 

Text summarization of 

multiple documents 
Not mentioned  

[9] 

Language-

independent 

Summarization 

Keyword Extraction 

enabled Text 

summarization 

Not mentioned  

[10] 

Deep 

reinforcement 

learning 

Text summarization  Not mentioned  

[11] 
Unsupervised 

framework 

Auto encoder based 

Text summarization 
Not mentioned  

[12] 
Supervised 

summarization 

Scientific Article 

Summarization 
Not mentioned  

[13] 

Centroid 

approach and 

sentence 

embeddings 

Extractive Text 

Summarization 
Mentioned 

[14] 
Term-weighting 

schemes 
Text summarization  Mentioned 

[15] 

Quantum-

inspired genetic 

algorithm: 

Text summarization  Mentioned 

[16] 

Entropy for 

Extractive 

Document 

Summarization 

Different measures of 

text summarization 
Not mentioned  

[17] 
Weighted Word 

Embedding 
Text summarization  mentioned 

[18] Firefly algorithm 
Text summarization of 

multiple documents 
Not mentioned  

[19] 

Fuzzy and 

evolutionary 

based model 

Extractive Text 

Summarization 
Mentioned 

[20] 
Summarization of 

documents  

Summarization of 

image based documents 
Not mentioned  

The next section gives the proposed model and the 
significance of knowledge based measures in the sentence 
similarity evaluation. 

III. PROPOSED MODEL 

This section presents the proposed work to perform the 
document summarization. This section also proposes a novel 
metric using the concepts of semantic similarity to estimate the 
values of sentence scoring. The first part of this section covers 
the knowledge-based measures and the second part covers the 
document summarization aspects. 

The measures that produce synonyms and also deal with 
various word forms are knowledge-based measures. Similarity 
based on knowledge is determined by the information content 
or the length between the terms [22]. To determine similarity, 
knowledge-based methods make use of a well-constructed 
taxonomy (also known as a lexical database) to infer semantic 
similarity between concepts. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

847 | P a g e  

www.ijacsa.thesai.org 

Information content (IC) is the probability regarding the 
availability of a concept in the corpus. 

( ) ( )( )k kIC C log P C= −
                   (1) 

Where  𝑃(𝐶𝑘) , is probability of the concept Ck in the 
corpus. 

( )
( )f C

P C
N

=
                      (2) 

Where f(C) is the frequency of the concept in the corpus, 

N represents the number of words in the corpus. 

Path (or path length) between two concepts gives the 
possible shortest path between the concepts. 

The depth (D) is referred as the length of concepts and 
maximum depth (Dmax) of a concept the length from the 
concept to root in the taxonomy. 

Least common subsumer (LCS) of two concepts in the 
taxonomy is another concept which is the root of the two 
concepts. 

A.  Semantic Similarity Measures 

Various semantic similarity measures which are knowledge 
based are discussed in this subsection. The following are the 
standard knowledge based semantic measures. 

Res Measure [21]: This measure estimates the similarity 
between the concepts 𝐶𝑖 ,  𝐶𝑗  by considering the information 

content of the lowest common subsumer. 

resnik(Ci, Cj) = IC (CLCS(Ci, Cj))              (3) 

Jcn [22] Measure: This measure to calculate the similarity 
between the concepts 𝐶𝑖 , 𝐶𝑗 proposes the following equation, 

jcn(Ci, Cj) = IC(Ci) + IC(Cj) − 2 ∗ IC (CLCS(Ci, Cj))           (4) 

Lin Measure [23]: This measure is defined as, 

  lin(Ci, Cj) =
2∗IC(CLCS(Ci,Cj))

IC(Ci)+IC(Cj)
                   (5) 

Lch [24] Measure: This measure considers the maximum 
depth of the taxonomy and the length of concepts 𝐶𝑖 , 𝐶𝑗 in the 

taxonomy. 

 lch(Ci, Cj) = −log (
len(Ci,Cj)

2∗Dmax
)                 (6) 

Wup [25] (wup) Measure: This measure uses depth of 
lowest common subsumer of the two concepts 𝐶𝑖 , 𝐶𝑗  and 

individual depths of the concepts to estimate the similarity 
between concepts. 

  wup(Ci, Cj) =
2∗D(Clcs)

D(Ci)+D(Cj)
                  (7) 

Path Measure [26] (path): This measure calculates the 
inverse of semantic distance between the concepts Ci, Cj as the 

similarity between the concepts. 

𝑝𝑎𝑡ℎ𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(Ci, Cj) = length(Ci, Cj)                 (8) 

  path(Ci, Cj) =  
1

1+pathdistance(Ci,Cj)
                 (9) 

Li measure [27] (li): This is a non-linear measure to 
estimate the similarity of the concepts. This measure uses 
depth and length between the concepts Ci, Cj  to calculate the 

similarity. 

li(Ci, Cj) = e−α∗l ∗
eβ∗D−e−β∗D

eβ∗D+e−β∗D                  (10) 

Where α, β are parameters and α= 0.2, β=0.6. 

B. Proposed Measure 

The metrics indicate that they are all attempting to calculate 
how much information is shared between them in order to 
determine how closely two concepts are related. The problem 
of concepts with the same length and giving the same value 
even when there is less similarity between the concepts is also 
not addressed by measures based on the distance between 
concepts. The issue of equal route length can be solved by 
adding depth using techniques like wup and li. Greater 
granularity has the unintended consequence of making the 
concepts at the top of the hierarchy less detailed. This indicates 
that the path and depth problems are being addressed using the 
data. Compared to the route- and depth-based assessments, the 
information content measurements are more accurate. These 
measures will give the same similarity score for two concepts 
that have the same LCS, regardless of how differently their 
contents are expressed. For this problem, the information 
content serves as a guiding weight, and the measure may be 
represented as follows: 

    Hybrid measure(Ci, Cj) =

 
1

1+path(Ci,Cj)×k
IC(2∗ CLCS(Ci,Cj)/ (IC(Ci)+ IC(Cj))

              (11) 

The suggested metric has various weights for the path 
length, which eliminates the issue of ideas having the same 
path length and hence having the same LCS difficulties. 
Conceptual similarity is estimated by taking into consideration 
the semantic distance between ideas and their respective 
information content as well as the information content of each 
concept measured separately (LCS). 

The sentence scoring is calculated by deriving a sentence 
feature vector. The sentence feature vector is calculated by 
using the NLTK and proposed semantic similarity measure. 

C. Proposed Extractive Multi-Document Summarization 

In this section, we discuss our proposed system. Fig. 1 
gives the architecture of the proposed model. The input to the 
model is a set of documents. The documents are taken from 
reliable datasets. 

The first phase in the model is preprocessing of data. In the 
preprocessing, sentence segmentation is performed initially. 
Later the sentences are tokenized, and each sentence is 
represented as a set of tokens at this step. The parts-of-speech 
tagging relative to the words in the sentence is also preserved. 
The most irrelevant words from the sentence are removed and 
the remaining words are stemmed. 
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Fig. 1. Architecture of the Proposed Model. 

The next stage in the proposed model is to extract multiple 
senses of each word preserved in the sentence. The relations 
are extracted from the NLTK package. The next step in the 
second stage is to generate the sentence scores. The sentence 
scores are used to generate the summary of the documents. 
Later the performance metrics are used in the evaluation. 

Preprocessing is accomplished by the use of a pipeline that 
is often used for multi-document summarizing jobs, in which a 
cluster of documents is represented by a collection of phrases. 
In other words, we're discussing the presence of a cluster D 
containing m documents D = [d1, d2,..., dm]. 

The initial step was to decompose each document di in the 
cluster D into individual phrases, which we performed with the 
help of the free and open-source software package spaCy for 
Advanced Natural Language Processing. The next phase uses 
the Natural Language Toolkit (NLTK) and regular expressions 
to clean up these phrases by converting all words to lower case 
and deleting special characters, unnecessary whitespace, 
HTML elements, URLs, and email addresses from the source 
code. 

D. Semantic Relationship between Words 

We employ semantic similarity metrics and WordNet to 
capture the semantic links between words. We begin by 
assessing the word's resemblance to the document title. The 
highest degree of similarity that a word achieves is referred to 
as the word score. The TF-IDF, a term weighting approach, is 
used to weight these word scores. 

We use multiplication to integrate TF-IDF and word scores 
in our current work. To create a sentence vector, we integrate 
all of the sentence's word weighed scores. The TF-IDF assists 
in mapping the phrase to a distributed semantic vector, with the 
exception that the most frequently occurring words have a 
smaller influence on the outcome. Finally, we acquire a vector 
representing all sentences in the corpus; this vector is referred 
to as the average sentence vector. 

E. Extracting Different Features 

The linguistic features of the sentence are also extracted as 
important features to calculate the sentence score. 
Representation of the calculations of the sentence vector using 
different features is mentioned in Fig. 2. 

1) Noun and verb phrase: The noun or verb phrases in a 

sentence are essential and given more weight in a sentence. 

Each sentence's noun and verb phrase weight is computed as 

follows: 

𝑁𝑉𝑃ℎ𝑟𝑎𝑠𝑒𝑠 =
𝑁𝑜. (𝑉𝑒𝑟𝑏𝑠, 𝑁𝑜𝑢𝑛𝑠)

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝐿𝑒𝑛𝑔𝑡ℎ
 

2) Sentence position: In general, the sentences at the 

beginning and end are more informative. 

3) Sentence length: Sentences with large length are more 

significant in the document. 
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Fig. 2. Proposed Algorithm. 

Based on the features and sentence vectors the sentence 
scores are generated and the sentences with higher scores are 
considered as more relevant sentences and these sentences are 
combined together to generate the summary of sentences. The 
different steps involved in calculating the sentence scores are 
mentioned in the proposed algorithm. The different features 
used for scoring the sentence are discussed above. 

This section covers the overall description of the proposed 
model and the results regarding these models are presented in 
the next section. 

IV. RESULTS AND DISCUSSION  

This section covers the experimentation of the proposed 
similarity measure on word pair similarity dataset and the 
proposed model to perform multi-document summarization of 
data. The first part of the results is with respect to the semantic 
similarity on different word pair datasets. 

A. Metrics Used 

Pearson correlation: This correlation is used to evaluate the 
performance of various semantic similarity measures. 

Spearman Correlation: This is also another well-known 
correlation that is used to evaluate the performance of various 
semantic similarity measures. 

ROUGE Score: Many researchers and practitioners use this 
metric to assess how well multi-document summarizing 
algorithms function. 

B. Datasets 

• RG dataset [28]: This dataset, which includes 65 noun 
pairs, is used to assess word similarity tasks. 

• MC dataset [29]: This dataset, which includes 30 noun 
pairs, is used to assess word similarity tasks. 

• DUC 2007 dataset: The dataset consists of 45 separate 
subjects that are each covered by 45 unique documents, 
all of which cover all 45 categories. 

C. Tools used for Implementation 

• NLTK 

• Spacy 

• ROUGE  

• SCIKIT learn 

• Anaconda 
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The results of several semantic similarity tests performed 
on the RG dataset and the MC dataset are shown in Tables II 
and III, respectively. The findings show that combining the 
length between the concepts with the information content leads 
in greater correlation values. The proposed hybrid measure is 
able to achieve better results when compared with all the 
existing models. 

As a baseline for our current research, we utilise the 
primary task dataset from the Document Understanding 
Conference (DUC 2007). Automated text summarization 
assessment is carried out by NIST using the DUC 2007 dataset. 
The DUC 2007 dataset is made up of news stories from a 
variety of publications. The dataset contains 45 separate 
subjects and 45 individual texts, each of which discusses all 45 
themes. 

Fig. 3 is an example of how summarization works. The 
proposed model after sentence scoring extracts the relevant 
sentences according to the document in the shown example. 
The results of the summarization are with respect to a 
compression rate of 15%. It can be observed from the figure 
that the relevant sentences are extracted according to the given 
data. 

TABLE II. RESULTS OF CORRELATION ON RG DATASET 

Measure Spearman  Pearson  

path 0.78 0.78 

li 0.79 0.86 

lin 0.78 0.86 

res 0.78 0.84 

lch 0.78 0.84 

wup 0.76 0.79 

jcn 0.78 0.72 

Proposed 0.80 0.86 

TABLE III. RESULTS OF CORRELATION ON MC DATASET 

Measure Spearman  Pearson  

path 0.78 0.78 

li 0.79 0.86 

lin 0.78 0.86 

res 0.78 0.84 

lch 0.78 0.84 

wup 0.76 0.79 

jcn 0.78 0.72 

Proposed 0.80 0.86 

 

 

Fig. 3. An Example of Extractive Summarization of the Proposed Model. 
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Because each subject has 45 subtopics, we may construct a 
summary for each of them in our suggested approach. For each 
of the comparative models and our recommended strategy, 
we've compiled summaries. Summaries of various sizes were 
created using different compression ratios of 5 percent, 15%, 
25%, and 50% of the original material. The ROUGE-N score 
metric assesses the quality of the summaries that were created 
for the purposes of this section. 

When it comes to automated summaries, ROUGE is often 
regarded the gold standard. Rouge contrasts the summaries 
produced by machines with the summaries created manually 
(reference summaries). ROUGE-1, ROUGE-2, and ROUGE-L 
summaries are evaluated at various levels of granularity, giving 
findings in terms of Precision (P), Recall (R), and F-score (F). 
For evaluation, ROUGE-1 is used and the results articulated in 
the following tables are for ROUGE-1. The results of the 
proposed model on DUC 2007 dataset are articulated in the 
Tables IV, V and VI. 

TABLE IV. AVERAGE F-SCORE ROUGE SCORE VALUES AT COMPRESSION 

5% , 15%, 25% RATES 

Measure 
ROUGE Score 

(5%) 

ROUGE Score 

(15%) 

ROUGE Score 

(25%) 

Tf-idf 0.22 0.23 0.22 

Tf-isf 0.22 0.23 0.22 

Rtf-sisf 0.23 0.22 0.23 

Okapi BM25 0.22 0.24 0.22 

Resnik-tf-idf 0.24 0.23 0.24 

Resnik-tf-isf 0.24 0.25 0.24 

Resnik-Rtf-

sisf 
0.24 0.25 0.26 

Hybrid-Tf-

idf 
0.26 0.26 0.27 

TABLE V. AVERAGE PRECISION ROUGE SCORE VALUES AT 

COMPRESSION 5%, 15%, 25% RATES. 

Measure 
ROUGE Score 

(5%) 

ROUGE Score 

(15%) 

ROUGE Score 

(25%) 

Tf-idf 0.23 0.23 0.22 

Tf-isf 0.23 0.23 0.22 

Rtf-sisf 0.24 0.22 0.23 

Okapi BM25 0.23 0.24 0.22 

Resnik-tf-idf 0.25 0.23 0.24 

Resnik-tf-isf 0.24 0.25 0.24 

Resnik-Rtf-

sisf 
0.26 0.25 0.26 

Hybrid-Tf-

idf 
0.28 0.28 0.28 

TABLE VI. AVERAGE RECALL ROUGE SCORE VALUES AT COMPRESSION 

5% , 15%, 25% RATES 

Measure 
ROUGE Score 

(5%) 

ROUGE Score 

(15%) 

ROUGE Score 

(25%) 

Tf-idf 0.24 0.25 0.24 

Tf-isf 0.24 0.25 0.24 

Rtf-sisf 0.25 0.24 0.25 

Okapi BM25 0.24 0.26 0.24 

Resnik-tf-idf 0.26 0.25 0.26 

Resnik-tf-isf 0.26 0.28 0.26 

Resnik-Rtf-

sisf 
0.26 0.28 0.29 

Hybrid-Tf-

idf 
0.29 0.29 0.30 

When compared to the literature, our experimental data has 
shown that our suggested strategy outperforms the state-of-the-
art methodologies, which we feel is important. According to 
the findings, Table IV further demonstrate that the average 
Recall values across a variety of variables improve as a 
consequence of increasing the length of the summary, as can be 
seen in the tables. Because our model's recall is lower in 
certain places than it is in others, it is possible that this is due to 
either a shorter summary or the removal of statistically 
important characteristics from the model's development 
process throughout its development. Following an increase in 
the compression rate from 5 percent to 25 percent, the macro-
average F-score values decline somewhat as a consequence of 
a reduction in the overall accuracy score of the different 
metrics when the compression rate is raised, according to the 
study's findings. 

However, when comparing the Macro-Averaged F-score 
values at 22 percent and 23 percent compression rates to the 
comparative models, as shown in Tables IV, V and VI, the 
difference is not statistically significant; the difference between 
the two models is not statistically significant. This 
demonstrates that the approach given is competitively efficient 
when compared to the current state of the art. In Table VI, it is 
shown that, when constructing an average length summary at a 
25 percent compression rate, the suggested technique may 
result in a summary that is more informative than comparison 
models in certain cases. 

This section presented the results of the proposed model 
and proposed hybrid semantic similarity on word pair 
similarity and DUC 2007 datasets. The presented results show 
the efficiency of the model. 

V. CONCLUSION 

In light of the vast amount of textual information that is 
now available, automated extraction text summarization is one 
of the most widely used methods of organising the data 
available. Summary techniques make it possible to extract the 
most important information from a large number of texts in a 
short amount of time and with minimal effort. When 
summarizing a text, an extractive summarization method is 
used that selects the most relevant phrases from the text and 
presents them in a way that is accurate representation of the 
text in its entirety. Information extraction systems that extract 
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information from a large number of documents, such as text 
summarizing systems, have as their primary objective the 
reduction of textual information in a document collection. 
Achieving this is accomplished by concentrating on the most 
important themes and eliminating any unnecessary 
information. When it came to developing an automated 
summary system, the previous study discovered that a variety 
of strategies, including term-weighting schemes and similarity 
metrics, were used in the process of development. Currently, 
there is only a small body of research that examines how 
different Semantic Similarity and word weighting algorithms 
perform when used in conjunction with one another in the field 
of automated text summarization. This study looked at a 
number of different semantic similarity metrics in the context 
of extractive multi-document text summary, and we discovered 
that they were all fairly accurate in terms of similarity. This 
research looked into different semantic similarity metrics that 
could be used in extractive multi-document text 
summarization, and the results were published. Various 
ROUGE criteria were used to evaluate the model's 
performance in this study, which was carried out using DUC 
dataset. When the results of the various semantic similarity 
metrics were combined, the resulting model produced the most 
favourable results when compared to the other models in this 
study. 

REFERENCES 

[1] A. K. Srivastava, D. Pandey, and A. Agarwal, “Extractive multi-
document text summarization using dolphin swarm optimization 
approach,” Multimedia Tools and Applications, vol. 80(7), pp. 11273-
11290, 2021. 

[2] W. S. El-Kassas, C. Salama, A. A. Rafea, and H. K. Mohamed, 
“Automatic text summarization: A comprehensive survey,” Expert 
Systems with Applications, vol. 165, pp. 113679, 2021. 

[3] L. Dong, M. N. Satpute, W. Wu, and D. Z. Du, “Two-phase 
multidocument summarization through content-attention-based subtopic 
detection,” IEEE Transactions on Computational Social Systems, vol. 
8(6), pp. 1379-1392, 2021. 

[4] J.M. Sanchez-Gomez, M. A. Vega-Rodríguez, and C. J. Perez, 
“Parallelizing a multi-objective optimization approach for extractive 
multi-document text summarization,” Journal of Parallel and Distributed 
Computing, vol. 134, pp. 166-179, 2019. 

[5] J.M. Sanchez-Gomez, M. A. Vega-Rodríguez, and C. J. Perez, “A 
decomposition-based multi-objective optimization approach for 
extractive multi-document text summarization,” Applied Soft 
Computing, vol. 91, pp. 106231, 2020. 

[6] M. Bidoki, M. R. Moosavi, and M. Fakhrahmad, “A semantic approach 
to extractive multi-document summarization: Applying sentence 
expansion for tuning of conceptual densities,” Information Processing & 
Management, vol. 57(6), pp. 102341, 2020. 

[7] B. Mutlu, E. A. Sezer, and M. A. Akcayol, “Candidate sentence 
selection for extractive text summarization,” Information Processing & 
Management, vol. 57(6), pp. 102359, 2020. 

[8] H. K. Thakkar, P. K. Sahoo, and P. Mohanty, “DOFM: Domain Feature 
Miner for robust extractive summarization,” Information Processing & 
Management, vol. 58(3), pp. 102474, 2021. 

[9] A. Hernández-Castañeda, R. A. García-Hernández, Y. Ledeneva, and C. 
E. Millán-Hernández, “Language-independent extractive automatic text 
summarization based on automatic keyword extraction,” Computer 
Speech & Language, vol. 71, pp. 101267, 2022. 

[10] K. Yao, L. Zhang, T. Luo, and Y. Wu, “Deep reinforcement learning for 
extractive document summarization,” Neurocomputing, vol. 284, pp. 52-
62, 2018. 

[11] A. Joshi, E. Fidalgo, E. Alegre, and L. Fernández-Robles, “SummCoder: 
An unsupervised framework for extractive text summarization based on 

deep auto-encoders,” Expert Systems with Applications, vol. 129, pp. 
200-215. 

[12] L. Cagliero, and M. La Quatra, “Extracting highlights of scientific 
articles: A supervised summarization approach,” Expert Systems with 
Applications, vol. 160, pp. 113659, 2020. 

[13] S. Lamsiyah, A. El Mahdaouy, B. Espinasse, and S. E. A. Ouatik, “An 
unsupervised method for extractive multi-document summarization 
based on centroid approach and sentence embeddings,” Expert Systems 
with Applications, vol. 167, pp.114152, 2021. 

[14] J.M. Sanchez-Gomez, M. A. Vega-Rodríguez, and C. J. Perez, “The 
impact of term-weighting schemes and similarity measures on extractive 
multi-document text summarization,” Expert Systems with Applications, 
vol. 169, pp. 114510, 2021. 

[15] M. Mojrian, and S. A. Mirroshandel, “A novel extractive multi-
document text summarization system using quantum-inspired genetic 
algorithm: MTSQIGA,” Expert systems with applications, vol. 171, pp. 
114555, 2021. 

[16] A. Khurana, and V. Bhatnagar, “Investigating Entropy for Extractive 
Document Summarization,” Expert Systems with Applications, vol. 187, 
pp. 115820, 2022. 

[17] R. Rani, and D. K. Lobiyal, “A weighted word embedding based 
approach for extractive text summarization,” Expert Systems with 
Applications, vol. 186, pp. 115867, 2021. 

[18] M. Tomer, and M. Kumar, “Multi-document extractive text 
summarization based on firefly algorithm,” Journal of King Saud 
University-Computer and Information Sciences, vol. 34(8), pp.6057-
6065, 2021. 

[19] P. Verma, A. Verma, and S. Pal, “An approach for extractive text 
summarization using fuzzy evolutionary and clustering algorithms,” 
Applied Soft Computing, vol. 120, p.108670, 2022. 

[20] J. Chen, and H. Zhuge, “Extractive summarization of documents with 
images based on multi-modal RNN,” Future Generation Computer 
Systems, vol. 99, pp. 186-196, 2019. 

[21]  Resnik, “Using information content to evaluate semantic similarity in a 
taxonomy,” arXiv preprint cmp-lg/9511007, 1995. 

[22] Harispe, Ranwez, Janaqi, and Montmain, “Semantic similarity from 
natural language and ontology analysis,” Synthesis Lectures on Human 
Language Technologies, vol. 8(1), pp. 1-254, 2015. 

[23]  Jiang, and David W Conrath, “Semantic similarity based on corpus 
statistics and lexical taxonomy,” arXiv preprint cmp-lg/9709008, 1997. 

[24]  Lin, and Dekang, “An information-theoretic definition of similarity,” 
Proceedings of ICML, vol. 98, 1998. 

[25] Leacock, Claudia, and Martin Chodorow, “Combining local context and 
WordNet similarity for word sense identification,” WordNet: An 
electronic lexical database, vol. 49(2), pp. 265-283, 1998. 

[26] Wu, Zhibiao, and Martha Palmer, “Verbs semantics and lexical 
selection,” Proc. Asso. Comp. Ling, 1994. 

[27] Rada, Roy, et al, “Development and application of a metric on semantic 
nets,” IEEE trans. on syst., man, and cyber. vol. 19.1, pp.17-30, 1989. 

[28] Li, Bandar and McLean, “An approach for measuring semantic 
similarity between words using multiple information sources,” IEEE 
Trans.on know. and data eng., vol. 15(4), pp. 871-882, 2003. 

[29] Rubenstein, Herbert, and John B. Goodenough, “Contextual correlates 
of synonymy,” Commun. ACM, vol. 8(10), pp. 627-633, 1965. 

[30] Manh, Hai Cao, Huong Le Thanh, and Tuan Luu Minh, “Extractive 
Multi-document Summarization using K-means, Centroid-based 
Method, MMR, and Sentence Position,” Proceedings of the Tenth 
International Symposium on Information and Communication 
Technology, pp. 29-35, 2019. 

[31] M. Krishna Siva Prasad, and Poonam Sharma, “Similarity of Sentences 
With Contradiction Using Semantic Similarity Measures,” The 
Computer Journal 65, no. 3 (2022): 701-717. 

[32] M. Krishna Siva Prasad, and Poonam Sharma, “Exploring intrinsic 
information content models for addressing the issues of traditional 
semantic measures to evaluate verb similarity." Computer Speech & 
Language 71 (2022): 101280. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

853 | P a g e  

www.ijacsa.thesai.org 

An Efficient Hybrid LSTM-CNN and CNN-LSTM 

with GloVe for Text Multi-class Sentiment 

Classification in Gender Violence 

Abdul Azim Ismail1 

Faculty of Computer and Mathematical Science 

Universiti Teknologi MARA 

Shah Alam, Malaysia 

Marina Yusoff2 

Institute for Big Data Analytics and Artificial Intelligence 

(IBDAAI), Kompleks Al-Khawarizmi 

Universiti Teknologi MARA 

Shah Alam, Malaysia 

 

 
Abstract—Gender-based violence is a public health issue that 

needs high concern to eliminate discrimination and violence 

against women and girls. Several cases are through the offline 

organization and the respective online platform. However, many 

victims share their experiences and stories on social media 

platforms. Twitter is one of the methods for locating and 

identifying gender-based violence based on its type. This paper 

proposed a hybrid Long Short-Term Memory (LSTM) and 

Convolution Neural Network CNN with GloVe to perform multi-

classification of gender violence. Intimate partner violence, 

harassment, rape, femicide, sex trafficking, forced marriage, 

forced abortion, and online violence against women are e eight 

gender violence keyword for data extraction from Twitter text 

data. Next is data cleaning to remove unnecessary information. 

Normalization converts data into a structure the machine can 

recognize as model input. The evaluation considers cross-entropy 

loss parameters, learning rate, an optimizer, and epochs. 

LSTM+GloVe vector embedding outperforms all other methods. 

CNN-LSTM+Glove and LSTM-CNN+GloVe achieved 0.98 for 

test accuracy, 0.95 for precision, 0.94 for recall, and 0.95 for the 

f1-score. The findings can help the public and relevant agencies 

differentiate and categorize different types of gender violence 

through text. With this effort, the government can use as one of 

the mechanisms that indirectly can support monitoring of the 

current situation of gender violence. 

Keywords—Gender-based violence; deep learning; convolution 

neural network; long short-term memory; convolution neural 

network - long short-term memory; long short-term memory - 

convolution neural network; global vector; multi-class text 

classification 

I. INTRODUCTION  

GBV is a worldwide public health concern [1]. GBV refers 
to any violence toward any individual because of the 
individual's gender [2]. One-third of women have experienced 
sexual or physical violence [3]. GBV is a type of violence 
perpetrated against women and girls. It can physically, 
sexually, and mentally injure women and girls through 
violence, compulsion, or arbitrary denial of liberty. The 
Sustainable Development Goals sought to eliminate gender 
discrimination and violence against women and girls [4]. As a 
result, everyone should feel safe at home or in public, 
especially women who may be victims of violence. 

For example, an actress, resorted to social media to expose 
her experiences with sexual harassment in Hollywood. The 
public's focus on this issue has increased awareness of GBV, 
particularly sexual harassment [5]. Meanwhile, a Malaysian 
woman resorted to Twitter to complain about harassment using 
an e-hailing service [6]. These stories raise public 
consciousness. However, online social media allows 
disaffected people to control specific people's lives and utilize 
the anonymity or social distancing afforded by the internet to 
harass others [7]. Sexting the other sex, for example, is one of 
the most divisive issues on social networking. The evidence 
leads to sexual harassment and mental health problems [8]. 

People who seek to harass women and advocate violence 
against women can do so anonymously through social media 
platforms [9]. This campaign primarily targets female public 
figures, including politicians, journalists, and public figures 
[10]. Consequently, measures must be taken to address the 
seemingly endless instances of gender-based violence. 
Additionally, domestic violence instances are underreported, 
with the police, the health care system, and non-governmental 
organizations saying that just 7 percent of victims sought 
assistance from these institutions [11]. The principal 
perpetrators face stigma and societal pressures [12]. The fifth 
Sustainable Development Goal (SDG) seeks to eliminate all 
types of prejudice and violence. As a direct consequence of 
this, these challenges require attention. 

Social media to collect data for a study on gender violence. 
On the other hand, a study utilizing 0.7 million tweets and a 
deep learning system discovered that sexual assaults are more 
likely to be performed by someone who knows than by 
someone who does not know [13]. Researchers also used 
Twitter data to construct a detection tool for sexual harassment 
and cyberbullying using machine learning and frequency 
inversion document frequency (TF-IDF) [14]. In addition, one 
study analyzed patient anecdotes about their healthcare 
experiences using topic modeling with Latent Dirichlet 
Allocation (LDA) and sentiment analysis on Twitter data [15]. 
As a result, this research aims to conduct a text classification 
that can separate the meaning of GBV-related text content. 
This study improves the current method for managing violent 
content on social media, namely the detection of Gender-Based 
Violence. 
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The following are the significant contributions of the 
subsequent paper: 

● This study data collection is from Twitter, the public 
data on social media related to gender violence issues 
during the Covid-19 pandemic from January 01, 2022, 
until April 01, 2022, worldwide. 

● The proposed model of deep learning classifier 
Convolutional Neural Network-Long Short-Term 
Memory with GloVe (CNN-LSTM+GloVe) and 
LSTM-CNN+GloVe applies to sentiment analysis for 
gender violence. 

● The comparative analysis of different deep learning 
and hybrid classifiers with the suggested model verifies 
its performance. 

The section is organized in the following manner 
throughout the rest of the paper: Section II goes over the 
connected works. The materials and methods are in Section III. 
Section IV presents the results of the experiment. The 
discussion offered in Section V and Section VI constitutes the 
study's conclusion. 

II. RELATED WORKS 

A text categorization method is a supervised machine 
learning in which unstructured text assign to specified 
categories. Text categorization aids in the organization, 
structuring, and classification of text documents such as 
Twitter data, news articles, and medical records. The process of 
text classification is appropriate for extracting new information 
from a textual source [16]. The study looks at how text 
classification identifies gender violence as one of the text's 
features. They seek occurrences of violence in social media 
data using text categorization in Arabic dialect. One of the 
objectives of this study will be to evaluate different text 
classification methods. This study uses supervised machine 
learning techniques such as support vector machine (SVM), K-
nearest neighbors (KNN), and Bayesian boosting with 
complement naive Bayes to extract information from 700,000 
tweets. The hashtag #Metoo appears in these messages. 
According to him, there is a scarcity of studies that use Arabic 
for data analysis. As a result, additional research is required. 

Using text classification algorithms, investigating domestic 
violence in intimate relationships to grasp the clinical 
importance of the victim is better accomplished by using a 
technique known as a "word cloud," which sorts text based on 
Python scripts [17]. This study's primary source of information 
was the Rio Grande do Sul Legal Medical Department. Based 
on the findings of this study, they concluded that using a word 
cloud to assess a variety of topics presented by participants was 
feasible. Despite this, they emphasized the need for more 

significant research into the applicability of these techniques 
[18]. According to their research findings, this work 
recognized GBV messages on social media using BERT and 
NLP. This study evaluates the material to determine whether it 
was aggressive or peaceful. 

The researchers discovered that after incorporating a 
preprocessing step in the initial dataset, the area under the 
curve, accuracy, sensitivity, and specificity for a total of 16421 
messages were, respectively, 0.9603, 0.8909, 0.8826, and 
0.8989. Overall, their findings indicated that the categorization 
performance of their text dataset was satisfactory [18]. A study 
that used the Latent Dirichlet Allocation method on Twitter 
data produced roughly 56% coherence and 18 ambiguities [19]. 
The coherence and complexity scores look to be excellent, but 
there is an opportunity for development to attain even higher 
outcomes. Based on the findings, it can be inferred that many 
studies on gender violence and social media have been 
conducted. One connected study uses gender violence data 
from Twitter to classify the corpus using text classification 
based on previously labeled data. 

Furthermore, Khatua et al. used Twitter data to build a 
multilayer perceptron (MLP), convolutional neural network 
(CNN), long short-term memory (LSTM), and bidirectional 
LSTM, all of which are similar to the approaches outlined in 
this study (Bi-LSTM) [13]. Their study examined the many 
types of sexual violence and the associated hazards. Between 
October 15, 2017, and October 26, 2017, they collected 0.7 
million tweets using the hashtag #Metoo. CNN, LSTM, and bi-
LSTM achieve precisions of 0.83, 0.82, and 0.81 during the 
text classification process, whereas MLP achieves a precision 
of 0.77. CNN has the highest accuracy of the four algorithms; 
moreover, all have an accuracy of less than 0.90, improving 
with ongoing research. CNN has the highest level of accuracy. 
According to the text categorization research, it is conceivable 
to undertake an additional study on deep learning algorithms 
such as CNN, LSTM, and the hybrid LSTM-CNN technique. 

III. MATERIALS AND METHODS 

This section describes the study's structure, method, and 
procedure. A few steps of this work adapted Offer's approach 
[20]. This study methodology includes data collection, 
preprocessing, feature extraction, and modeling. Twitter text 
data is scraped using Twitter Intelligence Tool (Twint). After 
scraping, the dataset is preprocessed to remove text noise. The 
training set will be labeled by GBV dataset. The dataset is then 
used to generate training and testing sets. The model's training 
process uses the CNN, LSTM, and LSTM-CNN machine 
learning algorithms. If a text does or does not contain GBV can 
be predicted using the testing set, which is not labeled. The 
conceptual framework for the research is shown in Fig. 1. 
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Fig. 1. Research Framework. 

A. Data Preparation 

This section briefly explains the steps in data preparation, 
including data acquisition, data labeling, data merging, manual 
observation, filtering, and stopwords. 

1) Data acquisition: In this phase, the research data scrape 

from the web. We use Twitter Intelligence Tools (Twint) to 

extract tweets based on a keyword. It is a Python web scraping 

program that allows users to scrape tweets without limitations, 

considering that it does not use Twitter. This research requires 

many documents or results relating to Twitter's unlimited API, 

which only delivers 3200 tweets each. An open-source tool 

with various features. The total data gathered for each category 

of gender violence are 300000. The keyword used to extract 

the data is in Table I. We determined eight categories of GBV, 

which are domestic violence, sexual harassment, rape, 

femicide, sex trafficking, forced marriage, forced abortion, and 

female genital mutilation [21][22]. 

2) Data labeling: Labeling annotates every tweet in the 

dataset with appropriate classes. All tweets in the dataset into 

eight GBV classifications to create multi-class data. 

3) Data merging: Data merging involves combining the 

obtained datasets into a single dataset from eight datasets 

representing eight categories of GBV. 

4) Manual observation: Recall (R) is a combination of all 

objects grouped into a specific class. The formula of recall is in 

Eq. 4. 

TABLE I. TYPE OF GBV BASED ON KEYWORDS 

Class Keywords 

Domestic Violence Intimate partner violence, domestic violence, 

domestic abuse 

Sexual Harassment Sexual harassment, harassment, stalking 

Rape Rape, rape culture, corrective rape 

Femicide Femicide, feminicide, honor killing, honour 

killing 

Sex Trafficking Sex trafficking 

Forced Marriage Forced marriage, child marriage 

Forced Abortion Forced abortion, forced sterilization, coerced 

sterilization, unwanted sterilization, forced 

miscarriage 

Female Genital 

Mutilation 

female genital mutilation, female circumcision, 

female genital cutting 

Manual observation can refer to an individual's observation 
of certain things or works. Typos or grammatical errors and 
Unwanted data from the dataset may include text report articles 
and duplicated content. Meanwhile, features such as location, 
language, mentions, and URLs are unimportant to the research 
because they provide no meaningful information or value to the 
study. 
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5) Filtering: Several undesired things inside the phrases 

during the manual observation procedure can be deemed noise 

to the dataset. As a result, the filtering process will remove all 

of the extraneous noise within the corpus, such as emojis, 

URLs, mentions, and hashtags. It is necessary to lower the 

dataset dimensions and improve the learning process. 

6) Stopwords: Stopwords are commonly used in a text 

mining project with little influence [23]. "The", "A", "Is," and 

"Are" are stop words. Stop words removed to lower the 

document's high dimensionality and computing time. Before 

filtering, each data set had 107 words; after, it had 52. Fewer 

words will lead to a faster calculation. 

B. Data Normalization 

Before the dataset can be applied to the deep learning 
model, it must undergo a data normalization procedure. It is to 
verify that the dataset is in the same format or condition, 
particularly for text data, which will be the primary component 
of the training process. The four primary processes are the 
word indexing procedure, padding, word embedding, and one-
hot encoding in this study's dataset. 

1) Word indexing: As the machine does not understand 

words, it converts them to integers. This study uses Keras 

library functions fit on texts and sequence on texts. 

2) Padding: This study used padding to standardize each 

dataset's text data length. Due to the dataset's varied text 

lengths, this procedure is essential so that it may be model 

input. First, we require the dataset's maximum length. Set all 

text properties to the same length. 

3) Word embedding: This study uses GloVe embedding to 

perform a pre-trained word-vector model. The GloVe has 

educated 2 billion tweets and 1.2 million vocabularies. (R) is a 

combination of all objects grouped into a specific class. The 

formula of recall is in Equation 4. 

4) One-Hot encoding: Each tweet's class attribute is hot 

encoded. It converts categorical data into 1 and 0 classes. 1 

represents this category, 0 otherwise. 

C. Splitting Datasets 

The training dataset comprises 80% of the total, whereas 
the testing dataset will comprise 20%. This project employs 
supervised learning. As a result, we require validation. 

D. Proposed Model 

In this phase, constructing and implementing a deep 
learning model will be done. The deep learning model that will 
be used is the convolutional neural network (CNN), long-short 
term memory (LSTM), LSTM-CNN, and CNN-LSTM. Thus, 
in this section, the model's architecture will be discussed. Fig. 2 
illustrates the model architecture for all four models. 

1) CNN: CNN's deep learning model is popular. Fig. 2 

shows that the model will accept input at the embedding layer. 

The convolution layer extracts features and generates feature 

maps. The pooling layer shrinks feature maps. The first dense 

layer utilized the "relu" activation function, second layer used 

"softmax" Output is text type or topic prediction. In this design, 

the embedding layer translated input into embedding vectors 

before delivering them to LSTM. Each LSTM cell in the 

LSTM layer took each embedding vector, determined the 

relevant information, and formed a new encoding vector. Two 

dense layers would assist in increasing the class categorization 

based on input vector attributes. The first dense layer utilized 

the "relu" activation function. The second layer used the 

"softmax". 

2) LSTM: In this design, the embedding layer transformed 

the input into a sequence of embedding vectors before sending 

them to the LSTM layer. Each LSTM cell in the LSTM layer 

took each embedding vector, selected the critical information 

that needed to be maintained, and then generated a new 

encoding vector based on the previously stored information. 

Two dense layers to improve class categorization based on the 

features gathered from the input vectors. The first dense layer 

utilized the activation function "relu," while the second layer 

used the activation function "softmax" to predict the output. 

3) Hybrid CNN-LSTM: In this setup, initially, the 

embedding layer converted the input phrases into embedding 

vectors. Once the embedding vector is received, the 

convolution layer produces feature maps by extracting features. 

The pooling layer will help to reduce the feature maps. Next, 

the LSTM layer took the output of the convolutional layer and 

selected the critical information to be maintained. Then a new 

encoding vector based on the previous information will be 

stored. Lastly, two dense layers will help to improve the class 

categorization. (R) is a combination of all objects grouped into 

a specific class. The formula of recall is in Equation 4. 

4) Hybrid LSTM-CNN and CNN-LSTM: In this 

configuration, the embedding layer first turned the input 

phrases into embedding vectors before the model could begin 

to run. After receiving each embedding vector, the LSTM layer 

learned the words in order, stored them, and created a new 

encoding vector. The convolution layer processes the output 

and creates a series of feature maps, which are subsequently 

combined by the pooling layer. Two dense layers increase class 

categorization based on input vector attributes. The first dense 

layer employed "relu" and the second layer considered a 

dataset to predict the output. As a result, the training dataset is 

divided by 9:1, with 90% remaining as training and 10% 

retraining and validation. Fig. 2 illustrates the overall model 

architecture of CNN, LSTM, CNN-LSTM, and LSTM-CNN 

models. (R) is a combination of all objects grouped into a 

specific class. The formula of recall is in Eq. 4. 
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Fig. 2. Model Architecture. 

E. Model Evaluation 

Supervised learning involves training and testing to find the 
optimum model for training accuracy, loss, and computational 
time confidence. Total predictions divided by accurate 
predictions is model accuracy. Accuracy increases model 
performance. Equation (1) calculates accuracy. (R) is a 
combination of all objects grouped into a specific class. The 
formula of recall is in Equation (4). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
           (1) 

Loss is the difference between the actual value of the issue 
and what the model forecasts. The less accurate the model, the 
more significant the loss. A categorical cross entropy function 
calculates loss. Thus, Eq. (2) shows loss evaluation. 

𝐿𝑜𝑠𝑠 =  − ∑𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒
𝑖=1 𝑦𝑖  × 𝑙𝑜𝑔 �̂�𝑖            (2) 

where output size is the number of scalar values in the 
model output, y_i is the goal value, and y ̂_i is the i-th scalar 
value in the model output. A testing technique predicts the 
trained model's correctness to determine its accuracy. After the 
modeling phase, CNN, LSTM, and hybrid LSTM-CNN 
performance will be evaluated. Precision, recall, and f1-score 
can evaluate text classification performance [24]. Precision (P) 
estimates the ratio of the true positives among the cluster. The 
formula of precision is in Eq. 3. 

Precision = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
           (3) 

Recall (R) is a combination of all objects grouped into a 
specific class. The formula of recall is in Eq. 4. 

Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
           (4) 

F-measure (F) is a combination of precision and recall that 
measures the cluster that contains only objects of a particular 
class and is used to balance false negatives by weighting recall 

parameter η ≥0. The formula of the F-measure is in Eq. 5. 

F-measure = 
(2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
            (5) 

To calculate these performance indicators, we need a 
confusion matrix of the model. True positive (TP) describes 
how well the model predicts the class. True negative (TN) 
means the model predicts it to be false. False positive means 
the model inaccurately predicts the true statement or class, 
while false negative means the opposite. The illustration is 
different in a multi-class classification with more than two 
labels. Thus, Fig. 3 depicts a confusion matrix with more than 
two classes [24]. 

 

Fig. 3. Multi-class Confusion Matrix. 
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IV. EXPERIMENTAL RESULTS 

A. Datasets 

The experiment used Twitter text as primary data based on 
the eight gender violence categories. The total tweets extracted 
are 103 197 English tweets from around the world. The dataset 
has undergone data preprocessing and cleaning, including 
manual observation, filtering, stop word removal, and 
normalization. After preprocessing and cleaning, there were 
85,697 tweets. The class attributes in this dataset need to be 
balanced. This dataset is homogeneous as it only contains 
string values after preprocessing and cleaning. 

B. Parameter Settings 

This subsection explains CNN, LSTM, CNN-LSTM, and 
LSTM-CNN model parameters. Four models employ 
essentially constant parameters. The complete experiment's 
embedding dimension is 100 since the GloVe pre-trained 
embedding dimension is 100. The data set shows 61766 words. 
However, we account for one vacant space. The long sentences 
in the dataset are 42 words; hence in this experiment, the 
maxlen parameter is set at 42. CNN has 100 filters. LSTM's 
hidden layer is 100. Max Pooling is utilized as the pooling 
layer because it is frequent in deep learning models. This 
research will implement two dense layers: the first will employ 
100-dimensional Relu activation, while the second will use 8-
dimensional Softmax activation. Next, we use Adam as the 
model's optimizer with a learning rate of 0.0003. Set 20 
epochs. Table II lists parameters. 

TABLE II. PARAMETER SETTING  

Parameter Parameter Value 

Embedding Dimension 100 

Number of words 

(unique) 

61767 

Maxlen 42 

Pooling Max Pooling 

Dense (1) Activation = ‘relu’, dimension = 100 

Dense (2) Activation = ‘softmax’, dimension = 8 

loss categorical_crossentropy 

Learning rate 0.0003 @ 3e-4 

optimizer Adam 

Validation split 0.1 

Epoch number 20 

Word embedding With GloVe and without embedding 

C. Experimental Results 

The study features two experiments using GloVe and 
without GloVe. The analysis will be based on experiments on 

the four models, comparing their performance in training and 
testing. 

1) Training result without GloVe: The accuracy and loss 

learning curves of the CNN, LSTM, LSTM-CNN, and LSTM-

CNN are depicted in Fig. 4(a), (b), (2), (d), (e), (f), (g), and (h). 

LSTM, as shown in Fig. 4(c), has the smallest gap in accuracy 

and measurement compared to other models. The same result 

for loss value. The hybrid LSTM-CNN and CNN-LSTM, on 

the other hand, outperform a single CNN in terms of accuracy. 

LSTM has training and validation accuracy of around 0.3418 

to 0.9995 and 0.6412 to 0.9781, respectively, while training 

and validation loss is 0.3031-0.049133. and 0.1823 to 0.0287. 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

Fig. 4. Learning Curves Graphs (a) Accuracy for CNN (b) Loss for CNN  

(c) Accuracy for LSTM (d) Loss for LSTM (e) Accuracy for LSTM-CNN (f) 

Loss for LSTM-CNN (g) Accuracy for CNN-LSTM (h) Loss for CNN-

LSTM. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

859 | P a g e  

www.ijacsa.thesai.org 

2) Testing results without GloVe: Table III displays the 

testing performance of the models using the confusion matrix 

accuracy and loss measure of the multi-classes Twitter text 

data. Overall, all models receive a comparable categorization 

score. This demonstrates that for most classes, the TP value is 

more notable than the FP and FN scores, except for the 

femicide class, whose TP and FP+FN scores are comparable. 

Overall, CNN and LSTM memory scores for domestic 

violence and rape are 0.99, whereas femicide scores are 0.80. 

The f1 score for domestic violence, rape, and sex trafficking is 

0.99. TP is superior to FP and FN for both CNN-LSTM and 

LSTM-CNN. Overall, the model achieves an accuracy of 0.981 

with a loss of 0.039 on the testing dataset. According to the 

model, sex trafficking, sexual harassment, and femicide had an 

accuracy of 0.99 and 0.85, respectively. Domestic violence and 

rape have a recall rate of 0.99, while femicide is 0.77. The f1 

score for domestic violence, rape, and sexual harassment was 

0.99. 

On the testing dataset, CNN's femicide class achieves a 
precision of 0.982% with a loss of 0.048. According to the 
model, forced abortion has a precision of 1.00, while femicide 
has a precision of 0.78. However, the femicide class has the 
fewest records in the test dataset of 235. This class yields 
comparable results for LSTM, CNN-LSTM, and LSTM-CNN 
models. Based on the test set, we can predict that the label with 
the most significant number of datasets will have the highest 
scores for performance metrics. 

TABLE III. RESULT OF CNN, LSTM, CNN-LSTM, AND LSTM-CNN WITHOUT GLOVE 

 CNN+GloVe LSTM+GloVe LSTM-CNN+GloVe LSTM-CNN+GloVe 

Label P R F1 S 
Lo

ss 

Ac

c 
P R F S 

Lo

ss 

Ac

c 
P R F1 S 

Lo

ss 

Ac

c 
P R F1 S 

Lo

ss 

Ac

c 

Domesti

c 

Violenc

e 

0.9

9 

0.9

9 

0.9

9 

35

77 

0.0

5 

0.9

8 

0.9

9 

0.9

8 

0.9

9 

35

77 

0.0

3 

0.9

8 

0.9

8 

0.9

9 

0.9

9 

35

77 

0.0

4 

0.9

8 

0.9

9 

0.9

8 

0.9

8 

35

77 

0.1

5 

0.9

7 

Femicid

e 

0.7

8 

0.8

0 

0.7

9 

23

5 

0.7

3 

0.8

0 

0.7

6 

23

5 

0.8

5 

0.7

7 

0.8

1 

23

5 

0.7

6 

0.7

6 

0.7

6 

23

5 

Forced 

Abortio

n 

1.0

0 

0.9

4 

0.9

7 

28

5 

0.9

6 

0.9

6 

0.9

6 

28

5 

0.9

4 

0.9

7 

0.9

5 

28

5 

0.9

7 

0.9

7 

0.9

7 

28

5 

Forced 

Marriag

e 

0.9

8 

0.9

8 

0.9

8 

58

4 

0.9

7 

0.9

7 

0.9

7 

58

4 

0.9

8 

0.9

8 

0.9

8 

58

4 

0.9

7 

0.9

8 

0.9

8 

58

4 

Online 

Violenc

e 

0.9

6 

0.8

6 

0.9

0 

25

3 

0.8

9 

0.8

5 

0.8

7 

25

3 

0.9

3 

0.8

9 

0.9

1 

25

3 

0.8

4 

0.9

0 

0.8

7 

25

3 

Rape 
0.9

8 

0.9

9 

0.9

9 

54

39 

0.9

8 

0.9

9 

0.9

9 

54

39 

0.9

8 

0.9

9 

0.9

9 

54

39 

0.9

7 

0.9

9 

0.9

8 

54

39 

Sex 

Traffick

ing 

0.9

9 

0.9

8 

0.9

9 

13

69 

0.9

9 

0.9

8 

0.9

9 

13

69 

0.9

9 

0.9

8 

0.9

8 

13

69 

0.9

8 

0.9

7 

0.9

7 

13

69 

Sexual 

Harass

ment 

0.9

8 

0.9

8 

0.9

8 

50

41 

0.9

8 

0.9

8 

0.9

8 

50

41 

0.9

9 

0.9

8 

0.9

9 

50

41 

0.9

9 

0.9

7 

0.9

8 

50

41 

Average 
0.9

6 

0.9

4 

0.9

5 

16

78 

0.9

4 

0.9

4 

0.9

4 

16

78 

0.9

6 

0.9

4 

0.9

5 

16

78 

0.9

3 

0.9

4 

0.9

4 

16

78 
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3) Training result with GloVe: The training results for 

CNN+GloVe, LSTM+GloVe, LSTM-CNN+GloVe, and CNN-

LSTM+GloVe models are in Fig. 5(a)-5(h). Fig. 5(a) depicts 

CNN's training accuracy over 20 epochs. The models' training 

accuracy ranges from 0.8923 to 1.0000, and validation from 

0.9595 to 0.9756. It suggests a positive pattern in which both 

the training and validation sets produced strong results, but 

there is a significant generalization gap between the two sets. 

The training loss ranges from 0.0798 to 0.000046438. Fig. 5(b) 

shows that the validation loss began at 0.0333 and stopped at 

0.0394. 

Fig. 5(c) shows that the LSTM+GloVe training accuracy is 
0.6558 to 0.9906, and its validation accuracy is 0.9146 to 
0.9830. It suggests a positive pattern in which the training and 
validation sets produced good results with a small 
generalization gap. It is worth noting that the training loss 
begins at 0.1888 and finishes at 0.0064. The validation loss 
started at 0.0561 and terminated at 0.0127. According to the 
data and graph in Fig. 5(d), training and validation loss exhibit 
a decreasing pattern with a minimal generalization gap at the 
end of training. In terms of training and validation accuracy 
and loss pattern, the LSTM-CNN+GloVe and CNN-
LSTM+GloVe appear to follow a similar trend. LSTM-
CNN+GloVe, on the other hand, offers training accuracy that 
starts at 0.9141 and ends at 0.9994, while validation accuracy 
starts at 0.9607 and ends at 0.9815. It suggests a positive 
pattern in which both the training and validation sets produced 
good results, and there is a large generalization gap between 
the two sets. The training loss ranges from 0.0582 to 
0.00069372. The validation loss started at 0.0267 and finished 
at 0.0265. Training loss shows a decreasing pattern based on 
the data and graph. However, validation loss shows an 
increasing tendency. CNN-LSTM+GloVe produced 
comparable results. 

Table IV shows that the CNN+GloVe's accuracy is 0.976 
with a loss of 0.040. Domestic abuse and sex trafficking have 
the highest precision (0.99), whereas femicide has the lowest 
(0.62). On recall, domestic violence has 0.99, and femicide is 
0.63. The f1-score gives domestic violence 0.99. LSTM shows 
that the model achieves a 0.983 accuracy value with a 0.013 
loss on the testing dataset. The model's average precision value 
is 0.95, with most labels achieving 0.99 and femicide showing 
0.72. For recall, almost all labels score above 0.94, where 0.99 
is the highest and 0.68 is the lowest, where seven out of eight 
label f1 scores average 0.95. 

LSTM-CNN+GloVe and CNN-LSTM+GloVe have 
acceptable results since the TP value is more than FP and FN. 
FP and FN are higher than TP for just femicide. Table IV 
indicates that the model achieves a 0.981 accuracy value with a 
0.039 loss. The model finds that the average precision value is 
0.94, with forced abortion achieving the highest precision 
(1.00) and femicide the lowest (0.60). Most labels indicate a 
positive recall above the average of 0.95, where the highest 
score has been 0.99 and the lowest is 0.73. Seven of eight label 
ratings are above average for the f1-score (0.94). Meanwhile, 

the lowest performance is the femicide since it is the one that 
has the least number of test datasets with only 235 records. 

4) Results based on computational time: Table IV 

demonstrates the computational time that was recorded from 

the highest training accuracy and loss value. CNN+GloVe, 

LSTM+GloVe, LSTM-CNN+GloVe, and CNN-LSTM+GloVe 

recorded more than one hour compared to the models without 

GloVe. The minimum computational time consumed by 

CNN+GloVe of about 9 minutes and 10 s; meanwhile, the 

maximum is LSTM-CNN of about one h 59 min 27 s. 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

Fig. 5. Learning Curves Graphs (a) Accuracy for CNN+GloVe  (b) Loss for 

CNN+GloVe +GloVe  (c) Accuracy for LSTM (d) Loss for LSTM+GloVe  

(e) Accuracy for LSTM-CNN+GloVe  (f) Loss for LSTM-CNN +GloVe (g) 

Accuracy for CNN-LSTM+GloVe  (h) Loss for CNN-LSTM+GloVe. 
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TABLE IV. RESULTS OF CNN+CLOVE, LSTM CNN+CLOVE, CNN-LSTM+CLOVE, AND LSTM-CNN+CLOVE 

 CNN+GloVe LSTM+GloVe LSTM-CNN+GloVe LSTM-CNN+GloVe 

Label P R F1 S Lo

ss 

A

cc 

P R F S Lo

ss 

A

cc 

P R F1 S Lo

ss 

A

cc 

P R F1 S Lo

ss 

A

cc 

Domes

tic 

Violen

ce 

0.

99 

0.

99 

0.

99 

35

77 

0.0

4 

0.

98 

0.

98 

0.

99 

0.

98 

35

77 

0.0

1 

0.

98 

0.

99 

0.

99 

0.

99 

35

77 

0.0

3 

0.

98 

0.

98 

0.

98 

0.

98 

35

77 

0.1

2 

0.

97 

Femici

de 

0.

62 

0.

63 

0.

62 

23

5 

0.

72 

0.

68 

0.

70 

23

5 

0.

60 

0.

73 

0.

66 

23

5 

0.

62 

0.

63 

0.

63 

23

5 

Forced 

Aborti

on 

0.

96 

0.

96 

0.

96 

28

5 

0.

99 

0.

97 

0.

98 

28

5 

1.

00 

0.

98 

0.

99 

28

5 
0.

98 

0.

93 

0.

96 

28

5 

Forced 

Marria

ge 

0.

97 

0.

98 

0.

98 

58

4 

0.

99 

0.

99 

0.

99 

58

4 

0.

98 

0.

99 

0.

99 

58

4 
0.

98 

0.

98 

0.

98 

58

4 

Online 

Violen

ce 

0.

91 

0.

89 

0.

90 

25

3 

0.

99 

0.

95 

0.

97 

25

3 

0.

97 

0.

94 

0.

95 

25

3 
0.

97 

0.

90 

0.

93 

25

3 

Rape 0.

98 

0.

98 

0.

98 

54

39 

0.

99 

0.

99 

0.

99 

54

39 

0.

99 

0.

99 

0.

99 

54

39 

0.

98 

0.

98 

0.

98 

54

39 

Sex 

Traffic

king 

0.

99 

0.

98 

0.

98 

13

69 

0.

99 

0.

98 

0.

99 

13

69 

0.

99 

0.

98 

0.

99 

13

69 
0.

99 

0.

97 

0.

98 

13

69 

Sexual 

Harass

ment 

0.

98 

0.

98 

0.

98 

50

41 

0.

99 

0.

99 

0.

99 

50

41 

0.

99 

0.

98 

0.

98 

50

41 
0.

97 

0.

98 

0.

98 

50

41 

Averag

e 

0.

93 

0.

92 

0.

92 

16

78 

0.

95 

0.

94 

0.

95 

16

78 

0.

94 

0.

95 

0.

94 

16

78 

0.

93 

0.

92 

0.

93 

16

78 

TABLE V. COMPUTATIONAL TIME DURING TRAINING 

Model Acc Loss Computational Time 

CNN 1.00 0.0000000042122 1 h 27 min 13 s 

LSTM 0.99 0.00049133 1 h 40 min 17 s 

CNN-LSTM 0.99 0.00060757 3 h 37 min 11s 

LSTM-CNN  1.00 0.000000054554 1 h 59min 27 s 

CNN+GloVe 1.00 0.000046438 9 min 10 s 

LSTM+GloVe 0.99 0.0064 44 min 28 s 

CNN-LSTM+GloVe 0.99 0.0067 22 min 35s 

LSTM-CNN+GloVe 0.99 0.00069372 33 min 37 s 
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V. DISCUSSIONS 

This study finds that the LSTM model using the GloVe 
word embedding pre-train model delivers the best results after 
extensive training and testing. To classify the model's output, 
the following parameters were used: a 100-layer LSTM hidden 
layer, a max pooling layer, a relu activation function used at 
the first dense layer and a softmax activation function on the 
second dense, a learning rate of 0.0003 with the Adam 
optimizer, and a total of 20 epochs. Metrics such as the gap 
between the two sets, the accuracy of both sets, and the 
precision, recall, and f1-score value reveal differences between 
the training and testing sets. 

The gap between the two measures of accuracy, training, 
and validation, narrows to a reasonable level during model 
training. In comparison, other models' validation accuracy 
becomes linear after a few epochs, although training accuracy 
is substantially higher. Another model has been overfitted, but 
because the FP is the measure, the LSTM has very little 
overfitting. Furthermore, during the testing phase, the LSTM 
with the GloVe embedding word had the maximum 
consistency across all three performance parameters. It is 
supported by the capability offered by GloVe [25]. 

Furthermore, the data with the fewest labels has the lowest 
precision, recall, and f1 score. Throughout the experiment, the 
femicide-labeled data has the lowest precision, recall, and f1-
score. Most labels usually result in the best accuracy, recall, 
and f1-score. 

All models with and without Glove test findings are 
elaborated. Deep learning models can effectively categorize 
tagged text without using a pre-trained GloVe. The accuracy of 
CNN is 0.982, followed by LSTM-CNN of about 0.981, and 
then LSTM is 0.980. Although the dataset was unbalanced, the 
model nevertheless achieved respectable levels of accuracy. 
The outcomes ranged from 0.94 to 0.96. According to the 
study's preliminary settings, all GloVe-based models perform 
admirably on the testing set. Tagging is not required to succeed 
in a deep learning system that does not use a pre-trained GloVe 
as a word embedding model. In terms of accuracy, 
LSTM+GloVe is superior to CNN+GloVe, CNN-
LSTM+GloVe, and LSTM-CNN+GloVe at 0.983. The model's 
accuracy, recall, and f1-score are all within an acceptable range 
0.92 to 0.95 despite using an unbalanced dataset. 

Furthermore, when comparing standard word embedding to 
GloVe's pre-trained word embedding, deep learning models 
using GloVe show significant improvement, particularly in 
computing time. When GloVe word embedding is not utilized, 
the computational time for all three models combined exceeds 
an hour: 1 hour 27 minutes for the CNN model, 1 hour 40 
minutes for the LSTM model, and 1 hour 59 minutes for the 
LSTM-CNN model. When employing GloVe word 
embeddings, the CNN model takes 9 minutes, the LSTM 
model 44 minutes, and the LSTM-CNN model 33 minutes to 
compute. 

All models that classify femicide class have produced the 
lowest result in precision, recall, and f1-score. This could be 
because the femicide class has the lowest data among all the 
classes. Meanwhile, the largest class, such as domestic 

violence, sexual harassment, and rape, tend to have the highest 
precision, recall, and f1-score. More research on muti-class text 
classification is required to obtain a better result [26]. 

VI. CONCLUSIONS 

This research compares machine learning models that 
utilize the GloVe and without GloVe embedding methods to 
see if there is an improvement in text multi-classification 
problem-solving. The proposed hybrid LSTM-CNN and CNN-
LSTM with GloVe and without GloVe can classify the multi-
class text. However, the experimental results prove that the 
effectiveness, capability, and efficiency of the LSTM-CNN and 
CNN-LSTM with GloVe significantly improved the multi-
class performance in GV tweet data compared to those without 
GloVe. It is also better than a single CNN and LSTM in terms 
of accuracy. It can be said that the hybrid solution and 
embedded GloVe have demonstrated a reduction in 
computational time. Thus, it is expected that the hybrid LSTM-
CNN and CNN-LSTM with GloVe can be used in other 
domains. In the future, evaluating the tweet text data from a 
different domain and considering larger multi-class datasets are 
recommended. 
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Abstract—For years, humans have pondered the possibility of 

combining human and machine intelligence. The purpose of this 

research is to recognize vehicles from media and while there are 

multiple models associated with this, models that can detect 

vehicles commonly used in developing countries like Bangladesh, 

India, etc. are scarce. Our focus was to assimilate the largest 

dataset of vehicles exclusive to South Asia in addition to the more 

common universal vehicles and apply it to track and recognize 

these vehicles, even in motion. To develop this, we increased the 

class variations and quantity of the data and used multiple 

variations of the YOLOv5 model. We trained different versions 

of the model with our dataset to properly measure the degree of 

accuracy between the models in detecting the more unique 

vehicles. If vehicle detection and tracking are adopted and 

implemented in live traffic camera feeds, the information can be 

used to create smart traffic systems that can regulate congestion 

and routing by identifying and separating fast and slow-moving 

vehicles on the road. The comparison between the three different 

YOLOv5 models led to an analysis that indicates that the large 

variant of the YOLOv5 architecture outperforms the rest. 

Keywords—You Only Look Once (YOLOv5); vehicle detection; 

neural network; deep learning; vehicle tracking 

I. INTRODUCTION 

Advancements in automobile manufacturing have given 
rise to more affordable cars which has resulted in over five 
million registered vehicles [1] coasting through the roads of 
Bangladesh. Road infrastructures in this country were not 
designed to hold the growing number of vehicles which 
presents grave environmental and health concerns. Given the 
circumstance, congestion is inevitable, and this significantly 
contributes to the rising air and noise pollution levels in the 
city. To circumvent this obstacle, restless drivers resort to 
maneuvering chaotically without any regard to traffic rules and 
are thus responsible for most of the road fatality cases in the 
country. One of the biggest obstacles is that traditional methods 
of prevention such as traffic lights and pedestrian crossings are 
not sufficient because they are generally ignored. 

To address this issue, an intuitive system is needed to 
observe traffic patterns and direct different vehicles into proper 
lanes. Most vehicles in South Asia are very different than those 
in the western world as they differ drastically in shapes, sizes, 
and colors. This is a major challenge the algorithm will face [2] 

as it needs to differentiate between these vehicles to identify 
them individually. The height and angle at which these 
vehicles are posed and captured also factor into this problem. 
Datasets that include traditionally used South Asian vehicles 
are scarce and do not contain the required amount of data 
which presents a separate challenge. Due to the erratic nature 
of traffic in South Asian countries, different CNN models that 
are usually tested in other environments have not been applied 
enough to see how they perform in the tumultuous streets of 
cities like Dhaka. A major challenge of our research is that we 
have had data scarcity, particularly for south Asian vehicles. 

Machine learning has progressed enough to make use of 
traffic cameras [3] to track vehicles and their patterns. 
Additionally, using Neural Network-based Object Detection 
can produce valuable tracking and surveillance data that could 
be essential to coming up with a solution to the traffic problem. 
Further applications in the division of slow- and fast-moving 
vehicles and the identification of missing vehicles can also be 
pursued through Deep Learning. Smart traffic systems [4] can 
utilize these applications to reduce mishaps while also 
improving the flow of traffic. Autonomously driven cars [5] 
can also employ the previously mentioned applications to 
avoid different vehicles, clogged roads, and potential accidents 
while on the road. 

However, one of the key difficulties in using machine 
learning algorithms is the requirement of a vast amount of data 
to train a model. In this research, we develop a sizable vehicle 
dataset from scratch and train a model to accurately recognize 
them. The intention was to set our work apart from 
conventional vehicle detection systems. Our research is 
distinctive in that we have curated a dataset consisting of 21 
classes of vehicles commonly available worldwide and those 
that are only seen in South Asian regions. Unique vehicles like 
rickshaws, human haulers, three-wheelers, etc. all vary in build 
and proportion. The collected images are put through a lengthy 
process of cleaning, augmenting, and finally labeling through 
bounding box annotations. To address the data scarcity issue, 
we used different augmentation techniques to balance the 
dataset. This is done to ensure we have enough data for 
accurate testing and training. We chose a well-known object 
detection algorithm called YOLOv5 (You Only Look Once) 
[6] to use in our model for training and we compared the 
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performance of different architectures of YOLOv5 models: 
Small, Medium, and Large. Previous versions [7] were an 
option but the new update presented a more efficient and time-
saving alternative. YOLOv5’s hyperparameters are tweaked to 
accurately detect objects in real-time through bounding box 
coordinates of objects from the carefully labeled data it has 
been trained with. This model will be able to recognize 
different native vehicles which can then be used in systems to 
reduce the traffic problem that plagues South Asian cities. 

II. LITERATURE REVIEW 

The subject of object detection has attracted attention from 
various independent researchers over the years. Different 
detection systems were used over the years for identifying 
objects. LIDAR (Light Detection and Ranging) was used in the 
form of sensors attached to both vehicles and certain points of 
the road to detect oncoming vehicles [8]. Other non-intrusive 
methods like ASFF (Adaptive Spatial Feature Fusion) [9] and 
Radar Sensors [10] were also used. The interest in this field 
and its innovations date back to the 1970s [11]. 

Object detection [12] by the camera has become more 
prevalent in recent years and more accurate and cost-effective 
than other sensors. To accurately identify vehicles, real-time 
detection speed and high accuracy are required for a quick 
response to fast-moving vehicles and to get a reduced latency. 
While most algorithms repurpose classifiers by taking images 
at multiple scales and locations and applying the algorithm to 
perform detection [13], YOLO applies a neural network that 
dissects an image into different parts and can predict bounding 
box regions based on predicted probabilities [14]. YOLO 
detects objects using a single inference which makes it faster 
than its peers, SSD (Single Shot Detector) and Faster R-CNN 
(Region-based Convolutional Neural Network) [15]. 

Research by Liu & Zhang [16] aimed to improve the 
standard YOLOv3 model by training it to adapt to actual traffic 
conditions and applying a scale prediction layer to improve the 
detection accuracy of large vehicles. They use the k-means++ 
algorithm to improve the efficiency of the anchor box 
dimension clustering as shown in Fig. 1. The resulting F-
YOLOv3 algorithm clocked in at 91.12% on the mAP (Mean 
Average Precision) accuracy scale beating out Faster R-CNN 
at 90.01% and base YOLOv3 at 78.68%. The recognition 
performance of large vehicles is poor when compared to small 
vehicles because of their contrasting characteristics. 

 

Fig. 1. Anchor Box Dimension Clustering [16]. 

Redmon [17] suggested the integration of classification and 
localization into a single convolutional neural network which 
would improve the speed at the cost of precision. While it 
achieves a combined accuracy of 75.0%, the model has 
difficulty in detecting smaller grouped objects due to the 
spatial constraints imposed by YOLO and objects in different 
aspect ratios. Chandan suggested a different approach [18] 
where he opted to use OpenCV to detect objects in a python 
environment with the assistance of the Single Shot Detector 
algorithm. This algorithm used optical flow and background 
subtraction to achieve an optimal accuracy in detecting 
standard vehicle classes and this was a great basis for 
comparison with the earlier versions of YOLO. A detection 
system for localized mobile environments like roads and 
railways was made by Chen [19]. Using the same COCO 
dataset, they compared YOLOv3, and the Single Shot Detector 
mentioned above to find their efficiency and applicability in 
traffic. It was found that YOLOv3 had attained an 85% score 
over SSD’s 79.5% in terms of mAP at high resolution. A more 
recent comparison of YOLOv4 with SSD and Faster R-CNN 
was conducted by Kim [20] for real-time vehicle detection. 
After evaluating the different models, it was observed that 
YOLOv4 performed at 98.1% precision while Faster R-CNN 
and SSD performed at 93.4% and 90.5% respectively. 

Phillips suggested a system [21] for distance estimation 
between vehicles in traffic to avoid collision by mounting a 
monocular camera to a vehicle dashboard. It is fitted with 
systems for object tracking and detection and is modular 
enough to switch out systems for other uses. Errors in 
estimation increase as the distance increases. Wang has used 
edge Detection technology [22] to demonstrate the detection of 
objects such as vehicles by their outer edge lines. The edge 
detection technique must remove noises from an image 
background using a higher threshold before identification of 
the vehicle in question can begin. This changes how we can 
detect vehicles from a certain height and makes detection 
possible using image-capturing objects like Drones. 

Sokalski [23] produced another alternative that combines 
edge detection with color identification to differentiate between 
artificial and natural objects. The only drawback is the process 
of extracting the nine features from various channels of each 
color in the image which are used to define the edges. An 
identification approach by thickness estimation and edge 
detection was put forward by Kanistras [24] where angle 
vectors of an elevated image would be determined in its edge 
guide. These vectors are constantly changing by determining 
the standard deviation of slope vectors therefore pre-defining 
edges to detect vehicles. 

Different datasets and their use in creating a large diverse 
dataset in the training of algorithms are discussed by Xiao & 
Kang [25]. This paper has influenced how we approached 
diversifying and enriching our dataset to obtain satisfactory test 
results. The paper also provides tips for being efficient in 
collecting and labeling datasets properly. The importance of 
data augmentation is made clear by Zoph [26] in his 
discussions about how different augmentation strategies such 
as rotating, shearing, equalizing, changing colors, etc. can not 
only expand the dataset but also increase accuracy up to 6% 
but at the cost of data loss during training. 
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A YOLO-based traffic counting system developed by Lin 
[27] was employing three different pieces. The detector 
generates the bounding boxes of the vehicles, the buffer stores 
the vehicle coordinates, and the counter is responsible for 
counting the vehicles. Images/videos are put through the 
detector where it passes through filters and then the YOLO 
algorithm. Data access is built from the frame number input 
and output, previous and current array in buffer, and vehicle 
counting algorithm in counter. Checkpoints are also added for 
validation of detection whereas the overall accuracy is 
determined by using a video that has a different height and 
angular perspective. The counting accuracy seen during the day 
was around 95% but dropped to unfavorable rates at night due 
to factors such as headlight exposure, dim streetlights, etc. 
which was later improved upon by implementing night vision 
technology. An alternate YOLO method created by Tao [28] 
removes the last two layers of the connected system and adds a 
pooling layer. This is faster than its peers and the addition of a 
pre-processing procedure for night images enhances detection 
in darkness by removing highlights and modifying contrast and 
brightness. This new optimized O-YOLO algorithm executes 
an accuracy of 66% on a standard VOC dataset and 80.1% on a 
custom-curated dataset. Corovic [29] implemented YOLO to 
detect objects in real-time traffic and pre-trained the algorithm 
to detect them in five categories. These were cars, trucks, 
civilians, signs, and lights. Tests were conducted to prove that 
YOLO was suitable for real-time detection and in different 
weather. They deducted detection could be improved in place 
of obstructions by incorporating datasets that contain weather 
conditions into the training. After training of 120 epochs was 
conducted, the accuracy had a steady increase from 18.98% to 
46.60% but failed to climb to higher rates due to many 
occluded objects in the dataset. Salarpour [30] realized an 
algorithm to track multiple vehicles using the Kalman filter and 
background subtraction. A region-based algorithm is then 
combined with the filter to track and predict the region of the 
vehicle in the continuing frame while also using its color and 
size to get an accurate result of 96%. This method helps detect 
issues such as occlusion and clutter with minimal loss of 
accuracy. 

Occlusion makes it hard for vehicles to be distinguished for 
detection and therefore a procedure to reduce dense occlusion 
from surveillance cameras was put forward by Phan [31]. This 
is also a combination of background subtraction and detection 
but mixed with occlusion detection where each occluded 
vehicle is extracted from images based on their features. The 
method improves the accuracy of detection in occluded images 
at higher angles proven by its 85% accuracy score during high 
traffic. To address the problem of detecting vehicles at varying 
scales and distances, Lu [32] produced a modified version of 
the Region Proposal Network (RPN) which is tailored to be 
scale aware during detection. This system has two different 
sub-networks to detect large and small case proposals and 
inputs through two separate XGBoost (Extreme Gradient 
Boosting) algorithms to create final predictions. Both 
algorithms boasted scores of 64.1% and 84.8% respectively in 
terms of precision. 

The most consistently accurate model out of the many 
commented on above is the YOLOv4 algorithm. It offers a 

staggering 98.1% mean average precision when applied over a 
vehicle recognition system. YOLOv5, which currently lacks 
substantial research documentation, has data that exhibits 
improved accuracy and speeds over its previous iteration [33] 
which will be nothing but beneficial to our training. 

To train a varied dataset such as this, we needed a 
sustainable system powerful enough to process and execute all 
the data. The model we used in conjunction with neural 
networks was built to enhance every aspect of its previous 
build and therefore the database was processed much quicker 
than expected. The database itself is a mixture of both common 
and unique vehicles found here in the South of Asia but the 
rarity in variety of some of these vehicles was a complication. 
21 assorted classes were selected, collected, processed, and 
augmented to create a robust dataset for this research. 

III. ARCHITECTURE 

The method of detecting items in an image as shown in Fig. 
2 and calculating their location using bounding boxes is known 
as object detection. The classification of images is concerned 
with determining whether an object exists in each image based 
on calculative likelihood. Images have characteristics like 
distinct edges that an object recognition method must extract. 
Convolutional Neural Networks, Auto Encoder techniques, and 
others, can be used to automate this procedure. The most 
effective object identification strategy is one that assures that 
all objects of vivid size are given a bounding box to be 
recognized, as well as having high computational capabilities 
allowing for faster processing. Both YOLO and SSD promise 
good outcomes, but there is a speed/accuracy trade-off. 

A. Proposed Methodology 

In the South Asian region, we began gathering images of 
various vehicle items. The dataset was sorted and categorized 
after the image collections were completed to prepare it for the 
machine learning model. This dataset was then split at random 
using the standard splitting technique, with 80% of the data 
going to the training set for training and 20% going to the 
validation set for validation. 

 

Fig. 2. Detection Process during a Training Phase. 
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This is done to assess the model's correctness while 
avoiding over-fitting. The prediction model was evaluated 
using the set developed for the validation procedure, whereas 
the training set provided the algorithm. We were given 
numerous metrics and statistics to evaluate because of the 
outcome. The whole process is outlined in Fig. 3. 

The YOLO model is part of the Fully Convolutional Neural 
Networks (FCN) family that allows for the most optimally 
achievable outcome and real-time object recognition in every 
end-to-end model. YOLOv5 as shown in Fig. 4 contains a 
variety of internal models, each with its own set of complexity 
and architectures. The largest and most sophisticated network 
is YOLOv5l, which is followed by YOLOv5m and YOLOv5s. 

Each of these models was trained to see how the various 
architectures influence the overall model's speed and accuracy. 
The three different and crucial aspects of YOLOv5's 
architecture can be outlined. 

Backbone - The backbone is primarily responsible for 
resolving gradient information and incorporating changes into 
feature maps, hence lowering parameter numbers and the 
overall model's FLOPS (Floating Point Operation per Second). 

Neck - The neck improves the data flow within the model. 
It includes a feature pyramid network with an upgraded 
bottom-up approach that can expose new low-level 
complicated features, as well as localization signals in lower 
layers that can improve localization accuracy. Through 
interconnection provided by Adaptive Feature Pooling, the 
feature grids, and levels produce useful data on all levels. 

Head - The head contains algorithms for creating feature 
maps of many sizes with prediction procedures that the model 
employs to recognize objects of many sizes. Because vehicles 
might have components and add-ons of various shapes and 
sizes, this technique is critical for vehicle recognition. Each of 
these items can be easily detected using the multi-scale 
detection feature. When the training on the model is started in 
YOLOv5, the procedure begins. 

 

Fig. 3. Block Diagram of Vehicle Detection & Tracking Process. 

 

Fig. 4. YOLOv5 Architecture 

The data is fed into the Sparked module, which extracts the 
features, which are subsequently transmitted to the PANet 
(Path Aggregation Network) [34] module to be fused. 

It is all gathered in the YOLO layer, which is then 
processed to produce important analytic data like class, 
location, score, and size. 

B. Data Annotation Format in YOLOv5 

Each image was annotated in the form of an a.txt file, with 
each line of the content record depicting a bounding box. In 
Fig.  5, for example, there are four items (car, minivan, pickup, 
and bus). 

 

Fig. 5. Bounding Boxes For Data Annotation. 

IV. DESIGN AND IMPLEMENTATION 

On the vehicle dataset, three distinct YOLOv5 architectures 
– small, medium, and large were implemented and trained. 
Table I lists the dataset metaphors that have been defined. The 
total number of images and their respective classes are 
displayed in Fig. 7. 

This dataset needed to be carefully sliced for training. 
There was no exact way to divide the dataset, so we employed 
the traditional slicing technique. We separated 80% of the data 
for training and a small 20% for the validation process which is 
required to reduce over-fitting. A random selection was made 
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from the main dataset to create the test set which was sufficient 
for the calculation of the accuracy of the model. 

The final dataset contains 11,808 images of different 
classes of vehicles, out of which 9,749 images were used for 
training and 2059 images were used for validation. After 
splitting the dataset and annotating the images, the training set 
and validation set were fed into the machine learning model.  
The training set was used for the algorithm training process 
and the validation set was used for the prediction model which 
provided us with the different evaluation metrics and statistics. 

The instances of some of the classes are higher than others 
and this makes the dataset non-uniform in nature. For example, 
the ‘Car’ class contains the highest number of appearances in 
our dataset with a total number of 10,680 whereas classes like 
‘garbage van’ and ‘Police car’ appear less in the dataset. 

A. Dataset Preparation 

We used a custom data collection with about 21 types of 
automobiles in South Asian territory for our research. Most of 
the images were gathered from real-time data acquired by 
users, social networking pages, blogs, and other online sources, 
and the improper images were filtered out of the dataset. 

Filtering the data collection is impressive, and as with any 
model preparation, it is required to increase the amount of 
relevant data that our model can extract from the dataset. 
Because there are images containing items that aren't supposed 
to be there, the dataset is full of noise. 

B. Dataset Pre-processing and Augmentation 

When it comes to improving the model's performance, pre-
processing the dataset is essential. It is a necessary step toward 
improving the quality of data and the amount of useful 
information the model can derive from it. It is also critical to 
generate a balanced dataset to improve the accuracy of an 

existing model. Before the dataset was supplied to the model 
for training, the images with their pixels had to be reshaped and 
resized. The images were resized using the numpy.reshape() 
method, and the pixels were replaced with pixel/255 using 
vector scalar division. 

Fig. 8 shows how the different augmentations were carried 
out and as a result, multiple different versions of the image 
were created. Balancing this dataset was a complex task as 
different categories of images had massive disparities in 
numbers. 

 

Fig. 6. Sample Images from the Dataset. 

TABLE I. DATASET SPECIFICATIONS 

Attributes Features 

Image Type RGB 

Image Extension JPG, PNG 

Image Dimension 1920 * 1920 

 

 

Fig. 7. Number of Instances Per Class before Augmentation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

869 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 8. Different Types of Image Augmentations Applied to Our Dataset. 

To solve this, only two different augmentations were 
carried out. The Contrast and Grayscale filters were utilized on 
our dataset to create augmented data with distinct differences 
that would be easily identifiable by the machine when trained. 
Because our original dataset was imbalanced and non-uniform, 
augmentation was used to increase the number of instances of 
classes in the dataset, particularly those that appeared less 
frequently like ambulances, bicycles, etc., thus improving the 
model's accuracy and performance by making the dataset more 
balanced. 

After augmentation, a relative balance within the dataset 
was achieved which can be seen in Fig. 9 which shows the 
instances of different classes after augmentation was applied to 
it compared to Fig. 6 above which was before augmentation. 

C. Model Training 

YOLOv5 has multiple architectures such as YOLOv5s, 
YOLOv5m, and YOLOv5l in order of complexity and depth. 
We have implemented and juxtaposed each of these models on 
our dataset to determine the one which fits best. Each of the 
models was trained for 100 epochs which took around 12 hours 
per model. The model training process is illustrated in Fig. 10. 
The network is trained using a collection of training data, and it 
then learns to predict the target values. We have also improved 
the accuracy of the dataset for the YOLOv5l, YOLOv5m, and 
YOLOv5s designs. 

An appropriate dataset is required to train a deep learning 
network. You may need to make a Train-Test Split depending 
on the available data. During the training phase, validation 
losses are tracked, and non-constant values are generated after 
several epochs. Otherwise, the model will be adjusted for 
hyper-parameters, and the validation loss value will be kept as 
low as possible. 

The model with the largest validation loss is saved for 
testing on the real data. When a model obtains high precision 
and recall rates for new datasets, or when it demonstrates 
improved performance after training on an enriched dataset, it 
is said to perform satisfactorily. 

D. Dataset Demonstration 

For model training, the entire vehicle dataset is provided. 
Table II shows the number of images evaluated for 
implementation, the number of images used to train the model, 
and the number of images used in testing. 

 

Fig. 9. Number of Instances Per Class after Augmentation. 
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Fig. 10. Flow Diagram of Model Training. 

TABLE II. DATASET DISTRIBUTION 

Features Before Augmentation After Augmentation 

Number of Classifiers 21 21 

Total Input Images 11,808 88,818 

Images to be Trained 9,749 55,956 

Images to be Tested 2,059 32,862 

V. DISCUSSION 

We were able to create a big dataset with over 21 unique 
classes and about 11,808 images. The dataset size increased to 
exactly 88,818 instances after the various Data Augmentation 
methods were applied. 

A. Performance Matrices 

Confusion Matrix: Assists us in this by providing a 
comprehensive assessment of each model's performance, 
including faults. 

 TP (True Positive) - When the anticipated value is equal 
to the actual value and the result is positive. 

 TN (True Negative) - When the projected value is the 
same as the actual value, but the value is negative. 

 FP (False Positive) - The anticipated value was 
incorrectly predicted as positive when the actual value 
was negative. 

 FN (False Negative) - The anticipated value was 
incorrectly predicted as negative when the actual value 
was positive. 

A variety of performance measures can be calculated using 
these numbers. 

Accuracy: Measurement as a singular metric is invalid 
because it assigns equal costs to different types of errors and 
can only be used with a well-balanced dataset. The formula is 
as follows: 

Accuracy = 
TP+TN

TP+FP+TN+FN
                (1) 

Precision: Precision is a metric for how many accurately 
anticipated situations turn out to be positive, which can help 
establish a model's eligibility. 

The formula for precision is as follows: 

Precision = 
TP

TP+FP
                (2) 

Recall: Recall is the measure of the positive cases that were 
correctly classified by our model and is defined by the 
following formula: 

Recall = 
TP

TP+FN
                (3) 

mAP (mean Average Precision): mAP is used to evaluate 
object detection models like Fast R-CNN, YOLO, and Mask 
R-CNN. It considers both types of errors, false positives (FP) 
and false negatives (FN), as well as the trade-off between 
precision and recall (FN). 

mAP = 
1

N
 ∑ APi

N
i =1                (4) 

The mAP is calculated by averaging each class's Average 
Precision (AP) over several classes. 

F1 Score: It combines the values of Precision and Recall 
into a single metric that must be maximized to enhance our 
model. However, interpreting the F1 score is challenging, 
leaving us oblivious to which of the metrics the model is 
optimizing. The formula is as follows: 

F1 Score = 
2

1

Recall  
+  

1

Precision

                 (5) 

Loss function: We will summarize YOLOv5 losses and 
metrics to help you better comprehend the outcomes. The three 
parts of the YOLO loss function are box loss, obj loss, and 
class loss. 

VI. RESULT ANALYSIS 

For this research, three distinct YOLOv5 designs – small, 
medium, and large – were implemented and used. Before 
training, the dataset was pre-processed and supplemented. The 
complexity and depth of the three YOLOv5 architectures 
differ. Each model was tested against our dataset, and the 
results were compared to determine which model performed 
the best in terms of vehicle detection. 
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Mean average precision is a well-known and commonly 
used object detection evaluation metric. Faster R-CNN [35], 
YOLO [36], and MobileNet [37] are all state-of-the-art models 
that use mAP to evaluate their models. We tried to test the 
performance of the three YOLOv5 models – small, medium, 
and large – in our implementation. 

A. Mean Average Precision (mAP) Analysis 

The mAP 0.5 of the three designs employed throughout 100 
epochs is illustrated in Fig. 11 and Fig. 12. The YOLOv5l 
model achieves more accuracy in Fig. 11 and Fig. 12 than the 
other two models both before and after augmentation, as shown 
in the graphs. 

B. Training Loss Analysis 

The training loss is a metric that measures how well a deep 
learning model matches the training data. That is, it evaluates 
the model's error on the training data. The training set is a 
subset of the dataset that was used to train the model originally. 
The training loss is calculated computationally by adding the 
sum of errors for each sample in the training set. It is also 
worth noting that the training loss is calculated after every 
batch. 

According to Fig. 13 and Fig. 14, it showed that the 
training loss is minimal for the YOLOv5l model. The lesser the 
training loss, the faster a model's performance can be obtained. 

 

Fig. 11. mAP Comparison between Models before Augmentation. 

 

Fig. 12. mAP Comparison between Models after Augmentation. 

 

Fig. 13. Train/Box Loss Comparison between Models before Augmentation. 

 

Fig. 14. Train/Box Loss Comparison between Models after Augmentation. 

C. F1 Score Analysis 

By comparing the F1 Score among the three models before 
and after the augmentation of the dataset as seen in Fig. 15 and 
Fig. 16, we can see that the large model has a higher score, 
followed by the medium model and the small model. 

 

Fig. 15. F1 Score Comparison between Models before Augmentation. 
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Fig. 16. F1 Score Comparison between Models after Augmentation. 

D. Augmented Vehicle Dataset Epoch Results 

We have augmented our dataset and run for 100 epochs. At 
the end of the last epoch, the precision was 0.64, recall was 
0.63 and mAP was 0.66 for an augmented dataset in YOLOv5 
three architecture, Table III. 

TABLE III. PERFORMANCE MEASUREMENT AND COMPARISON OF 

DIFFERENT YOLO MODELS 

Model Precision Recall mAP_0.5 

YOLOv5l 0.64214 0.63763 0.66877 

YOLOv5m 0.59261 0.60812 0.60112 

YOLOv5s 0.58038 0.61149 0.57469 

The performance is not up to the mark as our dataset was 
unbalanced and we have a higher amount of car dataset by 
comparing with other types of vehicles. 

E. YOLOv5 Overall Performance Analysis 

For analyzing the performance of YOLOV5 based on three 
different architectures, we have measured the performance 
based on before and after augmentation data. The outcome is 
presented in Tables IV and V. 

Based on the findings, we can conclude that the YOLOv5l 
model does better out of the three architectures when it comes 
to vehicle detection for our dataset. 

TABLE IV. RESULT COMPARISON OF YOLOV5S, YOLOV5M AND 

YOLOV5L BEFORE AUGMENTATION 

Attributes YOLOv5s YOLOv5m YOLOv5l 

mAP_0.5 0.33505 0.35135 0.36361 

mAP_0.5:0.95 0.20561 0.23274 0.24556 

train/box_loss 0.03026 0.02182 0.01924 

train/class_loss 0.01448 0.00737 0.00503 

validation/box_loss 0.03443 0.03407 0.03309 

validation/class_loss 0.02466 0.02801 0.02853 

F1 Score 0.42211 0.43096 0.4438 

TABLE V. RESULT COMPARISON OF YOLOV5S, YOLOV5M AND 

YOLOV5L AFTER AUGMENTATION 

Attributes YOLOv5s YOLOv5m YOLOv5l 

mAP_0.5 0.57469 0.60112 0.66877 

mAP_0.5:0.95 0.41897 0.43868 0.48071 

train/box_loss 0.02711 0.0225 0.01574 

train/class_loss 0.00977 0.013675 0.00158 

validation/box_loss 0.02235 0.022442 0.02112 

validation/class_loss 0.00952 0.009342 0.00802 

F1 Score 0.59552 0.600264 0.63987 

VII. CONCLUSION 

The application of the different modules of YOLOv5 has 
significantly improved the detection of vehicular objects in 
traffic and on the road. The accumulated dataset has provided a 
vast amount of variety in vehicle classes which led to a richer 
and more accurate result across all the models. For 
performance comparison, we utilized different models with 
different nodes, layers, and speeds. After an extensive data 
training and processing, period was carried out, it was seen that 
YOLOv5l had outperformed the rest. Its deeper node 
complexity and increased number of convolutional layers make 
it the most efficient in terms of processing, but it was also seen 
that it takes the most time although by a short margin. The 
significant performance efficiency of the YOLOv5l model 
compared to YOLOv5s and YOLOv5m solidifies the real-
world application opportunities for the detection of uniquely 
South Asian vehicles. 
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Abstract—Taking selfies is a popular activity in most social 

media applications and applying filters/lenses to these selfies has 

become one of the most demanded features of such applications. 

This paper aims to design an application for taking selfies to 

minimize the heavy use of beautifying filters. To understand the 

current user experience of selfie-taking and filter features, 

multiple user experience research methods were applied in two 

steps. In the first step, interviews were conducted with 10 

participants to collect data. The key findings of interviews were 

(i) the need for saving memories as users’ primary goal of using 

the applications, (ii) the need for using slightly beautifying filters 

as their preferred filter type, (iii) the need for a favorite filters 

list, and (iv) the need for the opportunity to edit selfies after they 

are taken. This output of the interviews was used as an input for 

determining the survey questions in the second step. A total of 

340 respondents completed the survey and the findings were 

consistent with those of the interviews. Further pointing to the 

rising opportunity for a new selfie-taking application designed to 

save selfies quickly without sharing and only apply slightly 

beautifying filters. More studies should focus on increasing 

engagement and including a saved selfie categorization feature in 

the design. 

Keywords—Filters; lenses; multi-method; research methods; 

selfie taking; user experience research 

I. INTRODUCTION 

The Social media platforms have become indispensable 
Internet-based communication tools for daily life, in part due 
to the wide range of connectivity they provide. Social media 
and the Internet have caused the social participation rate to 
increase rapidly over time; in 2021, the number of Internet 
users worldwide reached 4.9 billion [1]. Furthermore, social 
media use is considered one of the most popular online 
activities [2]. In Saudi Arabia, active social media users 
represent 79.25% of the population, with an annual growth 
rate of 8.7% [3]. One of the most popular types of social 
media platforms are those that provide photo-sharing 
services—e.g., Instagram and Snapchat—and taking, 
viewing, and sharing selfies has become a daily habit for 
many people. Selfies edited with filters are an especially 
rising trend. 

Snapchat is one of the fastest-growing selfie-taking social 
media applications, with a massive number of users that 
reached approximately 306 million in 2021 [4]. In 2016, 
Snapchat introduced a feature called Lenses to offer a range 
of filters to users, making it the first social media application 
to utilize augmented reality (AR) technology. Its facial 
recognition software allows users’ mobile cameras to detect 

their facial features and overlay a chosen virtual effect on 
their faces, which alters their facial features to look funny, 
scary, or more beautiful [5]. 

The problem with many existing selfie-taking applications 
that allow users to take selfies with filters is the heavy daily 
use of filters. People seeing each other from a distance may 
no longer know what their actual faces look like without 
filters. Social comparisons are no longer made between actual 
faces but between one’s unfiltered face and the filtered faces 
of others. This may affect self-evaluation and self-esteem, 
especially because physical appearance is strongly related to 
self-esteem [6]. 

This paper aims to apply user experience (UX) research 
methods to better understand the current UX of selfie-taking 
and filter feature in order to minimize the use of heavily 
beautifying filters to help users accept the reality of their 
appearance. The UX was investigated through three different 
views-users' goals of using selfie-taking applications, their 
requirements for taking selfies, and their behaviors when 
taking selfies-to answer the following research questions: 

• [Goal] Why are people using selfie-taking applications 
and using the filters feature? 

• [Need] What is necessary for taking selfies and using 
the filters feature? 

• [Behavior] How do users take selfies with existing 
mobile applications? 

The strength of this paper lies in its use of several UX 
methods and techniques. Interviews and surveys were 
conducted sequentially to collect the requirements data. The 
findings from the interviews determined what to investigate 
in the surveys to produce clearer insights. Active listening 
and affinity diagrams were further used to analyze the 
collected data. 

To the best of the author's knowledge, no existing study 
has conducted a multi-UX research methods approach to 
study the UX of selfie-taking and filters in order to minimize 
the reliance on heavily beautifying filters. The findings of the 
study should lead designers in this domain to consider the 
following implications in designing a new selfie-taking 
application: 

• Design a selfie-taking application dedicated to saving 
memories. 
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• Allow only slightly and realistically beautifying filters 
in the application to encourage users to accept their 
looks without relying on heavily beautifying filters. 

• Minimize the time required to take a quick selfie with 
quick reach, and provide a limited number of 
customized favorite filters. 

• Minimize the time required to edit selfies with quick-
adding capabilities for items such as gifs, emojis, text, 
and automatic date and time. 

The rest of the paper is organized as follows: The second 
section highlights the related work in the field of UX, the 
third section provides the data collection and analysis, the 
fourth section presents the results of the study and discussion, 
and the fifth section concludes the current work. 

II. RELATED WORK 

Many researchers have conducted UX studies dedicated to 
understanding, evaluating, and improving the UX of 
hardware and software products. One study of hardware 
aimed to understand the UX of unplanned smartphone use [7] 
via an ethnographic method that involved video recordings 
with wearable cameras on the chest to capture spontaneous 
smartphone use in everyday activities. According to the 
researchers, unplanned smartphone use leaves no memory of 
the actions in the past, presents no attributes of what it is, and 
projects no endings of what it will be in the future. Another 
study examined the UX of SmartTVs to identify UX factors 
that influence Smart TV UX factors over different periods 
[8]. Different UX methods were exploited in different stages, 
such as surveys, thinking aloud, and daily diaries. 

The empirical evidence from each method suggests that 
the UX factors vary with respect to product temporality. 
Moreover, UX research has been conducted to design smart, 
wrist-worn digital jewelry [9]. The authors identified the 
requirements from the literature and conducted semi-
structured interviews with jewelers and potential users. After 
data analysis and prototyping, they identified the final 
concept of the digital bracelet and implemented an operable 
and wearable prototype, which they then used to measure the 
UX and usability. 

The participants' experience was positive. Another 
researcher used a survey to develop a storyline for an 
animated video to help generate empathy from the viewer for 
people with social anxiety disorder [10]. The viewers of the 
video were able to empathize with the main character in the 
animation even though the story did not have a defined 
ending. 

Many UX studies have contributed to the UX of mobile 
applications and websites. For example, the gendered 
perceptions of and initial UX of Pinterest were studied to 
improve the binary disparity in its use between men and 
women [11]. The results of the surveys conducted in the 
study revealed significant differences in perceptions between 
users and non-users and between men and women. Another 
study evaluated the UX of Snapchat’s onboarding process, 

using a new multi-method approach that could be used to 
evaluate UX for any mobile application [12]. The new 
methodology consisted of three methods: a usability test 
interview, an affinity diagram, and a model of UX attributes. 
The UX attributes were applied to Hassenzahl’s model to 
define which were most important and identify significant 
development points for the application management team. 
One researcher evaluated Facebook’s UX and investigated 
the differences in experiences between frequent users and 
new users using electroencephalography (EEG) [13]. Their 
findings present a significant statistical difference between 
new and frequent Facebook users. 

Table I summarizes the published date, type of studied 
product, UX method used, and domain of these studies. 

The achievements of the above studies highlight that UX 
research can contribute to a theoretical background for the 
development and design of products and analysis of user 
behavior for various products and domains. Furthermore, 
different UX methods can be used to collect and analyze data 
in UX research to deliver reliable findings, and mixed 
methods can be used to gain more knowledge about UX 
[8][9]. The Smart TV study used different methods in 
different stages (i.e., before usage, during usage, after usage). 
Similarly, the digital bracelet study used one method before 
usage and another method during usage. 

However, none of the above studies used 1) mixed 
methods in a single stage or 2) sequential methods where 
findings from the first method determined what to measure in 
the second method. Moreover, the only research that studied 
the UX of social media with selfie-taking focused only on the 
Snapchat UX in the onboarding process, and it failed to 
discuss Snapchat filters [12]. 

TABLE I. RELATED UX STUDIES 

Study Date 
Studied 

Products 
UX Methods Domain 

Hardware/ 

Software 

[7] 2016 
Mobile 

phone 
Video Recordings 

Social Hardware [8] 2016 Smart TV 

Survey, Think 

Aloud, Daily 

Diary 

[9] 2016 Wearable 
Interview, Live 

User Observation 

[10] 2019 Video  Survey 
Mental 

Health 

Software 

[11] 2015 Website Survey 

Social 

Media 

 

[12] 2020 
Mobile 

Application 
Interview 

[13] 2020 
Mobile 

Application 
EEG 

III. DATA COLLECTION AND ANALYSIS 

Multi-sequential methods of qualitative and quantitative 
were conducted to investigate the topic in more depth. The 2-
step process of data collection and analysis is shown in 
Fig. 1. 
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Fig. 1. Two-step Data Collection and Analysis. 

The first step of the methodology included interview data 
collection and analysis. Interviews were conducted first to 
develop a more thorough understanding with a small number 
of users. The outcome of the interviews and data analysis 
informed the topics explored in the survey, which were 
narrowed in scope to just a few key findings to allow for a 
deeper investigation. The second step was survey data 
collection and analysis, which sought to determine whether 
the interview key findings applied to a broader subset of 
Snapchat users. 

A. Step 1: Interview Data Collection and Analysis 

The interviews were designed with 9 opening questions to 
elicit initial responses to a specific topic, providing a useful 
springboard for follow-up questions. The questions explored 
the participants’ demographic information, previous and 
current usage of selfie-taking apps, goals and motivations of 
using these apps, pain points and needs within the apps, and 
contexts for taking selfies with and without filters. Recruiting 
of interviewees ensured they met the following criteria: 
selfie-taking applications used at least once a week, filters 
used at least once a week, and at least 1 month of previous 
use of selfie-taking applications. 

Ten participants were recruited for 30-minute interviews, 
which were conducted in the summer of 2021. Nine 
participants were interviewed by phone due to circumstances 
related to the COVID-19 pandemic and one was interviewed 
in person. Six participants were women and four were men. 
Their ages ranged from 19 to 32 years, and each had used 
some combination of Snapchat, Instagram, and TikTok for 
taking selfies. 

The data collected from the interviews were analyzed 
using two UX methods: active listening and an affinity 
diagram. 

1) Active listening: The active listening technique 

condensed the large amount of data gained from the 

interviews into smaller units that were easier to understand 

[14]. This technique involved listening to the important 

things said by the interviewees, then paraphrasing each 

response into a single quote that captured its essence. The 

digital tool Miro was used for this task [15]. The following 

sentences fragments are examples of the small-unit responses 

resulting from active listening of the interviews with 

Participants 1, 2, and 4: 

• Participant 1: “I would like to reach my favorite filters 
quickly”. 

• Participant 2: “I use Snapchat 90% for saving 
memories”. 

• Participant 4: “I like using filters that beautify me but 
allow me to look like myself”. 

2) Affinity diagram: The affinity diagram technique was 

used to organize and analyze the large amount of data 

gathered from the interviews. Its purpose is to arrange many 

pieces of data into manageable clusters or groups that identify 

patterns in the data [16][17]. To construct the affinity 

diagram, the responses were categorized into three main 

groups—user behavior, user needs, and filters that users like 

or dislike—and further subcategorized into a total of 9 

specific themes, as shown in Fig. 2. 

The key findings of the affinity diagram are listed below. 
The finding names (e.g., F.A, F.B) correspond to Finding A, 
Finding B, etc., and were used to simplify the process of 
mapping the key findings from Step 1 to the survey questions 
in Step 2. 

These findings are accompanied by supporting evidence, 
such as screenshots, quotes from the participants, and the 
number of participants that agreed on the finding. 

Key findings: 

F.A: Users take selfies primarily to save memories. 

• “I use Snapchat 90% for saving memories” Participant2. 

• “Saving memories is my first goal, then viewing others' 
selfies.” Participant 3. 

• “I usually take selfies with others, mostly for saving not 
for sharing.” Participant 7. 

F.B: Users prefer slightly and realistically beautifying 
filters over beautifying filters that are unrealistic and over the 
top. 

• Most participants (7 of 10) preferred to still look like 
themselves after using beautifying filters. They use 
them to look healthier, with smoother skin and a few 
realistic changes to their facial features. 

• “I hate the beautifying filters that change me to look 
like everything but me, like I am another person” 
Participant 2. 

• “I like filters that only give me a healthy look” 
Participant 5. 
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Fig. 2. Levels of Themes of Affinity Diagram. 

F.C: Users want to reach their favorite filters quickly 
before taking selfies. 

• “I would like to choose from my list of filters that I can 
reach quickly” Participant 6. 

• “It would be helpful if only the favorite filters appear 
with one tap before taking the selfie” Participant 10. 

• “I like that in Snapchat I can put stars on my favorite 
filters, but I have to go to explore filters to find my 
favorite filters” Participant 4, see number 1 and 2 in 
Fig. 3. 

F.D: Users like adding items to their selfies, such as gifs, 
emojis, text, and the date and time. 

• “I enjoy using gifs and emojis on selfies” Participant 1. 

• “I like that Snapchat saves the date and time 
automatically” Participant 3. 

• “I like to add music, stickers, text, time, and date to the 
selfies” Participant 6. 

B. Step 2: Survey Data Collection and Analysis 

The survey was divided into three sections: demographic 
questions, screening questions, and requirements questions. 
The demographic questions gathered demographic 
information that may affect users’ selfie-taking experience. 
The screening questions ensured that the respondents met the 
following qualifying criteria: selfie-taking applications used 
at least once a month, filters used at least once a month, and 
the device used for taking selfies is the mobile. Finally, five 
requirements questions were posed to investigate the key 
findings of the interviews. Table II presents the requirements 
questions, the corresponding key findings, and the rationale 
for the selection of these questions. 

The survey data were collected in November 2021 in 
Saudi Arabia. The final sample consists of 460 participants. 
The quantitative data were analyzed using statistical 
procedures with SPSS. Descriptive statistics and charts were 
used. 

1) Demographic questions analysis: Most respondents 

were in the 21–30 age group and the 10–20 age group had the 

fewest number of respondents. Furthermore, 35.2% were 

men, 64.8% were women, and 81.5% held bachelor’s or 

graduate degrees. 

 

Fig. 3. Reaching Favorite Filters in Snapchat. 

TABLE II. REQUIREMENTS QUESTIONS 

Requirements Questions 
Key 

Finding(s) 
Rationale 

Which of the following is your goal 

of taking selfies?: 
F.A 

Understand the user’s 

goal 

Which type of filter do you prefer to 

use? 
F.B 

Understand the user’s 

preference of filter 

types 

Do you have any favorite filters that 

you usually use? 
F.C 

Identify if the user has 

a favorite filters list 

How many favorite filters do you 

usually use? 
F.C 

Identify the usual 

number of favorite 

filters for users 

Based on your experience with the 

selfie-taking app(s) you use, how 

essential were the following 

features?: 

F.C , F.D 

Determine what is 

necessary for users 

before and after taking 

the selfies 
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2) Screening questions analysis: The screening questions 

filtered out 120 respondents, leaving 340 to complete the 

survey. 

Table III shows the percentages of male and female 
respondents who were frequent users of filters (i.e., used 
filters daily or weekly) and those who were infrequent users 
of filters (i.e., used filters monthly or less). 

Most respondents (53.55%) used filters daily or weekly. 
The 21–30 age group had the highest daily usage of filters in 
selfie-taking applications, and women had higher daily filter 
usage than men. 

TABLE III. FREQUENCY OF USING FILTERS BY GENDER 

Gender Frequent use of filters Infrequent use of filters 

Male 42.86% 57.14% 

Female 59.12% 40.83% 

All 53.55% 46.45% 

3) Requirements questions analysis: The selfie-taking 

application used most often was Snapchat with 95.6% of 

responses. The results of the multiple-choice questions 

regarding the users’ goals of using selfie-taking applications 

revealed saving personal memories as the most common goal 

(71.1%, n=241), followed by sharing with family and friends 

(64.9%, n=220). For most age groups and both men and 

women, saving personal memories was the most chosen goal; 

the exception is respondents over 40 years old, for whom 

sharing with family and friends was most chosen. Seeing 

one’s face with a filter was the third most chosen goal, mostly 

by female respondents (76.62%, n=118) and respondents who 

used filters daily. Sharing with public users was the least 

chosen goal (9.4%, n=32); male respondents chose this goal 

more than female respondents. Fig. 4 shows the distribution 

of goals for each age group, and Fig. 5 shows these goals for 

men and women. 
For the questions on filter type preferences, most of the 
respondents chose the slightly beautifying filter type (83%, 
n=284). The advanced beautifying filter type was chosen 
mostly by respondents who used filters daily. 

The majority of respondents (58.1%) had favorite filters 
that they usually used, whereas the other 41.9% did not. The 
most common numbers of favorite filters were 3 (28.4%, 
n=56), 2 (24.4%, n=48) and 4 (19.8%, n=39). 

Cronbach's 𝛼 (0.71) was calculated to test the reliability of 
the responses to the five questions on the essentiality of 
different features in selfie-taking applications. Most 
respondents (55.16%) considered accessing favorite filters 
quickly to be a must-have feature and 35.40% considered it a 
nice to have feature, as shown in Fig. 6. 

Adding text and date features were mostly considered nice 
to have features. Adding the time, emojis, and gifs were 
mostly considered unnecessary or nice to have features. 

 

Fig. 4. Goal of using Selfie-taking Applications for Each Age Group. 

 

Fig. 5. Goals of using Selfie-taking Applications for Men and Women. 

 

Fig. 6. Percentage of Essentiality of Accessing Favorite Filters Quickly. 

IV. RESULT AND DISCUSSION 

By focusing on areas that were rich with respondents, the 
final key findings were identified and supported by evidence. 

Final key findings are: 

• Users prefer slightly and realistically beautifying filters 
over unrealistically and excessively beautifying filters. 

• 83.8% of participants preferred slightly beautifying 
filters and only 15.6% preferred advanced beautifying 
filters. 
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• Users enjoyed adding text, the date and/or time, and 
emojis to their selfies. 

• 75.2% of participants considered adding text as either a 
must-have or nice to have feature. 

• 67.3% of participants considered adding the date as 
either a must-have or nice to have feature. 

• 59% of participants considered adding the time as either 
a must-have or nice to have feature. 

• 58.4% of participants considered adding emojis and gifs 
as either must-have or nice-to-have features. 

• Users had favorite filters and wanted to reach them 
quickly before taking selfies. 

• 58.1% of participants had favorite filters they usually 
used. 

• 55.16% of participants considered quick access to their 
favorite filters as a must-have feature. 

• Users take selfies primarily to save memories. 

• 71.1% of participants chose saving memories as their 
goal of taking selfies. 

• Saving memories was the most chosen goal for both 
men and women and all age groups, except >40 years. 

The above result shows that the key findings of the survey 
align with those of the interviews. From this, an opportunity 
was identified for a new selfie-taking application that differs 
from the existing selfie-taking applications. The main points 
considered for the new application were: 

• The ability to take a selfie just for saving, not for 
sharing. 

• The ability to reach one’s favorite filters with one click 
before taking selfies. 

• A collection of slightly and realistically beautifying 
filters. 

• The ability to add the time and date, gifs, emojis, and 
text on taken selfies. 

Each research method has both positive and negative 
attributes. Surveys and interviews are two of the most used 
methods in UX studies. However, using a survey alone leads 
to a disconnection between the researcher and respondents to 
observe emotional concerns that may be evident in 
respondents’ responses. Also, no possibility of correcting the 
misunderstanding which may be due to the wording or 
ambiguity in the survey. In other hand, using interviews alone 
has several cons such as sex, race, and class affiliation of the 
interviewee may play a role in the bias of the interviewer. 
Also, recruiting a large sample in the interview method will 
require higher costs and time. The limitation of a single-
method approach was overcome by employing multiple 
research methods and the double diamond framework to 
understand the full UX. The sequential usage of these 
research methods allowed the researchers for a more in-depth 
investigation of the research topic. Rather than using the 

survey to investigate every point or issue from the interviews, 
the scope was narrowed to the key findings of the interview 
that merited further investigation. The survey therefore 
focused on users’ goals of using selfie-taking applications, 
their preferences for filter types, the need for a favorite filters 
list, and the essential features for taking selfies. This multi-
sequential approach proved able to provide consistent 
findings. 

The existing studies had a limitation in evaluating the UX 
of selfie-taking applications, especially the evaluation of 
filters feature. The contribution of this paper is using the 
benefits of multi-sequential research methods and the strength 
of the double diamond framework to evaluate the UX of 
selfie-taking and filters. 

People’s daily reliance on heavily beautifying filters 
motivated this research. However, the results of the research 
methods illuminated two new problems in selfie-taking 
applications. The first is that most selfie-taking applications 
focus on sharing selfies with other users because, like 
Snapchat, they are considered social media platforms. 
However, most of the participants of both the interviews and 
surveys chose saving memories as their goal in using these 
apps, which answers question 1 of this study. The second 
problem is that the excessive numbers of filters available 
mean that users must search through them to choose one for 
each selfie; this extends the time required to take a quick 
selfie. Many respondents expressed the need for a quick reach 
time to the favorite filters list, which answers question 2 of 
this study. Because people live busy lives, they sometimes 
wish to stop only for a second to take a quick and almost 
neutral selfie with slightly enhancing beauty—just to save the 
memory for themselves, not to share, which answers question 
3 of this study. A new selfie-taking application could solve 
these problems by focusing solely on taking selfies instead of 
sharing them and by offering slightly beautifying filters and 
the option to quickly save the memories. 

V. CONCLUSION 

Recently, applications that support people’s interest in 
taking selfies by providing various features, such as filters, 
are in high demand. However, the consequences of daily 
reliance on beautifying filters have increased. Thus, to 
understand the current UX of selfie-taking applications, this 
empirical study investigated the goals, needs, and behaviors 
of their users in order to find opportunities for improvement 
and solve the rising reliance on heavily beautifying filters. 
The multi-sequential methods approach was conducted to 
collect and analyze data on two steps. The result of these 
analyses revealed an opportunity for a new selfie-taking 
application that focuses on taking selfies to save memories 
rather than sharing them, providing only slightly beautifying 
filters rather than heavily beautifying filters, and improving 
the speed and ease of the selfie-taking process to make it 
compatible with people’s busy lives. 

The multi-sequential approach of qualitative and 
quantitative methods combined is expected to be easily 
generalizable to similar applications and products. Also, this 
research can serve as guidelines for building new social 
applications with selfie-taking and filters features. Future 
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research can build on this study to determine new features for 
categorizing and handling the saved memories and increasing 
the level of engagement. 
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Abstract—Now-a-days predicting the academic performance 

of students is increasingly possible, thanks to the constant use of 

computer systems that store a large amount of student 

information. Machine learning uses this information to achieve 

big goals, such as predicting whether or not a student will pass a 

course. The main purpose of the work was to make a 

multiclassifier model that exceeds the results obtained from the 

machine learning models used independently. For the 

development of our proposed predictive model, the methodology 

was used, which consists of several phases. For the first step, 557 

records with 25 characteristics related to academic performance 

were selected, then the preprocessing was applied to said data set, 

eliminating the attributes with the lowest correlation and those 

records with inconsistencies, leaving 500 records and 9 attributes. 

For the transformation, it was necessary to convert categorical to 

numerical data of four attributes, being the following: SEX, 

ESTATUS_lab_padre, ESTATUS_lab_madre and CONDITION. 

Having the data set clean, we proceeded to balance the data, 

where 1,167 data were generated, using the 2/3 for training and 

the remaining 1/3 for validation, then the following techniques 

were applied: Extra Tree, Random Forest, Decision Tree, Ada 

Boost and XGBoost, each obtained an accuracy of 57.41%, 

61.96%, 91.44%, 59.65% and 83.3% respectively. Then the 

proposed model was applied, combining the five algorithms 

mentioned above, which reached an accuracy of 92.86%, 

concluding that the proposed model provides better accuracy 

than when the models are used independently meaning that it 

was the one that obtained the best result. 

Keywords—Learning machine; prediction; academic 

performance; hybrid model; classification techniques; 

multiclassification; python 

I. INTRODUCTION 

The performance of a student, over the years, has always 
been of great importance to the institutions that provide 
teaching, which is why much research is done on academic 
achievement. 

On the latter, [1] he states that "it is of great importance to 
support the development of students and improve the quality 
of higher education, which ultimately improves the reputation 
of institutions" (p. 21). Therefore, education plays a very 
important role in the progress of any society, where learning 
outcomes are seen as an indicator related to better health, social 
and more effective careers and a factor of improvement of 
families and communities [2]. 

According to [3] they indicate that about 25% of every 100 
students at the higher level abandon their training in the first 
semester. Most of them start with failed subjects and low 

averages, in the third semester there is a dropout rate of 36%, a 
figure that increases semester by semester, until reaching 46%, 
which makes academic performance very transcendental and 
important. These results show that today's young people have 
the minimum of the skills needed to perform capable in 
contemporary societies; they have serious deficiencies to start 
their professional studies and of course they will have serious 
problems to successfully insert themselves both into the labor 
market and into the social, scientific, political and business 
groups that run the country. 

Likewise, universities undertake to update their study plans 
and programs to adapt them to the needs of today's 
society; Unfortunately, while these efforts are important, 
modifying or changing the curriculum does not eliminate 
learning problems, but also presents new challenges. Similarly, 
according to [4] to consider a university as one of high quality 
it is necessary that it has an excellent record of academic 
achievement. 

As an idea of solution to achieve this goal, is that the use of 
new technologies is becoming more and more frequent, as is 
the case of data mining. 

According to [5] "Data mining is a process of automatically 
extracting useful information from large data set repositories, 
etc." In addition, the usefulness of this technology is that it can 
be used to train learning models, which from historical data can 
discover useful learning information and based on this, make a 
prediction [6]. 

Currently this technology is applied in various fields such 
as industry, banking, among others. Applied to the field of 
education, it is called Educational Data Mining (EDM), which, 
according to [7] "is an emerging area of research composed of 
a large set of psychological and computational approaches to 
provide a roadmap of how students learn." On the other hand, 
at present the existence and constant use of automated learning 
tools allow, according to [7] to store "a variety of data related 
to students and valuable characteristics that affect the 
performance of students and that can be used in the 
construction of the prediction model". 

In Peru, the problem of low performance is frequent at 
different levels of education. The performance of the students 
of the different engineering faculties of the Universidad 
Nacional del Santa is medium low of the vast majority 
according to the report made by the [8], this affects both the 
university, since "its success depends on the success of its 
students" according to [9], and the students themselves, since 
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they opt for desertion, career change, or limit them when it 
comes to finding work in the future, where in their studio they 
developed a predictive model using the J48 technique, which 
obtained an accuracy of 60.9%. 

Currently there are many learning models that are used to 
extract knowledge from a data set, some of these are those 
based on Naive Bayes (NB), Vector Support Machine (SVM), 
Decision Trees (DT), the Closest Neighbor (KNN), among 
others; but as stated [10], it is difficult to find an efficient 
classification model that can be used for various situations or 
problems. That is why the idea of combining several classifiers 
(multiclassifiers) was born. 

The multiclassifiers according to [18] "belong to a recent 
area of data mining that has allowed to improve, in general, the 
accuracy of predictions through the combination of individual 
classifiers" and some of these multiclassifiers are Streaming 
Ensemble Algorithm (SEA), Coverage Based Ensemble 
Algorithm (CBEA), multiclassification based on CIDIM 
(MultiCIDIM-DS) and MultiCIDIM-DS-CFC. 

Based on the problem that arises in the university and in 
search of improving the various solutions proposed by several 
studies, it was proposed to create a hybrid model that is capable 
of predicting academic performance so that students and 
teachers can opt for preventive measures to avoid that grades 
are deficient in the future. 

This article aims to create a predictive model making use of 
multiclassification through the Stacking technique using new 
algorithms such as: Extra Tree, Random Forest, Decision 
Tree,Ada Boost and XGBoost to achieve better accuracy, 
taking into account that the studies that have been done so far, 
make use of a single prediction technique, thus generating a 
good precision, but that could be better if several techniques 
were applied together. 

The rest of the work is structured in five sections. In 
Section II, a review of the literature of related works is 
presented. Section III contains the method, which outline the 
data mining process implemented in this study, which includes 
a representation of the collected dataset, an exploration and 
visualization of the data, and finally the implementation of the 
data mining tasks and the final results. Section IV shows the 
findings and discussion obtained after the creation and testing 
of the predictive model. Finally, Section V contains the 
conclusions reached after the development of the model. 

II. RELATED WORK 

This section compiles various research conducted in recent 
years on the application of data mining in the education sector. 

There are many studies or works carried out related to 
education, whose main theme is the academic performance or 
dropout of students such as the study carried out by [8] whose 
objective was to compare various data mining techniques when 
using them to predict the performance of students. The data 
they used was from the Kaggle repository and this comparison 
included the techniques: Decision Tree (C5.0), Naïve Bayes, 
Random Forest, Support Vector Machine, K-Nearest Neighbor 
and Deep Neural Network, this being the one that obtained a 
greater precision, reaching 84% accuracy. 

Another work is also carried out by [11], aimed to perform 
a comparison and study of hybrid classification model and 
machine learning algorithms based on decision tree, clustering, 
artificial neural network, Naïve Bayes, etc., using the open 
source data mining tool Weka for a practical experiment on a 
student dataset, having as results that the hybrid method 
achieved the highest accuracy of 92.59% than individual 
classifiers, that is, J48, NB, IBK and ANN achieved an 
accuracy of 85.18, 81.48, 88.88 and 88.88%. 

In [12], the authors developed a regression model to predict 
the score that a student would have, used the ALGORITHM 
KNN, Decision Tree, SVM, Random Forest and Multiple 
Linear Regression. After comparing the results of each 
algorithm, it was the Multiple Linear Regression Model that 
obtained the greatest accuracy. In [13], They conducted a study 
of student dropout to determine what were the causative factors 
and which classification algorithm is the most used to predict 
this problem. After reviewing several studies, they concluded 
that decision tree classifiers were the most commonly used, as 
they obtained good predictions. 

A semi-supervised learning approach is the one they used 
[14] to rank the performance of first-year college students. The 
categories to classify were low, medium and high and the 
classifier was Naive Bayes, who obtained an accuracy of 96% 
and specificity of 100%. 

In [15], they build a model that predicts the outcomes 
students will achieve in the semester. They used 13 learning 
algorithms, belonging to 5 categories, for the Bayes category, 
they used Naive Bayes, for the Function category they used 
SVM and Perceptron Multilayer, for the Lazy category, the 
IBK technique, for the Rules category they used Decision 
Table, JRip, OneR, Part and ZeroR and finally for the Trees 
category, they used the J48 techniques, Random Forest, 
Random Tree, and Simple CART. The data correspond to 50 
students and they developed their model on the Weka platform, 
after the results of having applied each of these techniques, the 
one that had the best results was the J48 technique, which 
reached 88% accuracy in the prediction 

In the same way the study carried out by [16], whose 
objective is to develop a prediction model based on Bayes, 
specifically Naive Bayes and Bayes Network. The data was 
collected through a questionnaire of 62 questions related to 
health, social activity, relationships and academic 
performance. They used the Weka tool in which they obtained 
as a result the algorithm Naive Bayes is better, since it obtained 
70.6%, while Bayes Network obtained 64.3% accuracy. 

In [17], the author in his research aimed to develop an 
algorithm with incremental learning to mine data flows that is 
capable of manipulating gradual, abrupt or recurrent concept 
changes, obtaining as results that the FAE algorithm achieved 
promising results in the tests, compared to well-known 
algorithms implemented also in the MOA work environment, 
taking into account the parameters: Accuracy (82.4%), 
execution time, behavior in the transition period from one 
concept to another and recovery time after a change of concept. 

In the present study, five classification algorithms are used 
as the basis for the creation of a multiclassifier model, through 
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the Stacking technique, these algorithms being: Extra trees, 
Random Forest, Decision Tree, Ada Boost, XGBoost. 

A. Extra Trees 

It is the short name of Extremely Randomized Trees, which 
means Extremely Randomized Trees. This technique consists 
of a large number of individual decision trees. It is 
characterized because it uses the entire set of training data, to 
grow each decision tree [18]. 

The Extra Trees algorithm creates many decision trees at 
random, with the intention of finding a final answer, from the 
combination of the results of each tree. The difference with the 
Random Forest algorithm, which has the same procedure, is 
that the number of random processes used in Extra Trees is 
much higher. 

B. Random Forest 

A random forest consists of many decision trees. Each tree 
in the forest is a binary tree and its generation follows the 
principle of top-down recursive division [19]. For each tree, the 
root node contains all the training data and this is divided into 
two nodes, the left and right, according to certain rules and 
these in turn train with different samples of data. The division 
continues to occur based on certain rules until the fork stop is 
met. 

C. Decision Tree 

The decision tree is a tree-like structure that represents a 
series of decisions and the resulting decision takes the form of 
rules for classifying a given data set [20]; these are supervised 
algorithms that can be used for both classification and 
regression. The objective of this algorithm is to predict by 
learning decision rules. After the construction of a decision 
tree, these classify an instance from the root node of the tree 
then it is directed to a leaf of the tree that would be the 
intermediate node, depending on the value it takes and this is 
done successively until it reaches the last leaf of the tree that 
would be the terminal node. 

D. Ada Boost 

The Ada Boost algorithm stands for Adaptive Boosting and 
is one of the most popular techniques of the Boosting 
method. This algorithm is iterative and its operation consists of 
training different classifiers considered weak for the same set 
of training data, then combining them to form a stronger 
classifier [21]. 

Ada Boost classifiers represent a robust class of classifiers 
that aim to increase or improve the accuracy of an already built 
classifier [14]. 

E. XGBoost 

XGBoost is an advanced software based on Gradient Tree 
Boosting that can efficiently handle large-scale machine 
learning tasks [22]. The XGBoost algorithm stands for Extreme 
Gradient Boosting and is a supervised algorithm based on the 
Boosting method. To achieve the strongest classifier, an 
optimization algorithm is used, Gradient Descent and each 
model generated is compared with the previous one and if a 
new model obtains better accuracies, this is taken as a basis for 
relicensing modifications. But, if in case, its accuracies are 
low, it returns to the previous model, making modifications 
based on this. The process is repeated until the differences 
between two consecutive models are negligible, which means 
that the maximum number of iterations was reached. 

F. Stacking 

Set learning algorithms are metaalgorithms that combine 
different machine learning algorithms into a single predictive 
model to reduce bias (boosting), variance (bagging) or improve 
the accuracy of predictions (stacking) [23]. Based on the study 
presented in this section a stacking method was developed (see 
Fig. 1). This technique involves using predictions from 
previous-level machine learning models as input variables for 
next-level models [5]. 

 

Fig. 1. Graphical Representation of the Stacking Method used in this Work. 
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III. METHOD 

For the development of the present study, the steps of the 
stacking method shown in Fig. 2 have been followed, it should 
be noted that XGBoost is an advanced software based on 
Gradient Tree Boosting that can efficiently handle large-scale 
machine learning tasks [14]. 

1) Data integration: The data of systems and computer 

engineering and agroindustrial engineering were integrated. 

2) Selection: This work focuses on students of systems 

engineering, energy and agro-industrial of the Universidad 

Nacional del Santa. Data were collected using an online 

questionnaire, which included questions related to some 

characteristics about academic performance. The 

questionnaire contained a total of 25 characteristics and were 

answered by 557 students, of whom 135 were female and 422 

were male. The characteristics considered in the questionnaire 

are detailed in Table I. 

3) Pre-processing: This step is important to prepare the 

data before it is used in testing. In our case, the data required 

pre-processing, as there was empty data, inaccurate data and 

irregular or inconsistent data. Some of the tasks included in 

this step are: data cleansing, transformation data, reduction 

data, and integration data [19]. Another detail of the collected 

data set is that they are mostly categorical, and for this data to 

be used in the selected tool, Python, it must necessarily be 

numerical data. 

a) Removing attributes: Initially, the characteristics 

SCHOOL, Cod_student, CI_ante, prom_trans, 

NATIONALITY, FECH_nac, RACE, TYPE_viv, PLACE_res 

and other attributes that do not necessarily have a great 

correlation with the student's performance were eliminated, as 

shown in Table II. 

b) Data cleansing: Data cleansing required deleting 

records that contained empty or inconsistent data. In the first 

instance, there were 88 records that had at least one empty 

value, after their elimination, there was a record that contained 

an invalid data, finally leaving 500 records to be used in the 

model to be proposed. 

c) Creating the output class: The focus of this report is 

classification, and taking into account that the collected data 

set had an attribute, AVERAGE_ACU, which contained the 

academic averages of the students surveyed, the creation of 3 

categories was considered so that the model can classify a 

certain student in one of those categories. These three 

categories were considered based on the following: 

 Bad, whose rating is less than 10.5. 

 Regular, whose rating is greater than or equal to 10.5, 
but less than 14. 

 Regular, whose rating is greater than or equal to 10.5, 
but less than 14. 

 Well, whose rating is greater than or equal to 14, but 
less than or equal to 20, this value being the maximum 
in Peru's rating system (vigesimal system). 

Therefore, the final output class considered for the 
classification model is, CONDITION, the following attributes 
as shown in Table III. 

 

Fig. 2. Process of Prediction of Academic Performance through the Stacking 

Model. 

TABLE I. LIST OF FEATURES USED IN THE QUESTIONNARE 

Feature Description Feature Description 

SCHOOL Academic school ESTATUS_lab_padre Employment status of the father 

Cod_student Student Code ESTATUS_lab_madre Mother's employment status 

SEX Gender TYPE_viv Type of housing 

CI_ante Previous cycle INCOME_pa Father's income 

AVERAGE_acu_ Academic performance INCOME_ma Income of the mother 

Prom_trans Previous average PLACE_res Place of residence 

NATIONALITY Nationality scholarship Do you have a scholarship? 

CURRENT_AGE Current age c_otra_carr Do you have another career? 

Anio_ingreso Year of admission to the University c_title_otra Do you have another title? 

AGE_estudiar Age at which he began to study DEPARTMENT Department 

FECH_nac Date of birth PROVINCE Province 

RACE Race DISTRICT District 

n_int_fami Number of members in the household     
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TABLE II. LIST OF FEATURES WITH THE HIGHEST CORRELATION 

Feature Domain 

SEX Nominal (Female, Male) 

CURRENT_AGE Whole 

Anio_ingreso Whole 

AGE_estudiar Whole 

N_int_fami Whole 

ESTATUS_lab_padre Nominal (Dependent, Independent) 

ESTATUS_lab_madre Nominal (Dependent, Independent) 

INCOME_pa Real 

INCOME_ma Real 

AVERAGE_acu Real 

TABLE III. LIST OF FINAL FEATURE 

Feature Domain 

SEX Nominal (Female, Male) 

CURRENT_AGE Whole 

Anio_ingreso Whole 

AGE_estudiar Whole 

N_int_fami Whole 

ESTATUS_lab_padre Nominal (Dependent, Independent) 

ESTATUS_lab_madre Nominal (Dependent, Independent) 

INCOME_pa Real 

INCOME_ma Real 

CONDITION Nominal (Bad, Regular, Good) 

d) Data balancing: Fig. 3 shows that the dataset is 

unbalanced, so accuracy could be affected. There is a lot of 

difference between the minority class (Good) and the majority 

class (Regular), so it was necessary to balance the dataset to 

ensure a better percentage of accuracy. The technique of 

oversampling has been used for data balancing as shown in 

Fig. 4, which generates artificial examples of the minority 

class, until reaching the number of records of the majority 

class. 

 

Fig. 3. Output Class Records before Applying Data Balancing. 

 

Fig. 4. Output Class Records after Applying Data Balancing. 

4) Transformation: All development and implementation 

of the predictive model and data processing was done using 

Python software. 

Due to the use of this tool, it was necessary for the entire 

dataset to have numeric values. That is why the data of the 

characteristics SEX, ESTATUS_lab_father, ESTATUS_lab_ 

mother and CONDITION, had to be transformed into numbers 

according to conditions. Table IV shows the new values of the 

characteristics that were transformed. 

5) Data mining: Python is a tool for data mining that 

offers many modules or libraries to be used 

professionally. These modules help the application of various 

classifiers. 

For the application of data mining, one of the ways to 
increase the accuracy of the prediction made by a specific 
classification technique is the use of ensemble learning 
algorithms, one of them being stacking, which is what was 
applied for the construction of this predictive model. 

According to the definition of [24] "it's the process of using 
different machine learning models one after another, where the 
predictions of each model are aggregated to create a new 
feature." 

The techniques used as a basis for using stacking were: 
Extra trees, Random Forest, Decision Tree, Ada Boost, 
XGBoost. 

TABLE IV. LIST OF FEATURES WITH NUMERIC VALUES 

Feature Numeric values 

SEX 
1 = Female 

2 = Male 

ESTATUS_lab_father 

1 = Dependent 

2 = Independent 

3 = Deceased 
4 = Live without a father 

ESTATUS_lab_mother 

1 = Dependent 
2 = Independent 

3 = Housewife 
4 = Not working 

CONDITION 

1 = Bad 
2 = Regular 

3 = Good 
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The dataset was classified into two groups. The first group 
of data is for training and is made up of 2/3 of the total 
data. The second group is the test group and is made up of the 
remaining 1/3 of data. The application of the stacking 
algorithm was done using the training data to prepare the 
model, and then the test data. Model performance can be 
observed after application of the model to the test dataset. 

6) Interpretation and evaluation: Python is used to import 

the dataset from an excel spreadsheet. The attributes with the 

highest correlation were selected to apply model training. The 

attributes sex, father's employment status, and mother's 

employment status were converted to numerical to avoid 

errors during the modeling process. Applied the different 

techniques to the final data set, each of these obtained 

different precisions. 

To know the efficiency of the classifiers, these were 
evaluated using a confusion matrix, in which the number of 
records classified correctly and incorrectly is appreciated. 5 
models were built to individually analyze the performance of 
the models and each of these obtained the following matrix 
confusion: 

a) Extra trees: The first model to be built was the model 

based on the Extra Trees sorter. For its application in the 

Python tool, the ExtraTreesClassifier class of the 

sklearn.ensemble library was used and the following 

parameters were considered: 

 random_state = 0 

 n_jobs = -1 

 n_stimators = 100 

 max_depth = 3 

Applied the algorithm to the dataset, the confusion matrix 
obtained was as follows: 

As shown in Table V, is classified most students in the Bad 
category. These results show that the algorithm does not give 
good accuracy for this case. 

b) Random Forest: For the implementation of this 

model, the RandomForestClassifier class of the 

sklearn.ensemble library was used and the parameters 

considered for its application were the following: 

 random_state = 0 

 n_jobs = -1 

 n_stimators = 100 

 max_depth = 3 

TABLE V. CONFUSION MATRIX FOR THE EXTRA TREES MODEL 

  Prediction 

  Bad Regular Well 

C
u

rr
en

t Bad 108 4 2 

Regular 96 16 22 

Well 97 2 42 

The confusion matrix that was obtained from this model 
was as follows: 

Based on the data obtained in Table VI, it can be said that 
the model has predicted well in terms of the classification of 
students in the Bad and Good categories, but for the Regular 
category, there is some uncertainty when classifying almost the 
same number of students for the three categories. 

c) Decision Tree: To implement this algorithm, the 

DecisionTreeClassifier class of the sklearn.tree library was 

used and the parameters considered were the following: 

 random_state = 0 

 min_samples_split = 2 

 max_depth = None 

Running this model gets the following confusion matrix: 

According to the values of the matrix, this is the model that 
has obtained a better precision, because as shown in Table VII, 
of 114 students correctly predicted the 114 within the Bad 
category, of 134 students correctly predicted 96 within the 
Regular category, and of the rest, 15 incorrectly predicted as 
Bad and 23 as Good. Finally, he correctly predicted 141 
students as Good. 

d) Ada Boost: This algorithm was implemented using 

the AdaBoostClassifier class of the sklearn.ensemble library 

and the parameters considered for its application were the 

following: 

 random_state = 0 

 n_stimators = 100 

The confusion matrix that was obtained from this model 
was as follows: 

Table VIII shown that of each dataset belonging to the 
three categories, the model was able to classify half of the 
students correctly, but not enough to be considered a good 
prediction, since it misclassified a large percentage of the 
students. So it is assumed that accuracy is not good for this 
model. 

TABLE VI. CONFUSION MATRIX FOR THE RANDOM FOREST MODEL 

  Prediction 

  Bad Regular Well 

C
u

rr
en

t Bad 87 9 18 

Regular 42 51 41 

Well 34 12 95 

TABLE VII. CONFUSION MATRIX FOR THE DECISION TREE 

  Prediction  

  Bad Regular Well 

C
u

rr
en

t Bad 114 0 0 

Regular 15 96 23 

Well 0 0 141 
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TABLE VIII. CONFUSION MATRIX FOR THE ADA BOOST MODEL 

  Prediction  

  Bad Regular Well 

C
u

rr
en

t Bad 62 43 9 

Regular 27 77 30 

Well 9 45 87 

e) XGBoost: For the implementation of this model, the 

XGBClassifier class of the xgboost library was used and the 

parameters considered for its application were the following: 

 random_state = 0 

 n_jobs = -1 

  learning_rate = 0.1 

 n_stimators = 100 

 max_depth = 3 

The confusion matrix obtained from this model was as 
follows: 

This algorithm is the second most accurately after the 
decision tree. Table IX shown that of 114 students who 
belonged to the Bad category, it correctly ranked 108. Out of 
141 students in the Good category, he correctly predicted 132. 
But of the 134 students considered regular, only 80 could 
predict correctly. 

TABLE IX. CONFUSION MATRIX FOR THE XGBOOST MODEL 

  Prediction  

  Bad Regular Well 

C
u

rr
en

t Bad 108 1 5 

Regular 23 80 31 

Well 0 9 132 

What is part of a confusion matrix are the following four 
classifiers: 

 True Positives (TP): These are the records correctly 
classified in the positive class. 

 False Positives (FP): These are the records incorrectly 
classified in the positive class. 

 False Negatives (FN): These are the records incorrectly 
classified in the negative class. 

 True Negatives (TN): These are the records classified 
correctly in the negative class. 

From these values, the following metrics can be 
calculated to evaluate the effectiveness of a predictive model: 

 Sensitivity 

This metric measures the positive values, in this case, 
correctly identifying students in the Bad, Regular and Good 
categories, according to the given parameters. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑇𝑃𝑅) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 Specificity 

This metric measures the negative or false values. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑇𝑁𝑅) =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 Precision 

This metric measures the total number of items correctly 
classified as positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 Accuracy 

𝐴𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶𝐶) =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

This metric measures the veracity of the prediction, that is, 
the difference between the predicted value and the actual one. 

According to the results obtained from the application of 
the techniques individually, each of these obtained the 
following percentages in their precisions, shown in Table X: 

TABLE X. METRIC RESULTS FOR INDIVIDUAL TECHNIQUES 

Classification 

Technique 

Metric 

Sensitivity Specificity Precision Accuracy 

Extra trees .4548 .7295 .5741 .6178 

Random 

Forest 
.6058 .8011 .6196 .7326 

Decision Tree .9054 .9509 .9144 .9348 

Ada Boost .5785 .7889 .5965 .7206 

XGBoost .8268 .9106 .8330 .8817 

And after the application of stacking, the results he 
obtained were shown below in Table XI: 

TABLE XI. METRICS RESULTS FOR STACKING 

Classification 

Technique 

Metric 

Sensitivity Especificidad Sensitivity Exactitud 

Stacking .9253 .9619 .9286 .9485 

7) Knowledge: A graphical interface was created (Fig. 5) 

in which the previously developed predictive model was 

integrated, for the ease of use of teachers and in this way the 

performance of new engineering students can be predicted. 

As a test, the following values were entered into the 
interface: 

Age: 

Sex: 

Members: 

And the result obtained concludes that the student will 
obtain a low academic performance. 
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Fig. 5. Web Interface. 

IV. FINDINGS AND DISCUSSION 

In this paper, the stacking technique was used to predict 
students' academic performance. In addition, as part of this 
technique, other classification methods such as Extra Trees, 
Random Forest, Decision Tree, AdaBoost and XGBoost were 
necessary, which are algorithms that obtain good results for a 
certain type of situation. During the modeling process, a cross-
validation of 10 was required to ensure that each result is 
independent of division for training and test data. 

The results obtained from the stacking technique (which is 
a combination of five algorithms) is 92.86% accuracy which is 
very encouraging with respect to the other results obtained by 
Extra Tree with 57.41% accuracy, Random Forest 61.96%, 
Decision Tree 91.44%, Ada Boost 59.65% and XGBoost with 
an accuracy of 83.3%, while authors such as [15], in their study 
show that the Naives bayes algorithm gave as a significant 
useful result an accuracy of 84%, being considered the best 
algorithm to predict academic performance and thus be able to 
arrive at solutions to improve the problem. On the other hand, 
in the study of the researchers [9], they developed a predictive 
model using the Rep Tree technique, which obtained an 
accuracy of 60.9%. 

With regard to sensitivity, it is so that in the present study 
the Extra Trees technique was used, which reached a 
sensitivity of 45.48%, the Random Forest technique, 60.58%, 
the Decision Tree technique 90.54%, Ada Boost 57.85% and 

finally XGBoost obtained a sensitivity of 82.68%, however 
when combining the aforementioned techniques through the 
Stacking technique a sensitivity of 92.53% was obtained, 
exceeding the percentage of sensitivity of the models; this is 
corroborated with the study of [16], which using the Naive 
Bayes technique, the model obtained a sensitivity of 66.7%.; 
they also [6] did a study in which a sensitivity of 88.7% was 
reached using Random Forest. 

Likewise, with regard to specificity using the extra trees, 
Random Forest, Decision Tree, Ada Boost, XGBoost and each 
of these techniques, a specificity of 72.59%, 80.11%, 95.09%, 
78.89%, 91.06% respectively was obtained and when 
performing the combination through the Stacking technique a 
specificity of 96.19% was obtained. In a study conducted by 
[14] they made use of the Naive Bayes technique, which 
obtained a specificity of 100%. 

A limitation of the present study is that it was carried out 
considering the total average of the academic cycle of the 
students and in addition, they only belonged to the engineering 
schools. Results may vary for other schools or if a specific 
course or subject is considered. 

Universities can employ the generation of a predictive 
model through stacking to predict the results of students' 
academic performance by cycle. Since it was demonstrated that 
its use and application can achieve a better accuracy in the 
prediction. This will help improve academic performance, as it 
will allow corrective action to be taken in advance and will 
also help reduce the percentage of students suffering from an 
academic delay. 

V. CONCLUSION 

The objective of this work is to develop a model that 
achieves better accuracy compared to the individual application 
of various techniques, through the stacking of different 
classification techniques, and in this way check if a better 
prediction is obtained. 

The questionnaire applied to students to obtain the data set 
contains many questions, some of which have a greater 
correlation with academic performance than others. So 
maintaining the most important features benefits the accuracy 
of the prediction. 

To achieve a good percentage of accuracy, it was necessary 
to have a process that involved cleaning the data, eliminating 
attributes less correlated with the output class, eliminating 
incomplete records or with invalid values. In this model, 5 
classification techniques are used that are part of the 
multiclassification technique, stacking. The individual 
techniques were Extra Trees, Random Forest, Decision Tree, 
AdaBoost and XGBoost, after obtaining the predictions of each 
technique, XGBoost was used as a second-level technique to 
make the final prediction. 

After having applied stacking it can be concluded that this 
has given better results than the application of the techniques 
individually. 
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Abstract—The globe was rocked by unprecedented levels of 

disruption, which had devastating effects on daily life, global 

health, and global economy. Since the COVID-19 epidemic 

started, methods for delivering accurate diagnoses for multi-

category classification have been proposed in this work (COVID 

vs. normal vs. pneumonia). XceptionNet and Dense Net, two 

transfer learning pre-trained model networks, are employed in 

our CNN model. The low-level properties of the two DCNN 

structures were combined and used to a classifier for the final 

prediction. To get better results with unbalanced data, we used 

the GEV activation function (generalized extreme value) to 

augment the training dataset using data augmentation for 

validation accuracy, which allowed us to increase the training 

dataset while still maintaining validation accuracy with the 

output classifier. The model has been put through its paces in two 

distinct scenarios. In the first instance, the model was tested 

using Image Augmentation for train data and the GEV 

(generalized extreme value) function for output class, and it got a 

94% accuracy second instance Model evaluations were 

conducted without data augmentation and yielded an accuracy 

rating of 95% for the output class. 

Keywords—COVID-19; CNN; GEV function; image 

augmentation 

I. INTRODUCTION 

In December 2019 less than four months after coming in 
Wuhan for the first time, the coronavirus has deteriorated into 
a public health calamity. As of March 30, 2021, there were 
127.34 million reported diseases and roughly 2.78 million 
deaths on a global scale [1]. The illness COVID-19 is brought 
on by a virus source that irritates the lungs and makes patients 
develop pneumonia. These pneumonia cases are treated and 
medicated very differently from those caused by other viruses 
or bacteria. In addition to the diagnosis, specific preventative 
measures are implemented if a person exhibits COVID-19 
signs. To prevent the infection from spreading, the COVID-19 
patient is isolated for a predetermined number of days. 
Therefore, it is crucial to accurately and promptly identify 
COVID-19-related pneumonia in order to stop the virus's 
transmission. In the medical field, machine learning 
algorithms for automated diagnosis have recently gained 
traction as a tool for physicians [2], [3]. Deep learning 
algorithms have been used to correctly classify skin cancer 
[4],  [5], Breast cancer diagnosis [6], [7]. Psychiatric disorder 
classification, detection of pneumonitis using chest x-rays, and 
image segmentation, COVID-19 is most commonly diagnosed 

RT-PCR is the method used here. The early detection and 
treatment of this condition necessitates the use of chest CT 
and X-ray imaging. It's still possible to find symptoms on CT 
scans, even with test results that come back negative[8], 
because the RT-sensitivity of PCRs has dropped to 70% from 
60% before [9], [10]. A good approach for diagnosing 
COVID-19 pneumonia when paired with CT has been 
demonstrated [11]. CT scans are often clear for the first two 
days or so after symptoms start to appear. When COVID-19 
pneumonia survivors underwent CT lung examinations 10 
days following the onset of symptoms, the most substantial 
pulmonary pathology was found [12], [13]. This is a black and 
white picture of the body's internal organs. The X-ray is a 
medical diagnostic tool that has been around for a long time 
and is still commonly used today. An X-ray image of the 
thoracic cavity can detect chest infections and other lung 
illnesses including pneumonia, making X-ray imaging a viable 
alternative diagnostic method for COVID-19, in light of the 
present healthcare crises throughout the world. In order to 
create a COVID-19 case identification system based on 
machine learning, we specified the following goals. 

• Helping radiologists and other medical professionals 
identify minute, slow changes in X-rays that could 
otherwise go undetected. 

• Because radiologists are so expensive, many people in 
developing nations do not have access to them. They 
might use this technology to identify their X-ray 
images as pneumonia, COVID-19, or normal; to build 
a model to scan complex data like CT and MRI scans 
for COVID-19 cases. 

II. RELATED WORKS 

 Classification and recognition jobs have been proven to be 
an effective machine learning method. Different deep-learning 
techniques have been used by researchers to detect COVID-19 
in clinical pictures such chest CT scans and X-rays Alakwaa, 
Wafaa, Nassef, and Amr Badr [14]. For the detection of 
COVD-19, several of these radiological imaging techniques 
have recently gained popularity, The segmented CT images 
were initially fed straight into 3D CNNs for classification, but 
this proved to be insufficient. Instead, nodule candidates in the 
Kaggle CT scans were first identified using a modified U-Net 
trained on LUNA16 data (CT scans with tagged nodules). The 
U-Net nodule detection method had a high rate of false 
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positives, so regions of segmented CT scans of the lungs were 
used to feed 3D convolutional neural networks (CNNs) to 
determine whether the CT scan was positive or negative for 
lung cancer. These regions were where the U-Net output had 
identified the most likely nodule candidates. The test set 
accuracy produced by the 3D CNNs was 86.6%. 

Hemdan Ezz, Marwa A. and Mohamed Esmail [15] using 
25 confirmed positive COVID-19 instances on 50 chest X-
rays serve as the study's validation data. Seven distinct deep 
convolutional neural network designs, including the updated 
(VGG19) and the second version of Google MobileNet, are 
included in the COVIDX-Net, experiments and evaluate the 
COVIDX-Net, 80–20% of X-ray pictures were used for the 
model's training and testing stages, respectively. With f1-
scores of 0.89 and 0.91 for normal and COVID-19.[16] 
COVID-Net was developed by Alexander Wong, Linda, 
Wang and Zhong Lin ,COVID-19 identification is based on a 
deep model that achieved 93.2 percent accuracy rate in 
categorizing (COVID-19, normal and pneumonia). 
Tartaglione, Enzo, et al .[17] For COVID-19, we advocate a 
combination of Deep Learning and Transfer Learning, which 
has been the most thoroughly studied field of research these 
papers examine the extent to which COVID-19 identification 
may be improved by modifying popular deep models. Abdul 
Hafeez and Muhammad Farooq [18] are two such men. 
COVID-ResNet, Radiograph Detection, and more there are 
5941 chest images in the COVIDx dataset, and the ResNet 
was trained with X-ray images of varying sizes and learning 
rates, resulting in an accuracy of 96.23 percent using COVID-
ResNet. Tzani and Ioannis D .[19] used chest X-rays with 
different hyper parameter settings to test 5 different models 
for COVID-19 detection, all 1427 X-rays showed 224 people 
who had Covid-19 sickness, 700 people who had confirmed 
common pneumonia, and 504 people who were healthy. VGG-
19, InceptionNet, MobileNetV2, XceptionNet, and Inception 
ResNetV2 are five conventional CNN designs that have been 
evaluated for the job of categorizing X-rays using various 
model parameters like the number of untrainable layers and 
the top layer neural network classifier settings achieve 96.78 
%, 98.66 %, and 96.46 %, respectively, are the greatest levels 
of accuracy. Sultan Mahmud and Kh. Mustafizur Rahman [20] 
used Convolutional Neural Networks (CNNs) in a deep 
learning model that is proposed to automatically identify 
COVID-19 disease using CXR (Chest X-ray) pictures. Model 
was trained using 10293 X-ray pictures, 875 of which were 
from COVID-19 instances. The collection includes three 
separate types of tuples: pneumonia, COVID-19, and normal 
cases. The empirical results demonstrate that, while using a 
CNN with fewer layers than those works, the suggested model 
achieved 97% specificity, 96.3% accuracy, 96% precision, 
96% sensitivity, and 96% F1-score, which are better than the 
works currently available. Junaid Latief and Asif Iqba [21] 
Exception’s CoroNet deep neural network was used to identify 
and diagnose COVID-19 in chest x-ray images. ImageNet and 
a chest X-ray dataset generated by merging COVID-19 and 
other publically accessible X-ray pictures were used to train 
this. Accuracy was attained in the model with 98% recall and 
93% accuracy in three of the COVID instances after 
conducting several tests (COVID vs. pneumonia vs. normal). 
Rajib Kumar and Sagar Deep [22] used CNN models to 

identify COVID from chest X-ray images, the ensembles 
network is comprised of three CNN networks that have been 
trained. There was a 91.99 percent success rate for the 
NASNet, MobileNet, and DenseNet. Hasan K. Naji, Hayder 
K, Fatlawi, 

Ammar J [23] implements classifiers using both ensemble 
classification algorithms (Adaptive Boosting and Adaptive 
Random Forest). The study of the data revealed a striking 
correlation between the patient's age, the presence of a chronic 
illness, and the rate of recovery. The experimental results 
show that adaptive boosting classifiers perform exceptionally 
well, reaching 99% accuracy, while adaptive random forest 
classifiers scored just 91% accuracy, Mahmoud B. Rokaya, 
[24]. The work emphasizes the value of bioscience in 
identifying recovered patients from mortalities. The decision 
trees (DT) could distinguish between recovered patients and 
mortalities with 94% accuracy even with little data. A shallow 
dense network attained a 75% accuracy rate. However, the net 
reached 99% accuracy when a 10-fold approach was used with 
the same data. They gathered the data for this study from King 
Faisal Hospital. Two parameters had the highest power to 
distinguish between recovered patients and mortalities, 
according to PCA analysis. When trained using only calcium 
and hemoglobin, the shallow net provides an accuracy of 92%. 

Convolutional Neural Networks (CNNs) are used in a deep 
learning model suggested by Sohaib Asif, Ming Zhao, 
Fengxiao Tang, and Yusen Zhu [25] to automatically identify 
COVID-19 disease using CXR (Chest X-ray) images. They 
use a model to assess the performance of various pre-trained 
deep learning models (InceptionV3, Xception, MobileNetV2, 
NasNet and DenseNet201). Second, a lightweight shallow 
convolutional neural network (CNN) architecture with a low 
false-negative rate is developed for identifying X-ray pictures 
of a patient. The data set used in this study includes 2,541 
chest X-rays from two separate public databases that have 
been confirmed as COVID-19 positive and healthy cases. The 
suggested model's performance is compared to those of pre-
trained deep learning models. According to the results, the 
proposed shallow CNN has a maximum accuracy of 99.68% 
and more importantly sensitivity, specificity and AUC of 
99.66%, 99.70% and 99.98%. 

III. MATERIAL AND METHODS 

According to the guidelines in this section, chest X-rays 
should be classified as normal, pneumonia, or COVID-19. The 
issue with medical imaging is the lack of huge data sets. 
Because it isn't recommended to start from scratch and build a 
DCNN, the medical images can be categorized by using the 
features learned through a process called transfer learning 
[26]. The ensemble architecture suggested here will make sure 
that all of the descriptors needed for picture classification are 
there, so that the process can go smoothly. To get features 
from photos, a layer called "Filter" is used. These features are 
combined and then applied to a FC classification. We used 
features from two trained models as a starting point for the 
proposed model, with Global Average Pooling added to them. 
This layer is to cut down on feature length, which means that 
there will be fewer neurons in the last classifier input layer. 
This is good because it reduces the number of parameters, 
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which makes it less likely that the network will become over 
fit [27]. In this section, we will list the methods used in this 
model. 

A. Convolutional Neural Networks 

A convolutional layer, which is made up of groups of 
kernels or filters, is the most important part of a CNN. During 
training, the layer parameters are learned. Filters are often 
smaller in size than the original image, and each filter 
constructs an activation map by combining with the image. 
The filter is moved over the image height and width, and at 
each spatial position we calculate the dot product between 
each filter element and the input. Fig. 1 depicts the 
convolution process. When a filter is applied to an image, the 
first layer of the activation map (shown in blue in Fig. 1) is 
formed via convolution with the image blue component. This 
method is repeated for each image element to create the 
activation map. Stacking the activation maps of each filter is 
used to enable convolutional layers to build their output 
volume along the depth dimension. The output of a neuron 
helps equalize each component of the activation map. 

As the previous data led to the conclusion, the size of input 
image is equal to the size of the corresponding filter because 
each neuron is connected to a small local area of the input 
image. There are also factors that are shared by all neurons in 
an activation map. Because the convolutional layer has such a 
strong local connection, the network is forced to train filters 
that respond strongly to a specific portion of the input. The 
first convolutional layer looks for low-level characteristics 
like lines. The next convolutional layers look for high-level 
features like shapes and individual objects, as shown in Fig. 1. 

B. Data Augmentation 

Accumulating fresh training data from previously collected 
data is known as "data augmentation". It is possible to 
improve photographs using simple image processing methods 
such as padding, cropping, rotation, and flipping. In order to 
train neural networks, these edited photographs are added to 
the original collection of photos, increasing the data set size. 
Data augmentation is used to artificially expand the training 
data set [28]. 

Imaging and labels are regularly altered in medical images 
to achieve this effect. Contrary to popular belief, data 
augmentation is a common practise in the training industry. It 
is simple to generate and decrease overfitting in CNNs using 
data augmentation and regression. COVID Image [29] is an 
excellent example of an image augmentation technique that 
uses only a little amount of training data to create modified 
copies of training data sets that belong to the same class as the 
original images. 

 

Fig. 1. Convolution Layer Sample. 

The training data set is often utilized for data augmentation 
rather than validation or testing of the data sets. However, this 
is distinct from other data settings, such as pixel and image 
scaling. Consistency must be maintained across all datasets 
with which the model interacts. CNN models for deep learning 
have lately proved the necessity of data augmentation, since 
data augmentation enhances outcomes when training CNN on 
sparse data, but only when the augmentation procedures 
utilized are appropriate for each dataset [30]. 

There are a number of simple data augmentation strategies 
that are being tested. Table I shows the parameters utilized in 
the picture augmentation process. 

C. Transfer Learning Features Extraction and Concatenation 

Each layer of the CNN learns ever-more-complex filters. 
The initial layers demonstrate how to employ fundamental 
feature detection filters, such as corners and edges, to look for 
things. They learn how to use filters to look for parts of things, 
like eyes and noses. This is how the last layers work. They 
develop the ability to recognize complete things in a variety of 
shapes and orientations. For the time being, I'll briefly 
describe what transfer learning is and how it works. How can 
you train an image classifier in a few hours? Training image 
classification models might take many days or even weeks, 
depending on the size of the networks and datasets used. 

As a result, why do not we use the work of dedicated data 
scientists working on in image classification projects at 
businesses like Google and Microsoft as a starting point for 
the image classification initiatives? Transfer learning is based 
on the concept of taking pre-trained models, i.e. known-
weights models, and applying them to a new machine learning 
issue. You cannot simply replicate the model and expect it to 
operate, you must retrain the network using the new data. 
However, because the weights from earlier layers are more 
generic, they can be frozen for training. 

Consider pre-initialized networks to be intelligently 
constructed networks rather than a randomly generated 
network. Because we are effectively tailoring the network, 
lower learning rates are often employed in transfer learning 
than in regular network training. Transfer learning may not be 
beneficial if high learning rates are applied and the network's 
early layers are not frozen. In many transfer learning cases, 
just the final layer or a few layers are taught. There are many 
free neural networks available online that can be used for 
transfer learning if the problem is fairly general and the user 
doesn't have enough data to train the network — this is 
common. 

TABLE I. IMAGE AUGMENTATION PARAMETER USED 

Parameter Value 

samplewise_center True 

width_shift 0.23 

height_shift 0.22 

shear 0.15 

zoom 0.15 

horizontal_flip Ture 

brightness [0.4,1.5] 
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Fig. 2. Transfer Learning Model. 

We may sum up this principle by saying that lower-level 
characteristics can be adapted to different environments by 
adjusting their weighting in later and fully connected layers, as 
we can see in Fig. 2, an example of a transfer learning model, 
as shown in Fig. 2. 

The two-transfer model DCNN structures used in our 
model are described briefly below. 

1) DenseNet169: In 2018, Huang et al. proposed densely 

linked convolutional networks, which interconnect each layer 

of a network in a feed-forward manner. A convolutional 

neural network with much more depth and accuracy was made 

feasible as a result of this groundbreaking achievement. Each 

layer of a dense network is linked directly to the next in a 

feed-forward method (inside every dense block). To create 

each subsequent layer, the feature mappings from prior layers 

are transferred to the new inputs. 

2) xception Net: Deep detachable convolutions are used in 

the architecture of this CNN. A team of Google researchers 

came up with it. As a stepping stone between a regular 

convolution and a deep-separable convolution, Google has 

described the component units of convolutional neural 

networks. The input flow is the initial stop for data, followed 

by eight trips via the middle flow and a final stop at the 

outgoing flow. In addition, batch normalisation was used on 

all convolution and separable convolution layers in the final 

product. 

D. GEV Activation Function 

 The majority of the data in a dataset is organized into a 
few number of classes, whereas several classes appear only 
sporadically. There is a considerable tail to the data in this 
example. Students who took classes with a larger number of 
students had a greater impact on their learnt traits. In this 
scenario, it's easier to simulate the more frequent classes than 
the rarer ones [31]. In both, binary and multiclass contexts, 
this problem exists. 

When dealing with data that is very asymmetrical, with 
many instances in one class and few in the other, new 
techniques are needed. GEV distribution from extreme value 
theory yields a better activation function than sigmoid 
activation function when one class dominates the other. 
Binary and multiclass classification can be improved using 

GEV activation functions rather than sigmoid or softmax 
activation functions. COVID-19 and other diseases with 
limited training examples may benefit from this new 
paradigm. When one side of the training dataset is much better 
than the other, or when the dataset is very imbalanced. CNN 
may then be used to extract the pictures' characteristics. The 
characteristics are then reduced to a single value by a liner 
combination in the fully linked layer. GEV (Generalized 
Extreme Value) is the activation function used to transform 
this single value into a probability [32]. GEV activation is 
provided by the function. 

𝐺𝐸𝑉(𝑥|𝜇, 𝜎, 𝜀) = {
𝑒𝑥𝑝 {− exp (−

𝑥−𝜇

𝜎
) , 𝑖𝑓 𝜀 = 0,

𝑒𝑥𝑝 {− {1 + 𝜀 (
𝑥−𝜇

𝜎
) } −

1

𝜀 𝑖𝑓 𝜀 ≠ 0,
 (1) 

Where µ, σ, and ξ are in the deep learning framework, 
parameters must be learned. According to the extreme value 
theorem the properly normalized maximum of a sample of 
independent and identically distributed random variables, can 
only converge to the GEV distribution. To give a probability, 
the GEV activation rescales the values between zero and one. 

The parameters, on the other hand, enable the curve to 
better model the long-tail distribution that occurs with extreme 
data [33]. 

E. Evaluation of Performance 

The most crucial metric for assessing how well our deep 
learning classifiers perform is accuracy. It's the sum of true 
positive and negative values divided by the total value 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
               (2) 

Precision is a measure of how many predictions in a 
certain class are really in that class. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
               (3) 

Recall is a metric that measures how many correct class 
predictions might be produced given all of the data that was 
found to be correct. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (4) 

The F1 score is measurement accuracy metric. The F1 
score is equal to twice the ratio of the accuracy and recall 
measurements multiplied by the total of the accuracy and 
recall measures. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑅𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛
             (5) 

F. Data Collection 

The images were captured from a number of publically 
available resources. 

• https://www.kaggle.com/prashant268/chest-xray-
covid19-pneumonia 

• https://github.com/agchung 

• https://github.com/ieee8023/covid-chestxray-dataset 

https://www.kaggle.com/prashant268/chest-xray-covid19-pneumonia
https://www.kaggle.com/prashant268/chest-xray-covid19-pneumonia
https://github.com/agchung
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Three sub-volumes comprises each of the two volumes 
(“training and testing”) in which the data is organized and 
labelled into (COVID19, PNEUMONIA and NORMAL). 
Which contains 6,432 X-ray pictures make up the dataset 
divided as follows 1583 image as normal and 576 labelled 
COVID-19 and 4273 as pneumonia, which 20% of the data 
are test images. As seen in Fig. 3 and Fig. 4, we can see the 
dataset is highly unbalanced, we used GEV function to solve 
this problem. We plot some samples of data in Fig. 5. 

 

Fig. 3. Training and Validation Dataset. 

 

Fig. 4. Test Dataset. 

 

Fig. 5. Samples of Data. 

IV. RESULTS AND DISCUSSION 

 COVID-19 detection is the primary goal of this 
investigation. We used a dataset that was organized into 
(COVID19, PNEUMONIA, and NORMAL) instances and 
used our model to classify the COVID-19 by employing 
features derived from two separate transfer learning models 
using GEV activation function to accomplish our study goal. 
In our models, we have a three-step process. Every step of the 
process will be described in depth, including pre-processing, 
categorization, and validation. Fig. 6 depicts the suggested 
framework. During the classification phase, we feed the 
proposed model the "feature maps" generated by two 
previously trained models (DensNet 169 and xception Net). 
Filters or feature detectors are applied to the input image, and 
the outcomes of those operations are calculated to produce 
these feature maps. Based on the model's design, a variety of 
feature maps was generated. Table II displays the feature maps 
generated by the DensNet 169 model, which were [7, 7, 1664]. 

Using the ImageNet dataset, the input of the 224x224x3 
form is sampled down to 7x7x1664 at the conclusion of the 
model. Table III indicates the xception Net feature maps 
generated, which is [7, 7, 2048] (see Table III). 224x224x3 
input is down sampled to 7x7x2048 at the model's conclusion. 
ImageNet-trained model structure was used to create this 
feature. Table IV's concatenation output feature that was 
generated from two preview Models [7, 7, 3712], is the input 
to our proposed model. In the form of a feature map created 
by merging two previously trained models, this layer 
significantly speeds up deep network training and boosts 
neural network robustness by normalizing data between neural 
network layers instead of normalizing raw data. Instead of 
analyzing the full dataset, a flattening layer reduces the result 
of normalization to a single-dimensional feature vector, which 
aids learning by speeding up training and increasing the pace 
at which information is absorbed. The flattening layer 
combines all the pixel data from convolutional layers into a 
single vector. 

Once the model has received the vector, it uses it as an 
input layer. To feed data to each neuron in our model, we 
utilise the flatten function, which reduces multi-dimensional 
input tensors to just one dimension. Flattening layer output is 
shown in Table IV as [3712]. When the vector data has been 
flattened, it is transmitted to the CNN's layers, which are 
referred to as "completely linked" or "dense layers," where it 
is processed in one of two ways. Because of these 
interconnections between neurons at every level, the brain 
may function as a single unit. It is the initial responsibility of 
dense layers to categories the picture using the flattened 
output results of convolution and pooling layers as input. 

As a result, the categorization determination is ultimately 
driven by the completely linked layer. We used three fully 
connected (FC) layers, which represent the global averaged 
attributes of the two models utilizing three neural layers, were 
used to solve the classification problem. There are 128 nodes, 
32 nodes, and then 3 nodes in each layer of the brain. Every 
FC layer has a PRELU Activation Function applied. Neurons 
can be activated or deactivated using an activation function. It 
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will be determined whether or not the input from the neuron to 
the network is crucial, using simple mathematical approaches. 

TABLE II. DENSNET 169 ARCHITECTURE 

Layer Output Shape Parameter 

Input Layer 224,224,3 0 

DenseNet169 7,7,1664 12642880 

Normalization 7,7,1664 6656 

Global Average 1664 0 

Flatten 1664 0 

Dropout 1664 0 

Dense 128 213120 

PReLU 128 128 

Dropout_1 128 0 

Dense_1 32 4128 

PReLU_1 32 32 

Dropout_2 32 0 

Dense_2 3 99 

TABLE III. XCEPTION MODEL ARCHITECTURE 

Layer Output Shape Parameter 

Input Layer 224,224,3 0 

XceptionNet 7,7,2048 20861480 

Normalization 7,7,2048 8192 

Global Average  2048 0 

Flatten 2048 0 

Dropout 2048 0 

Dense 128 262272 

PReLU 128 128 

Dropout_1 128 0 

Dense_1 32 4128 

PReLU_1 32 32 

Dropout_2 32 0 

Dense_2 3 99 

TABLE IV. PROPOSED MODEL ARCHITECTURE 

Layer Output Shape Parameter 

Input Layer 224,224,3 0 

DensNet169 7,7,1664 12642880 

XceptionNet 7,7,2048 20861480 

Concatenate 7,7,3712 0 

Normalization 7,7,3712 14848 

Global Average 3712 0 

Flatten 3712 0 

Dropout 3712 0 

Dense 128 475264 

PReLU 128 128 

Dropout_1 128 0 

Dense_1 32 4128 

PReLU_1 32 32 

Dropout_2 32 0 

Dense_2 3 99 

GEV 3 7 

It is common for CNNs to include a "dropout layer," a 
mask that eliminates particular neurons from the next layer 
while keeping all others intact. It is possible to apply a dropout 
layer to an input vector in two ways: either to eliminate part of 
the vector's attributes, or to delete neurons inside a hidden 
layer. The value [0.5] of Dropout was utilized in the first FC 
layer in order to avoid CNNs being unduly dependent on the 
training data. This implies that 50% of the neurons in the input 
were randomly deactivated. This model relies heavily on the 
learning rate parameter. The rate at which we learn determines 
how frequently we need to adjust the settings we're working 
with. The model will take a long time to converge if the 
learning rate is too low, because the parameters will only 
change by modest amounts. If the learning rate is excessively 
high, the parameters may hop over the low spaces of the loss 
function, and the network may never achieve a convergent 
state. The inverse is also true. Learning Rate (0.0003 to 
0.00005) was the range of the steps we utilized on this model 
schedule. Once the model has ceased improving, this callback 
method will attempt to change the model by decreasing the 
learning rate. Up to 13 epochs of training data were utilized 
with the validation data (validation loss'). 

Using a GEV function to forecast the output class 
improved performance in the imbalance class, when there are 
a lot of samples from one class and a few from the other, but 
only a few instances from the other. GEV distribution from 
extreme value theory yields a better activation function than 
sigmoid activation function when one class dominates the 
other. Binary and multiclass classification can be improved 
using GEV activation functions rather than sigmoid or 
softmax activation functions, as shown in Fig. 6. 

 

Fig. 6. Proposed Framework. 

A. Results and Evaluation Model 

The effectiveness of the proposed model is also compared 
to that of Dense Net and xception Net as single classifiers. As 
illustrated in Table V, to compare model output, we repeat the 
model without the image augmentation parameter, as shown in 
Table VI. 

When compared to two independent models, Xception-
NET and DenseNet, without augmentation, the estimated 
model accuracy is 95.5%, and with augmentation, it is 94% as 
we can see in Fig. 11. As shown in Fig. 7 and 8, DenseNet 
achieves an accuracy of 93.2 percent with picture 
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augmentation and 94 percent without image augmentation, 
whereas Xception NET achieves an accuracy of 84 percent 
with image augmentation and 94 percent without image 
augmentation. 13 is the ideal number of epochs, as we can see 
in Fig. 12 based on intersection of the training line with 
validation line so we stopped the training model at epoch 13. 

We can measure the metrics of the outcomes of our 
categorization investigation using the confusion matrix. The 
confusion matrix for the proposed CNN framework's test 
cases is shown in Fig. 13 with image Augmentation and 
Fig. 14 without, In addition, Fig. 9, 10 graphic representation 
of the CNN classifier performance evaluation shows loss both 
with and without image augmentation during the validation 
and training stages. Additionally, at epoch number 12, the 
validation and training losses attained by the suggested system 
are 0.1587 without image augmentation and 0.1777 with 
augmentation. 

TABLE V. RESULT WITH IMAGE AUGMENTATION TECHNIQUE 

Model Name Precision Recall F1-score Accuracy 

Densnet 0.90 0.94 0.92 0.93 

Xception 0.80 0.85 0.81 0.84 

Proposed model 0.93 0.93 0.93 0.94 

TABLE VI. RESULT WITHOUT IMAGE AUGMENTATION 

Model Name Precision Recall F1-score Accuracy 

Densnet 0.94 0.93 0.93 0.94 

Xception 0.94 0.93 0.94 0.94 

Proposed model 0.95 0.94 0.95 0.95 

 

Fig. 7. Comparison of Three Model using Image Augmentation. 

 

Fig. 8. Three Models are Compared without Image Augmentation. 

 

Fig. 9. Loss Value Plot with Image Augmentation. 

 

Fig. 10. Loss Value Plot without Augmentation. 

 

Fig. 11. Accuracy Graph of the Suggested Model's using Image 

Augmentation. 

 

Fig. 12. Accuracy Graph of the Suggested Model's without Image 

Augmentation. 
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Fig. 13. Confusion Matrix of Suggested Model's with Image Augmentation. 

 

Fig. 14. Confusion Matrix of Suggested Model's without Image 

Augmentation. 

V. CONCLUSION 

Using the GEV activation function, For the purpose of 
identifying and classifying COVID-19 occurrences from X-
ray images, we suggested a deep learning model using two 
DCNN structures. 95 percent of the time, our model is able to 
handle jobs that include numerous classes. To process the 
COVID dataset without data augmentation, our model 
achieved 95% accuracy in just 13 learning cycles. The GEV 
Function surpasses a single classifier in terms of 
generalization performance when features are combined from 
the two DCNN structures without picture augmentation. 
Radiologists can benefit from the suggested strategy by 
learning more about COVID-19's important components. 
Accuracy is expected to increase better with more and more 
training data. The following are some of the most important 
discoveries from this research: For effective and more 
accurate image categorization, CNN models require a 
sufficient number of images. 

When employing an existing dataset with a GEV 
activation function, picture augmentation parameters have 
little impact on the performance of a CNN model. 

In a statistically significant way, the suggested CNN 
model improves the performance of other single CNN models. 
The medical sector may greatly benefit from CNN-based 
diagnosis using X-ray imaging when dealing with large-scale 
testing situations like COVID-19. 
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Abstract—One of the most prevalent cancers in the world, 

cervical cancer claims the lives of many people every year. Since 

early cancer diagnosis makes it easier for patients to use clinical 

applications, cancer research is crucial. The Pap smear is a useful 

tool for early cervical cancer detection, although the human 

error is always a risk. Additionally, the procedure is laborious 

and time-consuming. By automatically classifying cervical cancer 

from Pap smear images, the study's goal was to reduce the risk of 

misdiagnosis. For picture enhancement in this study, contrast 

local adaptive histogram equalization (CLAHE) was employed. 

Then, from this cervical image, features including wavelet, 

morphological features, and Grey Level Co-occurrence Matrix 

(GLCM) are extracted. An effective network trains and tests 

these derived features to distinguish between normal and 

abnormal cervical images by using EfficientNet. On the aberrant 

cervical picture, the SegNet method is used to identify and 

segment the cancer zone. Specificity, accuracy, positive predictive 

value, Sensitivity, and negative predictive value are all utilized to 

analyze the suggested cervical cancer detection system 

performances. When used on the Herlev benchmark Pap smear 

dataset, results demonstrate that the approach performs better 

than many of the existing algorithms. 

Keywords—Cervical cancer; pap smear; time-consuming; 

contrast local adaptive histogram equalization (CLAHE); Grey 

Level Co-occurrence Matrix (GLCM); morphological features; 

wavelet; SegNet 

I. INTRODUCTION 

A thin layer of tissues made up of cells covers the human 
cervix. Cervical cancer is the term used to describe a condition 
when a cell is transformed into a malignant cell that can divide 
and expand quickly to form a tumor [1]. Cervical cancer, 
which affects women worldwide and ranks as the second 
leading cause of cancer-related mortality, is fatal. If this 
cancer is found early enough, it may be treated [2]. Typically, 
a biopsy and screening procedure is used to make the 
diagnosis. Techniques for image processing can be used to 
determine where cancer has spread. The fourth-most frequent 
cancer-related cause of death in women is cervical cancer [3, 
4]. 

Intelligent systems and medical image processing both 
contribute to the analysis of cancerous cells. They grow more 
time and money efficient as new approaches are developed [5-
7]. They are currently gaining popularity in place of traditional 

techniques including Pap smears, colposcopies, and 
Cervicography [8]. These methods are objective to the human 
experience, but it's important to note that they don't 
completely replace the professional doctor's subjective 
assessment, even though they can greatly aid it [9]. 

Analyses of the nucleus and cytoplasm are typically 
necessary for cell classification investigations to take cell type 
into account. Consequently, it is essential to develop 
algorithms that would aid in nuclei and cytoplasm 
segmentation [10-12]. The majority of feature extraction uses 
the same standards that specialists use to evaluate a cell. 
However, there is limited knowledge of cervical cytology 
[13]. Although this has not yet been researched, the cell might 
possess traits found in higher features. As a result, deep 
learning techniques have recently made representational 
learning more well-known. The automatic extraction of 
characteristics from input photos is a remarkable benefit of 
deep learning [14]. 

Analyses of the nucleus and cytoplasm are typically 
necessary for cell classification investigations to determine the 
type of cell. As a result, algorithms that can divide the 
cytoplasm and nuclei into separate parts must be developed 
[15-17]. The majority of feature extraction considers cells 
using the same standards as experts. Cervical cytology is, 
however, not well understood. The cell might possess traits 
found in higher forms, however, this has not yet been 
researched [18]. 

As a result, deep learning techniques have recently made 
representational learning more well-known. The automatic 
extraction of characteristics from input photos is a remarkable 
benefit of deep learning. As a result, automatic screening has 
made extensive use of deep learning [19]. In particular, 
DeepPap achieved a predictive performance of 98.6% on the 
Herlev benchmark Pap smear dataset and comparable 
effectiveness on the HEMLBC private Pap smear dataset 
using patch extraction from the nucleus ground truth mask and 
a transfer learning strategy to initialize weights with a pre-
trained model. 

The main cause of cervical cancer-related deaths in female 
patients is that the disease cannot be identified at an earlier 
stage, and patients do not experience any symptoms until 
cancer has progressed to its terminal stage [20]. Only if it is 
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discovered at an earlier stage can the death ratio for female 
patients be decreased. To prevent patient deaths, this research 
suggests a mechanism for detecting cervical cancer at an 
earlier stage. 

The major key contributions of the research are as follows, 

 The preprocessing stages are used to increase the 
classification efficiency, even more, here images can 
be resized, data augmentation strategies are used and 
CLAHE is employed to improve the image quality. 

 Following that, features such as moment invariant 
features, GLCM features, and wavelet features are 
extracted from the preprocessed image. 

 The EfficientNet classifier is trained using these 
features to categorize the cervical images as Normal or 
Abnormal. 

 Finally, we propose a SegNet for segmenting the 
defected areas, it uses multi-stage architecture and 
attention blocks in each stage. 

 The Herlev dataset has undergone various ablation 
experiments. Our proposed network outperforms the 
state efficiency concerning all other approaches, 
according to the experimental data. 

The paper is organized as follows. In Section II, a few 
similar prior efforts are summarized. Section III describes the 
proposed system. Section IV presents experimental findings 
and a discussion. Section V contains the work's conclusion. 

II. LITERATURE REVIEW 

In the literature, there is a lot of research comparing the 
effectiveness of various methods utilized to treat cervical 
cancer. ML and DL techniques were used in group studies. It 
is clear from studies on cervical cancer that deep learning 
techniques including CNN, stacked autoencoder, VGG19, and 
LASSO were applied. 

Convolutional neural networks (CNNs) were introduced 
by Ghoneim et al. [21] for the identification and categorization 
of cervical cancer cells. To extract deep-learned features, a 
CNNs model is fed the cell pictures. After that, a classifier 
powered by an extreme learning machine (ELM) classifies the 
input photographs. Through transfer learning and fine-tuning, 
CNN's model is applied. Their accuracy is superior to others 
as compared to the current system. Comparatively, the level of 
complexity is higher. 

To classify cervical cancer from Pap smears, William et al. 
[22] developed an improved fuzzy c-means method. Through 
the employment of a Trainable Weka Segmentation classifier, 
cells were segmented, and trash was eliminated sequentially. 
Wrapper filters were used to select features. The method 
surpasses several of the current algorithms in terms of false 
negative rate, false positive rate, and classification error, 
according to the results. The primary drawback of the 
recommended automated Pap smear analysis systems is their 
inability to handle the Pap smear architectures complexities. 

Deep learning methods, such as softmax classification with 
stacked autoencoder, have reportedly been utilized to 

categorize data sets, according to Adem et al. [23]. The raw 
data collection is transformed into a lower dimension dataset 
by applying a stacked autoencoder. In order to minimize the 
data dimension and create a classifier with high accuracy, the 
stacked autoencoder model was used. Comparatively speaking 
to the other machine learning method, it has higher 
classification success rates for data related to cervical cancer. 
It is necessary to increase accuracy by removing relevant 
information. 

The VGG19 (TL) model and the CYENET were presented 
by Chandran et al. [24] to automatically classify cervical 
tumors from colposcopy pictures. By improving the VGG19 
model, which is extensively used for medical image 
processing, the transfer learning method is applied to forecast 
accuracy. By utilizing an optimal architecture and an 
ensemble technique CYENET, the CNN created from scratch 
is intended to automate the screening of cervical pictures. The 
outcomes of the experiments demonstrate that the suggested 
CYENET had high performances. As a result of the dimension 
reduction, training process is very long. 

The classification of cervical biopsy tissue images based 
on LASSO and ensemble learning-support vector machine 
(EL-SVM) was first presented by Huang et al. [25]. The 
average optimization time was decreased by 35.87 seconds 
while maintaining the classification accuracy when the 
LASSO technique was used for feature selection. Serial fusion 
was then carried out. 468 biopsy tissue pictures were 
identified and classified using the EL-SVM classifier. The 
ROC curve and error curve were utilized to assess the 
classifier's generalizability. The results of the experiment 
indicate that a superior categorization result was obtained. A 
two-step feature selection process that takes time and makes it 
challenging to distinguish between individual cells. 

A smaller visual Geometry Group-like Network is used to 
classify the segmented entire cervical cell data by Allehaibi et 
al. [26] using a Mask R-CNN and VGG-like Net. The 
ResNet10 network serves as the foundation of the Mask R-
CNN, fully utilizing geographical data and past knowledge. 
Mask R-CNN performs better in precision, recall, and ZSI 
than the prior segmentation approach during the segmentation 
phase when applied to the entire cell. The performance of the 
seven-class problem categorization produces excellent results. 
The suggested method uses a little volume of data and requires 
more research to fully understand cervical cells. 

Allehaibi et al. [27] presented an Inception v3-based 
cervical cell categorization system with features that were 
intentionally extracted. The accuracy of cervical cell 
recognition has been significantly improved by the use of 
Inception v3 and artificial characteristics. Additionally, this 
research inherits the strong learning capability from transfer 
learning to produce an accurate and efficient classification of 
cervical cell images while addressing the under-fitting issue 
with a limited amount of medical data. The suggested 
algorithm offers great accuracy, good universality, and 
minimal complexity. The Suggested method had issues with 
certain cells having overlapping cytoplasm sections. Table I 
represents the merits and demerits of the existing papers. 
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TABLE I. MERITS AND DEMERITS OF RELATED WORKS 

Reference Year Method Dataset Merits Demerits 

[21] 2020 
CNN& Extreme 

Machine learning 
Herlev database More scalable and practical 

Investigating cervical cells requires more 

research. 

[22] 2019 fuzzy c-means algorithm 

DTU/Herlev 

benchmark Pap 

smear 
dataset 

Higher precision and 

smaller data dimensions 

Due to the dimension reduction, training time 

is quite long. 

[23] 2019 stacked autoencoder 
Cervical cancer 

dataset 

Acquire more 

complementing features 
an increase in image fusion complexity 

[24] 2021 VGG19 and CYENET Intel ODT dataset 
Better accuracy 

Efficient classification 

More complexity 

 Need more investigation 

[25] 2020 LASSO- (EL-SVM) Cervical cancer 
Better sensitivity and 
specificity 

Extraction of pertinent data is required to 
increase accuracy. 

[26] 2019 Mask R-CNN 
Herlev Pap Smear 

dataset 

Improvements in accuracy 

and feature selection 

The selection of features in two phases takes 

time. 

[27] 2019 Inception v3 Herlev dataset 
Excellent robustness and 

best performance 
need development to change the parameter  

It is possible to draw a conclusion using a few of the 
restrictions and potential improvements that may be learned 
from the existing research. The effectiveness of existing 
approaches was insufficient. The algorithm's complexity and 
potential are primarily responsible for this. Our proposed 
approach is used to address the gaps in the current body of 
research. The segmentation and classification method for 
cervical cancer that has been suggested is intended to enhance 
classifier performance. 

III. METHODOLOGY 

The four essential components of the proposed 
methodology were preprocessing, feature extraction, 
classification, and segmentation. The preprocessing processes 
are used to increase the classification efficiency even more. 
The raw photos were prepared using the pre-processing 
method. Data compression and image enhancement were part 
of the pre-processing. By using the CLAHE approach the 

image can be enhanced. Then, characteristics including 
GLCM features, wavelet features, and moment invariant 
features are extracted from the preprocessed image. By 
comparing the cervical picture with the taught features, the 
EfficientNet classifier is trained to determine if the image is 
normal or abnormal. Finally, SegNet is employed to segment 
the defected area. After that, the dataset is separated into three 
parts. The training model is then fed this dataset. A selection 
of test datasets is utilized to label the training model, which is 
then used to categorize cervical cancer. Fig. 1 demonstrates 
the architecture diagram of the proposed framework. 

A. Preprocessing 

Images are strengthened in resolution during the initial 
stages of pre-processing utilizing various filters. To prevent 
further distortions, several data augmentation methods, 
including shearing, scaling, and rotation, are also used. Images 
are also resized at various scales. The CLAHE algorithm can 
be used to improve the image. 

 

Fig. 1. Architecture Diagram of the Proposed Methodology. 
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1) Contrast Local Adaptive Histogram Equalization 

(CLAHE): With the help of histogram clipping, the histogram-

based image enhancement technique known as CLAHE can 

only amplify images to a certain degree. It is a technique that 

is efficient for assigning projected intensity levels in medical 

data. In order to adjust the brightness of a pixel's display to 

reflect where that pixel ranks in terms of intensity in its 

histogram, the method analyses an intensities histogram in a 

contextual region that is focused on each individual pixel. The 

histogram that is generated shows the image contrast created 

by the technique at every luminance. It is a modified version 

of the standard histogram. 

It lessens contrast enhancement, which is typically 
achieved through the histogram equalization method, which 
also makes more noise. As a consequence, by reducing 
contrast augmentation in Histogram Equalization, the 
expected result was attained in situations where noise became 
particularly obvious by enhancing contrast, such as medical 
photos. To lessen contrast, one can restrict the slope of the 
linked function. The use of CLAHE in our work has helped to 
increase the accuracy rate overall. 

B. Feature Extraction 

The nucleus' and cytoplasm's essential characteristics, 
including texture, shape, and color, were retrieved at this 
stage. In an image, features stand for the traits of the pixel 
pattern. In this study, morphological, wavelet, and GLCM 
characteristics are retrieved from cervical images to 
distinguish between normal and pathological images. GLCM 
was employed to extract eight texture features. Normal and 
abnormal cells appear very differently in the cervical Pap 
smear image in terms of color and form distribution. 

2) Wavelet features: Due to their speed and superior 

transformation capabilities compared to other transforms like 

Contourlet and Curvelet, Wavelets are beneficial in multi-

resolution analysis of cervical images. This study decomposes 

the magnitude response Gabor image using the Discrete 

Wavelet Transform (DWT), which is applied to every row and 

column. 

The LL, HL, LH, and HH sub-bands are produced by the 
first level decomposition. L and H stand for low and high 
frequencies, respectively. Additionally, the second-level 
decomposition of DWT is applied to the LL sub-band to create 
four additional subbands. The feature pattern for the cervical 
image classifications uses each of these subbands. 

3) GLCM features: The feature extraction method known 

as GLCM is employed to extract the energy features of the 

cervical picture. Any single channel image can have one built. 

The GLCM is a square matrix with the same number of rows 

and columns as there were in the original image's grayscale. 

The GLCM matrix is created by counting the number of times 

a grayscale intensity pixel will be found next to a pixel with 

the value of the fused cervical picture at various orientations, 

such as 0°, 45°, 90°, and 135°. The GLCM matrix is built in 

this work at a 45° angle. The contrast, energy, entropy, and 

correlation characteristics of the GLCM features are employed 

to distinguish the cancerous image from the healthy cervical 

image. 

Contrast: It's described as, 

)),(2|(| jipjiContrast 
            (1) 

This texture feature calculates the difference in grayscale 
between adjacent pixels. 

Correlation: It's described as, 

],[
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The correlation between brightness in adjacent pixels is 
measured by R. The GLCM's row average i and column 
average (j) are respectively. The GLCM's row μi and column 
μj corresponding standard deviations are denoted by σi and σj. 

Energy: It is a second angular moment, calculated by 
adding the squares of all the GLCM's components. 

2),()( jipEEnergy 
             (3) 

Energy, a unit of measurement for homogeneity, runs from 
zero to unity for a picture. 

Entropy: It is described as, 

)],(2)[log,( jipjipEntropy 
            (4) 

The degree to which the GLCM's elements are near the 
diagonal is gauged by this metric. The value is between 0 and 
1. 

4) Morphological features: Cell size and form make up 

the morphological characteristics. For this study, eight 

connected chain codes were used to determine the 

morphological characteristics of cells. The eight pixels around 

the eight-linked chain code are the connected pixels. 

a) Area: the number of pixels that each cell has taken 

up; 

b) Circumference: The cell's circumference is equal to 

one week. 

c) Nuclear to cytoplasm ratio: ratio of nuclear to 

cellular size: 

areaCytoareaNucl

areaNucl

C

N




            (5) 

C. Classification based on EfficientNet 

The EfficientNet group has eight variants, spanning from 
B0 to B7, and the quantity of estimated parameters does not 
increase much as the amount of models increases, even though 
accuracy increases. In contrast to previous CNN models, 
EfficientNet employs the Swish activation function rather than 
the Rectifier Linear Unit (ReLU) activation function. Deep 
learning frameworks seek to uncover more efficient methods 
using fewer methods. EfficientNet, unlike other state-of-the-
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art approaches, achieves more efficient results by scaling 
depth, width, and resolution evenly while reducing the 
strategy's size. When resources are limited, the initial step in 
the compound scaling strategy is to discover the relationship 
among the various scaling dimensions of the network. This 
method determines an appropriate scaling factor for the depth, 
breadth, and resolution dimensions. After that, these 
coefficients are used to scale the baseline network to the target 
network. Table II represents the EfficientNet architecture. 

CNN belongs to the EfficientNet group. In terms of layer 
width, layer depth, input resolution, and a combination of 
these criteria, EfficientNet methods scale well. EfficientNet is 
a recent deep learning approach that aims to improve model 
efficiency while also improving accuracy. From B0 to B7, 
there are various variants. The inversion bottleneck MB Conv 
is the basic building piece for EfficientNet. It was first 
presented in MobileNetV2, however, it is used significantly 
further than MobileNetV2 because of the larger FLOPS 
budget. Blocks in MBConv are made up of layers that 
expanded and then compress the channels, hence direct 
connections are employed among bottlenecks that connected 
far fewer channels than expansion layers. When compared to 
typical layers, this design has in-depth separate convolutions 
that minimize computation by almost a k2 factor. The 2D 
convolution window's height and breadth are determined by 
the kernel size, or k, which is the opposite. 

EfficientNet presents a novel compound scaling model that 
scales network width, depth, and image size uniformly using a 

compound coefficient . 

ddepth :
              (6) 

wwidth :
              (7) 

rresolution :
             (8) 

 
  11,1,

22.2.  ..







ts
              (9) 

FLOPS are proportional to d, w2, and r2 in a standard 
convolution process. Because convolution operations account 
for the majority of the cost of computation in convolution 
networks, growing the network as indicated in Eq. (3.5) boosts 
the network's FLOPS by about (α, β2, γ2) φ (α, β2, γ2) φ in 
total. 

The batch normalization (BN) restricts the final layer's 
outcome to a range, requiring a mean of zero and one SD. This 
adjustment shortens the training period and improves the 
model's stability. The compound scaling approach scales this 
system in two phases, starting with the baseline EfficientNet-
B0. 

Step 1: Considering double as many materials are 
allocated, a grid search with φ = 1 is used to find the best 
values for α, β, γ. 

Step 2: The generated α, β, γ values are set as constants, 
and the baseline network is scaled up using Equation. (3.5) 
with varied values φ to generate EfficientNet-B1 through B7. 

D. Segmentation 

Using morphological techniques, the cancerous regions of 
an aberrant cervical picture are segmented. An encoder 
network, a decoder network, and a final layer for pixel-wise 
categorization make up SegNet [28]. This configuration 
consists of four blocks, the final block of which does not 
execute pooling. To create feature vectors that correspond to 
each input, features from the input image are extracted using 
the encoder layers. A decoder network that consists of four 
blocks of upsampling, convolution, and batch normalizing 
layers is then applied after that. 

TABLE II. EFFICIENTNET FRAMEWORK 

Level Operator Resolution Channels Layers 

EfficientNetB0 architecture, the network baseline 

1 Conv1×1/Pool/FC 7×7 1,280 1 

2 MBConv6, k3×3 7×7 320 1 

3 MBConv6, k6×6 14×14 192 4 

4 MBConv6, k3×2 14×14 112 3 

5 MBConv6, k5×4 28×28 80 3 

6 MBConv6, k5×5 56×56 40 2 

7 MBConv6, k3×3 112×112 24 2 

8 MBConv1, k3×3 112×112 16 1 

9 Conv 3×3 224×224 32 1 

Additional layers 

10 FC/Softmax 1 NC 1 

11 FC/BN/Swish 1 128 1 

12 FC/BN/Swish/Dropout 1 512 1 

13 B.N./Dropout 7×7 1280 1 
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Segmentation mask is created by the decoder network 
using feature vectors, and output at high resolution is 
produced by upsampling layers using low features. The final 
layer is a classification layer that uses 2D convolution with a 
1x1 filter size to do pixel-by-pixel classification. Throughout 
the training, a stride of one and a filter size of 3x3 are 
employed. Except for the final layer, where the sigmoid 
activation function is employed, ReLU is employed as the 
activation function. To reduce the size of the feature map, 
max-pooling layers with a pool size of 2x2 are employed [29]. 
After each batch, the weights are optimized by the Adam 
optimizer with a learning rate of 1e-4. 

The model is trained throughout 10 epochs with a batch 
size of 32. For pixel-wise segmentation, a Softmax classifier is 
given the final decoder output feature maps. For quick and 
precise image segmentation, the decoder recovered spatial 
dimensions. Due to its memory and processing speed, the 
SegNet architecture is generally superior to other systems like 
U-Net and FCN. 

IV. RESULT AND DISCUSSIONS 

To illustrate the conclusion, using a benchmark dataset to 
compare the proposed method to existing techniques in terms 
of NPV, sensitivity, specificity, PPV, and accuracy. The 
materials and metrics that were employed to achieve the 
intended results will be described in this paper. The proposed 
experiment's performance was evaluated in PYTHON. 

A. Dataset Description 

Herlev dataset, which is made available to the public for 
disease detection, was obtained from Denmark Hospital to 
detect cervical disease. There are 917 total Pap smear images 
in the complete data set. The dataset is split into a training set 
and a testing set, with the training set including 643 photos 
and the testing set including 274 images. The classifications of 
Normal and Abnormal have been taken into consideration. 

With a total cell count of 917, we have taken into account 
the various cervical cell types, including epithelial and 
dysplastic, which are divided into normal and abnormal 
classes. The sample smear cervical cells from the dataset 
shown in Fig. 2 were chosen at random. 

B. Evaluation Metrics in Cervical Cancer Diagnosis 

The effectiveness of the categorization model is explained 
by several evaluation criteria used by various authors. 
Confusion matrices are used to assess the model's efficacy for 
the majority of medical image classification. Sensitivity, 
Specificity, Accuracy, and F1 score are some of the distinctive 
metrics employed for the analysis. The prediction output 
includes four results: true positive, true negative, false 
positive, and false negative. The various performance criteria 
used to evaluate the mode are displayed in Table III. 

Accuracy: The number of correctly identified images 
determines a technique's classification accuracy, which is 
evaluated as follows: 

FNFPTNTP

TNTP
Accuracy






          (10) 

Sensitivity (Recall): It measures the percentage of positive 
samples that are accurately categorized. Sensitivity has a value 
between 0 and 1. 

FNTP

TP
ySensitivit




           (11) 

Specificity: It is a measurement of the percentage of 
incorrectly identified negative samples. 

FPTN

TN
Specifity




           (12) 

Positive Predictive Value (PPV): It counts the number of 
pixels that are positive and accurately identify cancerous 
regions. 

FPTP

TP
PPV




            (13) 

Negative Predictive Value (NPV): It counts the number of 
negative pixels that are associated with incorrectly identified 
cancer region pixels. 

FNTN

TN
NPV




           (14) 

Confusion Matrix: The Confusion Matrix summarizes the 
categorization problem's prediction results. The confusion 
matrix reveals not just the classifier's errors, but also the sorts 
of errors. Fig. 3 represents the output of cervical cancer. 

C. Evaluation of Classification Performances 

A comparison of classification techniques and current 
classifiers is provided in this section. Four classification 
methods AlexNet, LeNet, VGG and Inception V3 are used in 
this study. Table III displays the effectiveness of many 
strategies, including the one that is suggested. 

The existing approaches like Lenet, AlexNet, VGG and 
Inception V3 are compared with the proposed approach. When 
comparing with the sensitivity metrics it achieves 89.73% in 
LeNet, 90.16% in AlexNet, 91.37% in VGG, 99.44% in 
Inception V3 and our proposed approach yield a greater 
solution which is 99.67%. The next comparison can be made 
in Specificity LeNet achieves 84.33%, AlexNet yields 
87.34%, VGG gains 86.88%, 96.73% in Inception V3 and the 
proposed approach yields 98.39%. 

 

Fig. 2. Sample Images from the Dataset. 
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Fig. 3. Output of Cervical Cancer Affected Image (a) Input Image (b) Contrast-enhanced (c) Segmented Defected Area. 

TABLE III. PERFORMANCES COMPARISON OF PROPOSED WITH EXISTING 

APPROACHES 

Approaches Sensitivity Specificity Accuracy 

LeNet 89.73 84.33 86.76 

AlexNet 90.16 87.34 89.57 

VGG 91.37 86.88 91.47 

Inception V3 99.44 96.73 98.23 

EfficientNet 99.67 98.39 99.05 

 

Fig. 4. Performances Comparison of Proposed with Existing Approaches. 

Finally, a comparison can be made with accuracy metrics 
our proposed approach yields 99.05% which is the best 
solution then the worst solution appear in LeNet which is 
86.76%. Performances comparison of proposed with existing 
approaches is represented in Fig. 4. 

The metrics like Accuracy, Specificity, Sensitivity, PPV 
and NPV are used to compare the performances. To compare 
our proposed approach performances, the existing approach 
includes CYENET, DenseNet-121, DenseNet-169 and SVM 
utilized (Table IV). 

Comparison can be made with the Accuracy metrics 
CYENET achieves 92.30% of accuracy, DenseNet-121 yields 
72.42% of accuracy, DenseNet-169 gains 69.79% of accuracy, 
SVM achieves 63.27% of accuracy finally our proposed 
approach gains 99.67% of accuracy which is the greater one. 
Fig. 5 represents the Accuracy comparison of the proposed 
with existing approaches. 

TABLE IV. COMPARISON OF PERFORMANCES OF THE CLASSIFIERS 

Approaches 
Accuracy 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

PPV 

(%) 

NPV 

(%) 

CYENET 92.30 96.20 92.40 92 95 

DenseNet-

121 
72.42 76.83 59.86 48.39 84.52 

DenseNet-
169 

69.79 71.48 65 44.84 85.31 

SVM 63.27 71.85 78.46 70 76.87 

Proposed 99.67 98.39 99.67 94.67 96.13 

 

Fig. 5. The Accuracy Comparison of Proposed with Existing Approaches. 

When comparing with specificity our proposed approach 
gains 98.39%, CYENET achieves 96.20%, DenseNet-121 
yields 76.83%, DenseNet-169 gains 71.48%, and SVM 
achieves 71.85%. The figure represents the specificity 
comparison of the proposed with the existing. The Specificity 
performance comparison of the proposed with existing 
approaches is shown in Fig. 6. 

Comparison can be made with the Sensitivity metrics 
CYENET achieves 92.4% of Sensitivity, DenseNet-121 yields 
59.86% of Sensitivity, DenseNet-169 gains 65% of 
Sensitivity, SVM achieves 78.46% of Sensitivity finally our 
proposed approach gains 99.67% of Sensitivity which is the 
greater one. Fig. 7 represents the sensitivity comparison of the 
proposed with existing. 
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Fig. 6. The Specificity Performances Comparison of Proposed with Existing 

Approaches. 

 

Fig. 7. The Sensitivity Performances Comparison of the Proposed with 

Existing Approaches. 

Comparison can be made with the Sensitivity metrics 
CYENET achieves 92% of PPV, DenseNet-121 yields 48.39% 
of PPV, DenseNet-169 gains 44.84% of PPV, SVM achieves 
70% of PPV finally our proposed approach gains 94.67% of 
PPV which is the greater one. Fig. 8 represents the PPV 
comparison of proposed with existing. 

 

Fig. 8. The PPV Metrics Comparison of Proposed with Existing 

Approaches. 

Comparison can be made with the Sensitivity metrics 
CYENET achieves 95% of NPV, DenseNet-121 yields 
84.52% of NPV, DenseNet-169 gains 85.31% of NPV, SVM 
achieves 76.87% of NPV finally our proposed approach gains 
94.67% of NPV which is the greater one. The Fig. 9 represents 
the NPV comparison of the proposed with the existing. 

The confusion matrix for the end-to-end trained proposed 
method is shown in Fig. 10. 3% of Normal, 2% of abnormal 
samples were misclassified, while 97 % of benign samples, 
98% of cancerous samples were classified correctly. As a 
result, the proposed approach acquires the best result. 

D. Evaluation of Training and Testing 

Train Accuracy and Validation Accuracy curves converge 
in the end, and after 50 epochs we received an accuracy of 
99.56%, which is quite good. The validation Loss curve jumps 
up and down a bit. It means it would be nice to have more 
validation data. Fig. 11 represents the proposed training 
accuracy versus testing accuracy. 

After about 25 epochs Validation Loss exceeds Train Loss, 
which means we have a bit of overfitting here. But the curve 
doesn’t go up over epochs, and the difference between 
Validation and Train Loss is not that big, so this could be 
accepted. Fig. 12 represents the proposed training loss versus 
testing loss 

 

Fig. 9. The NPV Metrics Comparison of Proposed with Existing 

Approaches. 

 

Fig. 10. Confusion Matrix. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

907 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 11. Proposed Training Accuracy Versus Testing Accuracy. 

 

Fig. 12. Proposed Training Loss Versus Testing Loss. 

E. Discussions 

The success rate of treatment for cervical cancer is greatly 
impacted by early identification. The pathological study of 
microscopic Pap smear slide pictures is the primary cervical 
cancer screening tool. Automatic image analysis techniques 
are likely to defeat subjective justifications and lighten the 
workload. Due to the considerable unpredictability of cervical 
cell pictures, including overlapping cells, dust, contaminants, 
and uneven irradiation, effective nucleus image segmentation 
remains a difficult challenge. Furthermore, restrictions in 
feature design and selection make it difficult to classify 
cervical smear images. 

The quantitative analysis of microscopic Pap smear slide 
pictures is difficult as a result. The absence of uninvolved 
photos from the public database of cervical images is crucial 
for the early detection of cervical cancer. Additionally, there 
are few cervical smear photos that have been labelled. The 
paper proposed an automatic cervical smear image 
categorization system based on EfficientNet to address the 
existing issues mentioned above. The usefulness of the 
proposed approach, which takes time to apply, is shown by 
experimental findings. Future research might focus on 
improving the method's efficiency and lowering computational 
complexity. 

V. CONCLUSION 

In conclusion, a set of clinically relevant and biologically 
understandable features are used to offer an automated 
detection and classification approach for the identification of 
cancer from cervical pictures. The proposed methodology is 
based on a network for segmenting and classifying cancer. 
The CLAHE-based approach is utilized to improve the 
cervical pictures. EfficientNet classifier is employed to divide 
cervical pictures into normal and abnormal images. According 
to the simulation results, the suggested cervical cancer 
segmentation method can identify both normal and abnormal 
areas in images of the cervical region. The cervical cancer 
detection system's performance metrics are 97.42 percent 
sensitivity, 99.36 percent specificity, 98.29 percent accuracy, 
97.28 percent PPV, and 92.17 percent NPV. The theoretical 
deep learning model will be tested on other datasets in the 
future. Combining a few sophisticated image processing 
techniques with the method can also improve it. 

ACKNOWLEDGMENT 

We declare that this manuscript is original, has not been 
published before and is not currently being considered for 
publication elsewhere. 

REFERENCES 

[1] Wentzensen, N., Lahrmann, B., Clarke, M. A., Kinney, W., Tokugawa, 
D., Poitras, N., ... & Grabe, N. (2021). Accuracy and efficiency of deep-
learning–based automation of dual stain cytology in cervical Cancer 
screening. JNCI: Journal of the National Cancer Institute, 113(1), 72-79. 

[2] Mohammadi, R., Shokatian, I., Salehi, M., Arabi, H., Shiri, I., & Zaidi, 
H. (2021). Deep learning-based auto-segmentation of organs at risk in 
high-dose rate brachytherapy of cervical cancer. Radiotherapy and 
Oncology, 159, 231-240. 

[3] Alyafeai, Z., & Ghouti, L. (2020). A fully-automated deep learning 
pipeline for cervical cancer classification. Expert Systems with 
Applications, 141, 112951. 

[4] Matsuo, K., Purushotham, S., Jiang, B., Mandelbaum, R. S., Takiuchi, 
T., Liu, Y., & Roman, L. D. (2019). Survival outcome prediction in 
cervical cancer: Cox models vs deep-learning model. American journal 
of obstetrics and gynecology, 220(4), 381-e1. 

[5] Chandran, V., Sumithra, M. G., Karthick, A., George, T., Deivakani, M., 
Elakkiya, B., ... & Manoharan, S. (2021). Diagnosis of cervical cancer 
based on ensemble deep learning network using colposcopy images. 
BioMed Research International, 2021. 

[6] Jiang, X., Li, J., Kan, Y., Yu, T., Chang, S., Sha, X., ... & Wang, S. 
(2020). MRI-based radiomics approach with deep learning for prediction 
of vessel invasion in early-stage cervical cancer. IEEE/ACM 
transactions on computational biology and bioinformatics, 18(3), 995-
1002. 

[7] Kudva, V., Prasad, K., & Guruvare, S. (2017). Detection of specular 
reflection and segmentation of cervix region in uterine cervix images for 
cervical cancer screening. Irbm, 38(5), 281-291. 

[8] Wu, M., Yan, C., Liu, H., Liu, Q., & Yin, Y. (2018). Automatic 
classification of cervical cancer from cytological images by using 
convolutional neural network. Bioscience reports, 38(6). 

[9] Ch, P. N., Gurram, L., Chopra, S., & Mahantshetty, U. (2018). The 
management of locally advanced cervical cancer. Current opinion in 
oncology, 30(5), 323-329. 

[10] Lee, J., Chang, C. L., Lin, J. B., Wu, M. H., Sun, F. J., Jan, Y. T., ... & 
Chen, Y. J. (2018). Skeletal Muscle Loss Is an Imaging Biomarker of 
Outcome after Definitive Chemoradiotherapy for Locally Advanced 
Cervical CancerSkeletal Muscle Loss in Cervical Cancer. Clinical 
Cancer Research, 24(20), 5028-5036. 

[11] Kudva, V., Prasad, K., & Guruvare, S. (2020). Transfer learning for 
classification of uterine cervix images for cervical cancer screening. In 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

908 | P a g e  

www.ijacsa.thesai.org 

Advances in Communication, Signal Processing, VLSI, and Embedded 
Systems (pp. 299-312). Springer, Singapore. 

[12] Melamed, A., Margul, D. J., Chen, L., Keating, N. L., Del Carmen, M. 
G., Yang, J., ... & Rauh-Hain, J. A. (2018). Survival after minimally 
invasive radical hysterectomy for early-stage cervical cancer. New 
England Journal of Medicine, 379(20), 1905-1914. 

[13] Asadi, F., Salehnasab, C., & Ajori, L. (2020). Supervised algorithms of 
machine learning for the prediction of cervical cancer. Journal of 
biomedical physics & engineering, 10(4), 513. 

[14] Singh, S. K., & Goyal, A. (2020). Performance analysis of machine 
learning algorithms for cervical cancer detection. International Journal 
of Healthcare Information Systems and Informatics (IJHISI), 15(2), 1-
21. 

[15] Kudva, V., Prasad, K., & Guruvare, S. (2020). Hybrid transfer learning 
for classification of uterine cervix images for cervical cancer screening. 
Journal of digital imaging, 33(3), 619-631. 

[16] Kan, Y., Dong, D., Zhang, Y., Jiang, W., Zhao, N., Han, L., ... & Luo, 
Y. (2019). Radiomic signature as a predictive factor for lymph node 
metastasis in early‐stage cervical cancer. Journal of Magnetic Resonance 
Imaging, 49(1), 304-310. 

[17] Matsuo, K., Machida, H., Shoupe, D., Melamed, A., Muderspach, L. I., 
Roman, L. D., & Wright, J. D. (2017). Ovarian conservation and overall 
survival in young women with early-stage cervical cancer. Obstetrics 
and gynecology, 129(1), 139. 

[18] Jia, A. D., Li, B. Z., & Zhang, C. C. (2020). Detection of cervical cancer 
cells based on strong feature CNN-SVM network. Neurocomputing, 
411, 112-127. 

[19] Nirmal Jith, O. U., Harinarayanan, K. K., Gautam, S., Bhavsar, A., & 
Sao, A. K. (2018). DeepCerv: Deep neural network for segmentation 
free robust cervical cell classification. In Computational Pathology and 
Ophthalmic Medical Image Analysis (pp. 86-94). Springer, Cham. 

[20] Ghoneim, A., Muhammad, G., & Hossain, M. S. (2020). Cervical cancer 
classification using convolutional neural networks and extreme learning 
machines. Future Generation Computer Systems, 102, 643-649. 

[21] Ghoneim, A., Muhammad, G., & Hossain, M. S. (2020). Cervical cancer 
classification using convolutional neural networks and extreme learning 
machines. Future Generation Computer Systems, 102, 643-649. 

[22] William, W., Ware, A., Basaza-Ejiri, A. H., & Obungoloch, J. (2019). 
Cervical cancer classification from Pap-smears using an enhanced fuzzy 
C-means algorithm. Informatics in Medicine Unlocked, 14, 23-33. 

[23] Adem, K., Kiliçarslan, S., & Cömert, O. (2019). Classification and 
diagnosis of cervical cancer with stacked autoencoder and softmax 
classification. Expert Systems with Applications, 115, 557-564. 

[24] Chandran, V., Sumithra, M. G., Karthick, A., George, T., Deivakani, M., 
Elakkiya, B., ... & Manoharan, S. (2021). Diagnosis of cervical cancer 
based on ensemble deep learning network using colposcopy images. 
BioMed Research International, 2021. 

[25] Huang, P., Zhang, S., Li, M., Wang, J., Ma, C., Wang, B., & Lv, X. 
(2020). Classification of cervical biopsy images based on LASSO and 
EL-SVM. IEEE Access, 8, 24219-24228. 

[26] Jia, A. D., Li, B. Z., & Zhang, C. C. (2020). Detection of cervical cancer 
cells based on strong feature CNN-SVM network. Neurocomputing, 
411, 112-127. 

[27] Allehaibi, K. H. S., Nugroho, L. E., Lazuardi, L., Prabuwono, A. S., & 
Mantoro, T. (2019). Segmentation and classification of cervical cells 
using deep learning. IEEE Access, 7, 116925-116941. 

[28] Almotairi, S., Kareem, G., Aouf, M., Almutairi, B., & Salem, M. A. M. 
(2020). Liver tumor segmentation in CT scans using modified SegNet. 
Sensors, 20(5), 1516. 

[29] Weng, L., Xu, Y., Xia, M., Zhang, Y., Liu, J., & Xu, Y. (2020). Water 
areas segmentation from remote sensing images using a separable 
residual segnet network. ISPRS International Journal of Geo-
Information, 9(4), 256. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

909 | P a g e  

www.ijacsa.thesai.org 

Cloud based Forecast of Municipal Solid Waste 

Growth using AutoRegressive Integrated Moving 

Average Model: A Case Study for Bengaluru

Rashmi G1 

Department of Computer Science & Engineering 

Research Scholar, RNSIT 

Bengaluru, India 

S Sathish Kumar K2 

Department of Information Science & Engineering 

Professor, RNSIT 

Bengaluru, India

 

 
Abstract—Forecasting the quantity of waste growth in 

upcoming years is very much required for assessing the existing 

waste management system.  In this research work, time series 

forecast model, ARIMA (Autoregressive Integrated Moving 

Average), is used to predict future waste growth from 2021 to 

2028 for Bengaluru, largest city in Karnataka.  Eight years old 

historical solid waste dataset from 2012 to 2020 is used to make 

predictions. This dataset is preprocessed and only time bounded 

variables like days, month, year and waste quantity in tons are 

used in this research work to obtain accurate prediction. The 

model is implemented in python in Google Colab free cloud’s 

Jupyter notebook. As ARIMA is time bounded, forecast made by 

the model is accurate and performance of the model is evaluated 

using metrics such as Mean Absolute Deviation (MAD), Mean 

Absolute Percentage Error (MAPE), Root Mean Square Error 

(RMSE) and Coefficient of Determination (R2). Outcomes 

revealed that ARIMA (0, 1, 2) model with the lowermost RMSE 

(753.5742), MAD (577.4601), and MAPE (11.6484) values and the 

maximum R2 (0.9788) value has a greater forecast performance. 

The outcomes attained from the model also showed that the total 

volume of yearly solid waste to be produced will rise from about 

50,300 tons in 2021 to 75,600 tons in 2028. 

Keywords—Cloud Computing; Machine Learning; Time Series 

Forecasting; Waste Management System; ARIMA; Predictive 

Modeling 

I. INTRODUCTION 

Today’s global technologies are popularly driven by cloud 
computing and machine learning. Both of these are 
contributing to every organization’s business growth. Machine 
learning today facilitates users to create models which can be 
used to make predictions by training them to automatically 
learn from past data. Various machine learning approaches [7] 
such as supervised and unsupervised require huge amount of 
storage which is a challenging task for machine learning 
professionals. Cloud computing [9] contributes in such 
scenarios by providing all the resources and services required 
to ease the tasks. Machine learning makes brainy applications 
where as cloud computing provides storing and refuge 
services to access these applications. Cloud computing [2] 
thus helps in enhancing and expanding machine learning 
applications. Recently, these two technologies together gave 
birth to a new technology which is known as intelligent Cloud 
[15]. 

Cloud Computing (CC) [2] is one of the easy, flexible and 
quickly growing and most demanded technologies meant for 
delivering services requested by the users on demand over the 
Internet. The constraints such as cost, computational 
processing power, storage, analysis etc. involved in traditional 
approach have led to the raise of cloud computing [16]. It 
allows us to access various applications and data remotely 
without letting us install any software’s explicitly in personal 
laptops. The various services provided by CC “are generally 
categorized into Software as a Service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS)” [2]. 

Cloud computing provides all the resources required to 
develop, run and deploy machine learning models on demand. 
Machine learning needs huge amount of data storage, 
computing power and many servers to concurrently work on 
models as presented in Fig. 1. 

 

Fig. 1. Cloud Computing and Machine Learning. 

Some of the key capabilities behind cloud with machine 
learning is that cloud’s pay per use service which is good for 
organizations who aspire to influence machine learning 
competences for their business without much spending. It 
offers the elasticity to work with machine learning features 
without having advanced data science skills. It helps us in ease 
of testing several machine learning skills and scales up as 
projects go into production and demand rises. Due to these 
capabilities, many cloud service providers today are offering 
lots of machine learning services for everyone without having 
background expertise of Artificial Intelligence (AI) and 
Machine Learning (ML). 
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Metropolitan cities today are loaded with huge population 
impacting solid waste growth such as food waste, plastics, 
bottles, sanitary waste, construction waste etc.  impacting our 
surrounding environment. To minimize the effect of waste 
growth, it is necessary to understand and analyze the speed at 
which solid waste is being created. Existing waste 
management systems do not have automated techniques 
incorporated for exact prediction of solid waste growth [5]. 
Due to lack of data, incomplete data and other challenges such 
as poor strategies, they are not performing efficiently. To 
overcome this, machine learning approach can be used [1]. 

II. EASE OF USE 

Today’s municipal waste management systems [8] are 
inefficient to perform waste analysis and take precautionary 
measures due to numerous loop holes such as lack of data, 
lack of technical expertise, lack of efficient strategies, lack of 
planning etc. Inaccurate prediction may be the reason for well-
known shortfalls in waste administration arrangement such as 
unnecessary or inadequate disposal arrangement, waste 
collection, landfilling and recycling divisions. Accurate 
forecast is very much needed in case of metropolitan cities 
like Bengaluru, New Delhi etc. in India as they are highly 
populated impacting waste growth so that an appropriate 
action can be taken prior. These actions are not only to 
develop and improve existing systems but also help to alert the 
public so as to encourage decrease of waste and also recycle 
the solid waste produced. If the waste generated is not handled 
well, it may affect environment and living organisms’ health. 
Due to noteworthy influence of waste growth on the 
environment, waste management systems [12] resulting 
minimal impacts on universe and zones required to be 
established. “Various methods of forecasting solid waste 
growth [6] can be generally categorized into five key clusters: 
descriptive statistical approach, regression approach, material 
flow approach, time series approach [13] and artificial 
intelligence approach” [5]. 

In [20], authors have used ANN for forecasting waste 
growth in Poland. Various explanatory variables were used to 
reveal the impact of socio-economic and demographic 
variables on the amount of waste generated. Performance of 
the models are measured using MSE (Mean Squared Error) 
and R2 metrics. The results proved that ANN is cost efficient 
approach in foreseeing the waste growth. 

In [21], authors have developed hybrid Multilayer 
Perceptron (MLP) deep learning automated method to classify 
the waste dumped by community in the metropolitan area. 
Their experiments employed camera to capture images of 
waste and sensors to recognize the essential features. The 
experimental results proved that hybrid approach is capable to 
achieve more than 90% accuracy. 

In [24], authors have carried out their research work to 
foresee waste growth for Mashhad city for different seasons 
using ANN on time series data. In [23], authors used weekly 
time series data to predict waste growth in Mashhad using 
SVM along with PCA (Principal Component Analysis). 
Kumar et al. used time series data which holds the yearly 
MSW (Municipal Solid Waste) [14] produced in New Delhi, 
India. Different models are used to predict waste growth and 

the model’s performance is assessed using RMSE and the IA 
values. 

In [17], authors presented ARIMA model to foresee solid 
waste growth for Arusha city, Tanzania. Monthly generated 
waste data for the last few years 2008 to 2013 was used to 
carry out the research. The result proved that ARIMA (1, 1, 1) 
is well suited for forecasting “in terms of MAPE, MAD and 
RMSE measures”. 

In [18], authors presented “ARIMA model to forecast solid 
waste growth in the Kumasi Metropolitan Assembly (KMA)”. 
The results showed that ARIMA (1, 1, 1) is well suited for 
predicting solid waste growth in the KMA. 

In [19], authors presented “ARIMA model to forecast 
healthcare waste growth for the hospitals of Garhwal region of 
Uttarakhand, India”. The performance of the model was 
analyzed using R2 value, MSE and MAE metrics and proved 
that ARIMA is best suited for forecast. 

In [22], authors developed “ARIMA model to forecast the 
municipal solid waste growth of Abuja city, Nigeria. The 
results proved that an ARIMA (1, 1, 9) is the optimal model 
for forecast”. 

In [25], authors developed ARIMA model for forecasting 
amount of solid waste growth for Karur town, Tamil Nadu. 
Monthly based historical data was used for the year 2015 to 
2017 and the results proved that ARIMA is best for prediction. 

In [26], authors presented “ARIMA, Support Vector 
Regression (SVR) [4, 11], Grey model and Linear Regression 
(LR) model to forecast medical waste growth of Istanbul city, 
Turkey”. Historical dataset used for forecast was from 1995 to 
2017. Various performance metrics such as MAD, MAPE, 
RMSE and R2 were used to assess the models performance. 
Outcome showed that ARIMA (0, 1, 2) model is well suited 
for waste growth forecast. 

III. MACHINE LEARNING TIME SERIES FORECAST MODEL 

Some of the key challenges in Statistics and Data Science 
today are time series and forecasting. A data is said to be time 
series data when it is bounded to time like days, months and 
years. When this data is used to predict future values, then it is 
called as Time series data. 

ARIMA [3] is one of the popularly used machine learning 
algorithm for time series forecasting. It predicts future values 
using past data (autoregressive, moving average). 

ARIMA Model 

It is a class of linear models that uses historical data to 
estimate forthcoming values. ARIMA [10] enclosing three 
components, Auto Regressive (AR), Integrated (I) and the 
Moving Average (MA) contribute to the ultimate forecast. 
Two of the Key concepts behind these models are Stationarity 
and Autocorrelation. 

Stationarity tells that observations/data are time 
independent whereas autocorrelation relates the same set of 
observations but across diverse timing. The different 
components of ARIMA are explained as follows. 
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Auto Regressive (AR) 

This component uses autocorrelation concept, where the 
dependent features depend on the past values. 

The general equation is: 

𝑋𝑡 =∝1+ ∅1𝑋𝑡−1 + ∅2𝑋𝑡−2 + ⋯ + ∅𝑛𝑋𝑡−𝑛                      (1) 

As shown in (1), an observation X at time t, Xt, depends 

on Xt-1, Xt-2, ..., Xt-n, ∅ 1, ∅ 2,..  ∅ n  determines 

coefficient of lags that the model evaluates, ∝1 is the intercept 
term, and where n is called the lag order which represents the 
number of previous lag samples or observations to be 
considered by the model. 

Integrated (I) 

This component of ARIMA transforms non-stationary 
time-series data to a stationary by accomplishing prediction on 
the difference between any two pair of observations instead 
directly on the data itself. 

𝐴𝑡 =  𝑀𝑡+1 − 𝑀𝑡   … . . 𝑐 = 1                     
             𝐵𝑡 =  𝐴𝑡+1 − 𝐴𝑡   … . . 𝑐 = 2                                  (2) 

As shown in (2), Differencing tasks which can be achieved 
many times levels (M →A and A →B), depends on the hyper 
parameter c that is set while training the ARIMA model. 

Moving Average(MA) 

This component performs some kind of aggregation on the 
historical time series data in terms of residual error epsilon (ε) 
thus reducing noise in the data. 

𝑋𝑡 = ∝2+ 𝜔1𝜀𝑡−1 + 𝜔2𝜀𝑡−2 + ⋯ + 𝜔𝑛𝜀𝑡−𝑛 + 𝜀𝑡               (3) 

The terms ε indicate the residual errors from the 
aggregation operation as shown in (3) and n is another hyper 
parameter that specifies the time window for the moving 
average’s residual error. Xt depends on the lagged forecast 
errors. 

Following is the generic steps followed for ARIMA. 

Step 1: Visualization of Time Series Data 

Step 2: If data is non stationary, then convert it to 
stationary 

Step 3: Make the Correlation and AutoCorrelation graphs 

Step 4:  Build the model using data 

Step 5: Make predictions using the model 

IV. RESULTS AND DISCUSSIONS 

The ARIMA model used here for waste growth forecast is 
implemented in python. Jupyter notebook from Google Colab 
which is a free cloud service is used for the implementation. 

Autocorrelation (AC) and Partial Autocorrelation (PAC) 
graphs shown in Fig. 2 (a) and (b) respectively are used to 
analyse and forecast future waste growth. They basically 
indicate how many days of previous data need to be 
considered to forecast future values which is known as lags. 
To calculate AR, three values, p, d, q need to be chosen, 

where, p represents AR model lags, d represents Differencing, 
q represents MA lags. 

ARIMA model used here is to predict future trends of 
waste growth. The model needs stationary data to determine 
AR and MA components. Since the data used in this research 
work is non stationary, d=1, first order differencing was done. 

Autocorrelation graph in Fig. 2(a) showed that the series is 
stationary after first differencing. The arrangements of the AC 
and PAC graphs of the differenced series were examined for 
the initial computation of autoregressive (p) and moving 
average orders (q) in ARMA (p, q) model. 

For an AR model, the number of nonzero partial autocorrel
ations gives 
the most extreme lag of x that is used as a predictor. 

Once, AC and PAC computation and analysis was done, 
ARIMA model was invoked on the dataset which gave the 
results shown in Table I and the forecast graph obtained is 
shown in Fig. 3. 

 
(a) 

 
(b) 

Fig. 2. (a) Autocorrelation and (b) Partial Autocorrelation after First 

Differencing . 
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Equations used to measure the performance of the model 
are RMSE shown in (4), MAD shown in (5), MAPE% shown 
in (6), and R2 shown in (7). 

𝑅𝑀𝑆𝐸 = √
∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖)

2𝑛
𝑖=1

𝑛
                      (4) 

𝑀𝐴𝐷 =
1

𝑛
∑ |𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖|

𝑛

𝑖=1

                            (5) 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
 ∑

|𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖|

|𝑊𝑟𝑒𝑎𝑙𝑖|
 × 100%         (6)

𝑛

𝑖=1

 

𝑅2

= [
∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑟𝑒𝑎𝑙𝑖)(𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑖
)𝑛

𝑖=1

∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑟𝑒𝑎𝑙𝑖)
2

𝑛
𝑖=1 × ∑ (𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑖
)

2
𝑛
𝑖=1

]

2

 (7) 

Where, Wreali and Wexpectedi denote the real and 
expected value of ith data point value, respectively. Wreali and 
Wexpectedi are the average of the real and expected value of 
ith data point value. Also, n indicates the total number of data 
values. The performance of the model was measured by 
computing R2 value. It accepts values between 0 and 1, and 
values very close to 1 which indicates better fitting. 

TABLE I. ARIMA MODEL PERFORMANCE 

Model RMSE MAD MAPE R2 

ARIMA 

(1,0,2) 

854.2914 635.4722 11.5771 0.9767 

ARIMA 

(0,1,0) 

960.1165 713.0000 13.5741 0.9690 

ARIMA 

(1,2,1) 

1045.2257 777.5254 15.3163 0.9683 

ARIMA 

(0,1,2) 

753.5742 577.4601 11.6484 0.9788 

Various ARIMA models are also made for selecting the 
model and their performance analysis is done using various 
metrics. As shown in Table I, the ARIMA (0, 1, 2) model has 
the highest R2 (0.9788) and lowest RMSE (753.5742), MAD 
(577.4601), and MAPE (11.6484) and hence it is chosen as 
best model. 

 

Fig. 3. Solid Waste Growth Forecast using ARIMA. 

V. CONCLUSION 

It is very important to contribute and enhance the existing 
condition and scenarios of waste management in the crowded 
smart city, Bengaluru which can only be attained with precise 
waste assessment. Hence, the goal of this research work is to 
deliver an appropriate model to assess the quantity of waste 
produced. In this context, ARIMA (0, 1, 2) was chosen as the 
best model and used to forecast the waste growth of Bengaluru 
based on eight years of historical data. The outcomes of this 
research work can help waste management authorities to 
develop a reliable waste forecast model, which can be a 
significant foundation of information for Bengaluru. In 
addition, previous data about the volume of waste produced 
can be used for both the planning and design of future 
services. 

VI. LIMITATIONS AND FUTURE RESEARCH WORK 

This research work targets to the development and 
improvement of waste management practices in smart cities 
through forecasting waste generation. It shows the 
development of a systematic process where time based factors 
affecting waste generation in smart cities have been 
determined to study and forecast waste growth. Unavailability 
of the continuous waste data and also socio-economic and 
demographic variables affecting solid waste generation makes 
it difficult to foresee solid waste growth for the developing 
countries like India. 

The research work can be extended in the future by 
incorporating more input features, more socio-economic 
parameters. Other ML, AI or deep learning techniques can be 
used in future to handle complex scenarios and to achieve 
better accuracy. 
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Abstract—This paper presents the results of our research
carried out as part of the building of an Intelligent Tutoring
System (ITS) to learn Mooré, a tone language. A word in tone
language may have many meanings according to the pitch. The
system has an intelligent tutor to personalize and guide the
learning of the transcription of polysemous words in Mooré. This
learning activity aims both to master the transcription and also
to distinguish the lexical meaning of words according to the pitch
used. A first step of this research has been the specification of the
processes, inference and knowledge of the system. In this work
we present the implementation and pedagogical assessment of the
system. We designed the architecture of the ITS, the diagnosis of
transcription errors and remediation approach. Then, we used
the Petri net formalism to model the system dynamic in order to
analyze its states and fix deadlocks. We developed the system in
java and we evaluated its educational value by an experimentation
with learners. This shows that the learning objectives can be
achieved with this system.

Keywords—Intelligent tutoring system; petri network; evalua-
tion; Mooré language

I. INTRODUCTION

An Intelligent Tutorial System (ITS) is a computing en-
vironment for human learning that integrates artificial intel-
ligence techniques and cognitive theories in order to provide
guided and personalized learning to learners [1], [2]. It consists
of four main modules: domain, student, tutoring and commu-
nication [26], [27]. In the literature, ITS for learning language
research are mostly on European and Asian languages such as
English, Japanese, Chinese [5], [10], [11], [12]. Our research
contributes to the development of ITS for language learning.
We aim to build an ITS to learn polysemous words in Mooré
through transcription activities. Mooré is a tone language, the
most spoken in Burkina Faso. This language is also spoken
in some neighboring countries such as Côte d’Ivoire, Ghana,
Mali and Togo.

The contribution presented in this paper follows a pre-
vious one where we presented a specification of an intelli-
gent tutoring system to learn tone language [13]. We used
CommonKADS a knowledge engineering method to specify
the knowledge and processes of the system. The specifica-
tion provides a common framework for the development of
transcription-based ITS for any tone language.

In Burkina Faso, the learning of local languages is part of
the non-formal education program of the government. So, only
with the training centers, often of short-term projects, provide
learning programs for local languages. Therefore, building

an ITS for Mooré learning is a significant contribution in
the field of local languages ilearning in Burkina Faso. The
building of such IT tools could not only help meet the needs to
learn local languages in sub-Saharan Africa but also to ensure
the continuity of local language learning during periods of
pandemic such as COVID-19.

The rest of the paper is organized as follows. Section II
presents the background. It contains important concepts used
in this article. In Section III we present the architecture of
the system and describe the approach to diagnostic tran-
scription errors and the remediation to provide. Section IV
shows the development framework and an overview of the
system. Section V presents the evaluation results of the system
experimentation. In Section VI we summarize the work done
and gives some perspectives.

II. BACKGROUND

In this section, we present important concepts that we used
and related work on tone language. These concepts are the
Petri net, Bayesian network widely used in the field of ITS
research.

A. Tone Languages

A Tone language includes pitch phonemes in addition to
consonants and vowels, and pitch differences are used to
distinguish one lexical item from another [15]. Tone languages
are characterized by two types of tones: punctual tone and
melodic tone. In punctual tones, only one aspect of the melodic
curve is considered (highest or lowest) whereas in modulated
tones, they are distinguished by successive directions of the
melodic curve [16]. Mooré and most of the languages spoken
by sub-Saharan African are languages with punctual tones [4].
The Mooré language has three tonal patterns:

• the high tone, represented by the acute accent (́)

• the medium tone, represented by the dash sign (̄)

• the low tone, represented by the grave accent (̀)

The Non-respect of tones leads to confusion, misinterpre-
tation or nonsense.

The learning activities of the ITS are based on transcription
tasks of polysemous words in Mooré language at the example
of Fig. 1. To do this, taking account the tone in the transcription
is very important because it allows us to distinguish the lexical
meaning of words according to the pitch.
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(a) bread (búrı̀ in Mooré) (b) fall (bùri in Mooré)

Fig. 1. Example of Two Words(Bread and Fall) Represented in Images. The
First Image is Transcribed by the Word Búrı̀ and the Second Image by the

Word Bùri. The Word Buri in Mooré without the Pitch, it’ is Unclear
whether that Word Alludes to the First Image or to the Second Image.

B. Petri Networks

The Petri networks in short Petri nets is a mathematical
modeling formalism introduced by Dr. Carl Adam Petri in
1962. This modeling tool is used to represent the dynamics of
discrete distributed systems in computer science, engineering
and so forth [8]. The petri nets formalism is borrowed from
graph theory. Therefore, a Petri nets is a directed bipartite
graph that has two types of node: places and transitions. Place
is represented by circle and transition by bar or box. Places and
transitions are connected by directed edges. Place represents
system states, condition or resources that must be met before
an action can be performed. Transition represents actions.

A mathematical definition of Petri net is a tuple PN =
(P, T, Pre, Post) where:

• P = {p1, p2, ..., pn}, n > 0 a finite set of places;

• T = {t1, t2, ..., tm},m > 0 a finite set of transitions;

• The places P and transitions T are disjoint (P ∩ T =
∅);

• Pre : (PxT ) → N is an input function that defines
directed edges from places to transitions;

• Post : (TxP ) → N is an output function that defines
directed edges from transitions to places.

A marked Petri net is a five tuple G =
(P, T, Pre, Post,M) where M can be viewed as a function,
which assigns a natural number with each place, i.e.
M : P → N . M can also be viewed as a vector given by Mk

= {M1, M2, ..., Mi, ..., Mn } where the ith entry of M is
Mi, which is the marking of the place pi. The execution of
a Petri net causes its marking to change by removing tokens
from its input places and depositing into each of its output
places.

A transition is said to be enabled when each one of its
input places is marked with at least one token. In mathe-
matical terms, a transition, t ∈ T , is enabled if M(p) ⪰
Pre(p, t);∀p ∈ P . If an enabled transition t fires then it
causes a change in marking from M(p) to M ′(p) given by
the equation:

M ′(p) = M(p)− Pre(p, t) + Post(p, t);∀p ∈ P.

As for the usefulness of the Petri net, this approach is used
to diagnose modeling errors of an application [9], [6]. In the
field of ITS, Petri nets have been used to model systems

and to verify their consistency [7]. Thus, for our study, we
used graphical representation of Petri net to model the opera-
tions(actions) ans states of our system. The reachability graph
will allows to represent the different firings of the marked
Petri net. The purpose of the reachability graph is to remove
possible deadlock states of the system.

C. Bayesian Network

The Bayesian network is a graphical and probabilistic
model for representing uncertain or incomplete knowledge
of the learner in the field of learning [3]. It is a technique
of artificial intelligence initiated by Corbett and Anderson in
1994. The graphical model is represented by two parameters
{N, A}. N represents the set of nodes or vertices and A the
set of arcs. The probabilistic representation of the Bayesian
network is based on Bayes’ theorem [28]. Bayes’ theorem is
translated by the following mathematical formula:

P (A|B) =
P (B|A)P (A)

P (B)

In other words, this equation means: for two events A and B,
what is the probability that A will occur given B.

In the field of ITS, the Bayesian network approach can
be used to [17]: update the learner model [18]; diagnose
the causes of learner errors [19]; or predict the actions of
the learner in a problem-solving process [20]. Diagnosing
misconceptions requires collecting and checking for buggy
rules, which sometimes leads to overwhelming and imprac-
tical numbers of buggy rules, even for simple domains such
as fractions [21]. Modern approaches, such as algorithmic
debugging [22], automatically distinguish buggy rules. With
reference to the study on the specification of knowledge
and processes, the authors have determined two inference
structures in the context of the design of ITS for tone languages
learning [13]. These two inference structures are: the inference
structure for Assessment and the inference structure for Diag-
nosis. The following Task-descomposition diagram (see Fig. 2)
presents the different inferences used by the inference structure
for Assessment.

Fig. 2. Task-Decomposition Diagram.

For this present study, we use the Bayesian network ap-
proach to trace transcription errors. This is a very suitable
approach for the diagnosis of cognitive knowledge.
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III. SYSTEM DESIGN

In this section of our study, we first describe the different
components of the intelligent tutoring system to learn Mooré
polysemous word, then we show the approach used for the
knowledge diagnosis and finally we present the approach used
to design the operation of the system.

A. Architecture of the ITS

As most intelligent tutors, the intelligent tutoring system
for learning transcription of polysemous words in Mooré
language consists of four components namely the domain
module, the student module, the tutoring module and the
communication module. However, for the modeling of the
components of our system, it was made taking into account
the specificity of the domain of learning. Fig. 3 presents this
architecture.

Fig. 3. Architecture of the System.

The different modules in Fig. 3 correspond to the following
description:

• Domain module

The role of the domain module is to provide the system
with all the information related to the knowledges of the
learning area. The domain module consists of the learning
tasks, transcriptions corresponding of learning tasks in Mooré
and sounds in Mooré corresponding to the learning tasks. The
Learning Tasks component of the domain module consists of
all the learning tasks in the system. These tasks are presented
in the form of images. The Tonal transcription in Mooré
component contains the ideal transcriptions of the learning
tasks. As for the Sound in Mooré component, it consists of
sounds corresponding to ideal transcriptions in Mooré. The
tutoring module uses this component of the domain module to
provide didactic aid to learners. The didactic aid of our system
allows learners to listen to the sound corresponding to the task
selected in order to transcribe correctly.

• Tutoring module

The pedagogical strategy of the system is represented in
the tutoring module. This module consists of the resolution,
evaluation and remediation modules. With reference to the
Petri network of our system represented by Fig. 6 in subsec-
tion III-C, the Resolution module is responsible for executing
actions t3, t4 and t5 of the Petri network. As for the Assessment
module, it is responsible for executing actions t6, t7, t8, t9 and

t10. For the Remediation module, it is responsible for executing
actions t11, t12, t13, t14, t15, t16, t17, t18, t19 and t20 of the Petri
network.

• Student module

It is composed of the learner’s performance states in rela-
tion to his tasks solved and the data for the system login. The
student module is responsible for managing all the information
of learner’s profile. It updates the profile of the latter, in
particular the Student’s performance component, after each
resolution of a task.

• Communication module

The communication module consists of the different inter-
action windows between the system and the user. It allows the
system to interact with users and vice versa.

We consider that the domain module and the tutoring mod-
ule represent the most important modules of our ITS because
domain module contains the knowledge that the system should
taught and tutoring module the strategies that the system
should use to evaluate learning and provide assistance.

B. Diagnostic

In the domain of ITS, some authors limit remediation to
feedback [23], [24] and others perceive it as a process con-
sisting of cognitive diagnosis and feedback [25]. We consider
remediation as a process that consists of first detecting the
sources of errors and then generating the appropriate feedback
in relation to the error committed. So, for the diagnosis of
knowledge, we have, using the graphic model of Bayesian
network method, first proceeded to the representation of the
uncertain and incomplete knowledge of the learners. This
representation allowed us to make the causal links between
this knowledge. We then developed the different algorithms
for tracing transcription errors based on the Bayesian network
representation. Fig. 4 below represents the Bayesian network
model that we designed.

Fig. 4. Bayesian Network for Knowledge Diagnosis.

Fig. 4 presents the diagnosis of transcription errors. When
the transcription evaluation made by the learner returns an
erroneous transcription, the system performs tracing based on
the above Bayesian network in order to detect the transcription
error and generate the suitable feedback.The probable tran-
scription errors listed in the graphical model of the Bayesian
network above have been identified in collaboration with
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the Mooré language trainers The flexibility of the Bayesian
network approach allowed our collaboration non-computer
scientists to easily understand the graphical model shown in
Fig. 4. Also, this representation allowed the trainers of the
Mooré language to participate in the validation of the study.
Fig. 5 presents the flowchart model of our Bayesian network.

Fig. 5. Flowchart of Knowledge Diagnosis. This Represents the Bayesian
Network Algorithm.

Fig. 5 shows a flowchart of the remediation algorithm that
generates adaptive feedback according to the learner.

C. Verification of the System Consistency

The Petri Network is an efficient tool for the verification
of discrete event systems [14]. Since an ITS is a discrete
event system, we use the Petri net formalism to model our
system. This model is important to ensure that the system
does not have any action or operation that would put it in
a deadlock situation. Therefore, we can simulate the operation
of the system and resolve possible blockage situations before
implementation step.

Fig. 6 presents the Petri net of the system which models
its different states.

In Fig. 6, the transitions (ti) represent the different actions
performed by the system and the places (pi) represent the input
or output data of the actions of system. Table I describes the
different actions and states of the system.

Based on the description of places and transitions in
Table I, the task solving, for example, is described as follows.
The system first executes the action (t3). The learner selects
one of the tasks presented (p4) and the system then executes
the action (t4). From the data (p5), the system finally executes
the action (t5).

To correct the possible blockages of the system, we made
the reachability graph in order to analyze the different firings
of the transitions. Fig. 7 presents the reachability graph of the
Petri net.

The analysis of Fig. 7 shows that for each firing of ti, the
input place pi goes from 1 to 0 and the output place pi+1 goes

Fig. 6. Petri Net Representation of the System States(Places) and
Actions(Transitions).

TABLE I. DESCRIPTION OF THE PLACES(STATES) AND
TRANSITIONS(ACTIONS) OF THE PETRI NET.

Places (pi) Transitions (ti)
p1 : app icon t1 : display login screen
p2 : login screen t2 : check login and password
p3) : home screen(Main) t3 : load tasks
p4 : tasks presented t4 : load image and audio
p5 : task selected, image t5 : read transcription
and audio loaded
p6 : transcribed word read t7 : produce success feedback
p7 : transcribed word assessed t8 : mark task solved
p8 : success feedback generated t9 : update learner’s profile
p9 : task solved marked t10 : return to tasks presented
p10 : learner’s profile updated t11 : detect spelling mistake
p11 : spelling mistake detected t12 : display spelling mistake
p12 : feedback spelling mistake displayed t13 : transcribe again
p13 : tones error detected t14 : detect tones error
p14 : feedback amalgamated t15 : detect amalgamated
tones displayed tones and produce feedback
p15 : feedback tones error displayed t16 : transcribe again
p16 : sound emitted t17 : produce tones error feedback
p17 : learner score displayed t18 : transcribe again
p18 : system ended t19 : emit sound

t20 : end sound emitted
t21 : display score
t22 : return to the main menu
t23 : stop the system

from 0 to 1. From these results, we can say that the Petri net
is 1-safe (or binary) which means that the system is deadlock-
free. We can conclude that the designed system is coherent.

IV. SYSTEM OVERVIEW

We implemented the system on the Java environment. We
present in this section an overview of the system functionali-
ties. An user can use this application to learn Mooré language
by transcription tasks. Fig. 8 presents the system dashboard
view.

Fig. 8 presents the system dashboard which provides main
menu. A click on the ”TACHES” button leads to the resolution
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Fig. 7. Reachability Graph Corresponding to the Petri Net of Figure 6.

Fig. 8. System Dashboard.

interface and user can select a task to transcribe, see Fig. 9.

The resolution interface displays a list of tasks to be solved
by the learner. In Fig. 9, the selected task (number 2) is
displayed as an image to be transcribed in mooré.

Fig. 9. Resolution Interface Presenting the Tasks. Each Task Corresponds to
an Image to be Transcribed.

Fig. 10 gives an illustration of a resolution of task. The
selected task shown in Fig. 9 consist of an image of broom.
We suppose the user entered saaga in Mooré as the answer. We
use this wrong answer that will allows to show some feedback
generated by the system.

Fig. 10. An Example of Transcription. The Task Number 2 of Broom Image
is Transcribed in Mooré by saaga.

A click on the button ”Transcrire” will trigger the eval-
uation module and produce the corresponding feedback, see
Fig. 11. It shows that the spelling is correct but confusing
because the word refers to different meanings. We say that the
word is amalgamated. One must use the tone to distinguish
which sens is.

(a) Feedback of the Amalgamate

Fig. 11. Feedback Generated by the System when the User Enters the Word
saaga as Answer. In this Case the Answer is Wrong Even if the Spelling is

Correct.

The correct answer should be saagà with low tone on the
last vowel.

V. PEDAGOGICAL ASSESSMENT

To do the pedagogical assessment of our system, we
proceeded with the experimentation of the application. A total
of four Mooré trainers and seventeen learners were able to
do the experimentation. For the questionnaires, we developed
them via Google Forms.

The formulation of the questions addressed to the learners
and the trainers aimed to verify the following aspects:

• The conformity between the content of the Knowledge
Base (KB) of the system developed and the content of
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the corpus of Mooré language, namely, the transcrip-
tions and the sounds:

• The relevance of the learning tasks.

• The clarity of the resolution steps.

• The relevance of the feedback generated.

• The relevance of the sounds loaded.

• The ease of use of the system.

• And the contribution of the system in the field of the
Mooré language learning.

Fig. 12 and Fig. 13 give an overview of some results of the
users’ feelings after the experimentation of the application.

Fig. 12. Learners’ Opinions on the System

Fig. 13. Trainers’ Opinions on the System.

We analysis the collection of the users’ opinions and we
present here some results in Fig. 12 and Fig. 13 for both
learners and trainers.

For the verification of the conformity between the content
of the Knowledge Base of the developed system and the
content of the corpus of the Mooré language, the four trainers
found an almost total conformity between the two contents. For
the relevance of the learning tasks, fourteen out of seventeen
learners found the different tasks at least enough relevant. For
the clarity of the resolution steps, ten out of seventeen learners
found the steps of resolution at least enough clear. As for the
relevance of the feedback generated and the sounds loaded,
fourteen learners affirmed that the feedback generated help in
the correction of transcription errors and sixteen affirmed that
the sounds emitted really help in transcription. And for the
contribution of the system in the field of the Mooré language
learning, all trainers answered in the affirmative that the system
allows learning without human assistance.

Based on these results, we can say that the pedagogical
assessment of the system allowed to show that the use of
it could made it possible the learning of the transcription in
Mooré without human assistance. Similarly, this system would
be a great contribution in the field of education for local
languages learning in Burkina Faso.

VI. CONCLUSION AND PERSPECTIVES

In this paper, we presented the work on system design, the
implementation of the system and the pedagogical assessment
of the system. In the system design, we showed the architecture
of the ITS, we described the Bayesian network approach that
we used to trace the errors of transcription and we presented
the Petri net approach that we used to design the operation
of the system. The architecture proposed allowed to define
the different modules of the system. The Bayesian network
model made it possible to represent the uncertain knowledge
and to develop the algorithms for tracing errors. As for the
Petri net approach, it allowed to simulate the operation of the
system and to correct the possible blockages. In relation to the
implemenation of the system, we presented some views of the
system implemented. And as for the pedagogical assessment
of the system, the experimentation of the application made it
possible to collect the users’ feelings. The analysis of these
feelings shows, among other things, that our system is a great
contribution for Mooré learning. For the future, we expect
to develop a speech recognition activity to integrate into our
system. This speech recognition activity will learn phonetics
in Mooré. We also expect to develop a WordNet ontology for
the Mooré language. The WordNet ontology for the Mooré
language is a particularly promising avenue. It will constitute
an online knowledge base and will be interoperable with our
system and with other applications.
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de Petri: vérification incrémentale des propriétés qualitatives. PhD thesis,
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torat dans les systèmes tutoriels intelligents. STICEF (Sciences et Tech-
nologies de l’Information et de la Communication pour l’Éducation et
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Abstract—Hyperglycemia is a symptom of diabetes mellitus, a 

metabolic condition brought on by the body's inability to 

produce enough insulin and respond to it. Diabetes can damage 

body organs if it is not adequately managed or detected in a 

timely manner. Many years of research into diabetes diagnosis 

has led to a suitable method for diabetes prediction. However, 

there is still scope for improvement regarding precision. The 

paper's primary objective is to emphasize the value of data 

preprocessing, feature selection, and data augmentation in 

disease prediction. Techniques for data preprocessing, feature 

selection, and data augmentation can assist classification 

algorithms function more effectively in the diagnosis and 

prediction of diabetes. A proposed method is employed for 

diabetes diagnosis and prediction using the PIMA Indian dataset. 

A systematic framework for conducting a comparison analysis 

based on the effectiveness of a three-category categorization 

model is provided in this study. The first category compares the 

model's performance with and without data preprocessing. The 

second category compares the performance of five alternative 

algorithms employing the Recursive Feature Elimination (RFE) 

feature selection method. Data augmentation is the third 

category; data augmentation is done with SMOTE 

Oversampling, and comparisons are made with and without 

SMOTE Oversampling. On the PIMA Indian Diabetes dataset, 

studies showed that data preprocessing, RFE with Random 

Forest Regression feature selection, and SMOTE Oversampling 

augmentation can produce accuracy scores of 81.25% with RF, 

81.16 with DT, and 82.5% with SVC. From Six Classifiers LR, 

RF, DT, SVC, GNB and KNN, it is observed that RF, DT, and 

SVC performed better in accuracy level. The comparative study 

enables us to comprehend the value of data preprocessing, 

feature selection, and data augmentation in the disease prediction 

process as well as how they affect performance. 

Keywords—Artificial Intelligence (AI); Machine Learning 

(ML); Deep Learning(DL); Neural Network; Diabetes Mellitus; 

Recursive Feature Elimination (RFE); Synthetic Minority Over-

sampling Technique (SMOTE) 

I. INTRODUCTION 

A metabolic disorder known as diabetes mellitus is 
characterized by hyperglycemia brought on by the body's 
inability to create and utilize insulin.[1]. There are three forms 
of diabetes types. The human body cannot generate enough 
insulin when it has type I. The body is unable to produce or 
use insulin effectively in type II. During pregnancy, 
gestational diabetes can develop [2]. Both Type I and Type II 
diabetes are getting more and more prevalent worldwide, with 

Type II diabetes being at epidemic levels. According to 
medical study, diabetes has been linked to the long-term 
degradation of vital organs. More concerning is its impact on 
pregnancies: diabetes affects roughly 7% of pregnancies each 
year, posing a dual life-threatening risk Over half of the 
world's population is expected to have diabetes by 2045 due to 
the disease's rising prevalence. The WHO predicted that 463 
million people will be diabetic worldwide by 2020, and these 
are just the cases that have been identified. In United States 
almost one in every 10 individuals is diabetic. Diabetes 
research is therefore essential, including studies of diabetes 
prediction and its effects on health [3]. 

Diabetes can be diagnosed by either an oral glucose 
tolerance test result or a fasting plasma glucose level. On the 
other hand, diabetes can be identified by Glycemic threshold 
levels .This is due to the fact that different ethnic groups have 
varied risk levels. Multiple blood sugar tests are taken both 
before and after a meal. By observing a relevant decision at a 
time, practitioners are faced with the difficult task for 
diagnosing diabetes. The diagnostic process, on the other 
hand, can be made more computationally simple [4].The fields 
of technology and medicine have been profoundly affected by 
big data and data analytics approaches. Rather than depending 
on conventional methodologies, which are usually unable to 
handle massive data, cutting-edge technologies like ML, DL 
and cloud computing must be employed to fully utilise the 
data and automate computation processes in medical research. 
This paper provides a customised hybrid model of artificial 
neural networks (ANN) and genetic algorithms as a 
framework for accurately forecasting the onset of diabetes, 
replete with regularisation and prediction techniques created 
for diabetes prediction [5]. 

Numerous computational projects have been started 
recently, many of which are focused on the use of ML and DL 
algorithms in diabetes research with the goal of assisting 
physicians in making rapid and accurate diagnosis decisions. 
With the ongoing development of diabetes testing equipment, 
individuals can now take part in individualised examinations 
of their diabetes status for better lifestyle modifications. In 
comparison to existing methods, a dependable accuracy rate is 
categorized in recent studies. A higher accuracy rate in 
diabetes prediction is essential, as early diagnosis of diabetes 
mellitus is required. The researchers are presenting a range of 
DL and ML methods for diabetes forecasting. Despite a large 
amount of research on diabetic prediction, the accuracy still 
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needs to be improved. This is necessary since diabetes poses 
major health risks if it is not effectively treated or diagnosed 
in a timely manner. In this paper a comparative evaluation is 
done based on feature selection approaches and data 
augmentation techniques that increase prediction performance 
in this research. The main contribution of the paper is 
summarised as follows: 

1) The significance of data pre-processing is demonstrated 

by comparing the outcomes of the proposed model with and 

without data pre-processing. 

2) To emphasise the significance of feature selection in 

disease prediction, which improves model performance and 

boosts predictive power. 

3) To overcome the issue of a small dataset, data 

augmentation is employed to enhance the dataset's size. Deep 

learning and machine learning typically require a large 

quantity of data to train the networks. 

II. RELATED WORK 

The views of data pre-processing, data augmentation, and 
classification are the foundation of the current body of work. 
However, in this paper the review is limited to the recent 
publications. Diabetic research has recently begun to improve 
based on the performance accuracy. This article can be used 
by readers to learn about the past and present effectiveness of 
algorithms in diabetes research [6]. Table I illustrate the 
review on recent papers that work on the diabetic prediction. 
The review is based on the recent trends and papers that are 
suitable for the disease prediction. In diabetes research, the 
NN-based approaches have constant to increase accuracy. The 
problems of data standardisation, imbalance, and feature 
augmentation are addressed in this Min-Max Normalisation 
and a Variational Autoencoder [7]. MLP was then utilised for 
classification, with an accuracy rate of 92.31 percent. In [8], 
the accuracy of their Artificial Backpropagation Scaled 
Conjugate Gradient Neural Network (ABP-SCGNN), which 
was previously reported to attain 93 percent accuracy without 
data pre-processing, has significantly improved. The work of 
[9] demonstrates another impressive result with NN-based 
models. They looked at iterative imputers, k-nearest neighbour 
(K-NN), and median value imputation. In order to acquire an 
F1-score of 98 percent, MLP was then employed for 
classification. For feature selection and missing value 
imputation in [10], Pearson correlation and median value 
imputation were used. The authors used interquartile ranges to 
further normalise the data and eliminate outliers. DNN-based 
classification model, which contained a number of hidden 
layers, was 88.6% accurate. A deep neural network (DNN) 
model's accuracy was estimated to be 98.07 percent in [11]. 
Even though the authors claim to have used data cleansing, the 
process is not described in the article. In [12] used the median 
value for missing value imputation and principal component 

analysis (PCA) for feature selection. MLP was then used to 
carry out the classification procedure, and it had a 75.7 percent 
accuracy rate. For feature selection and missing value 
imputation, PCA and minimum redundancy, maximum 
relevance (mRMR) was also used in [13]. Using an MLP, they 
were able to get a classification accuracy of 73.90%. Many 
different methods were employed [14]; implemented many 
assessment techniques, including Nave Bayesian, Random 
Forest (RF), KNN, and K-fold Cross-Validation. The 
technique has a 64.47 percent accuracy, according to K-fold 
Cross Validation. Nave Bayes, function-based multilayer 
perceptrons, and RF based on decision trees were all 
employed in [15]. The feature extraction method was utilised 
to extract reliable and illuminating properties from the dataset 
using the correlation method. According to the author, the 
Nave Bayes method outperformed the random forest and 
multilayer perceptron algorithms. 

In [16] tested various machine learning methods for 
predicting early diabetes on the PID dataset. Using 20-fold 
cross-validation and a 70-30 train-test split, tree-based RF 
scored 75.65 percent, Nave Bayes (NB) 71.74 percent, and 
KNN 65.19 percent. A decision tree and the gradient boosting 
method were used by [17] for prediction. The technique has a 
classification accuracy of 90% and computes a correlation 
value to determine differences between a diabetic patient and 
healthy person. With 10-fold-cross validation and an enhanced 
K-Means cluster method, [18] obtained 95.42 percent 
accuracy. In [19] used 10-fold cross validation with machine 
learning techniques on patients who had a history of non-
diabetes and a cardiac problem. In [20], which used machine 
learning as a prediction model for type 2 diabetes mellitus 
early prediction, Glmnet, RF, XGBoost, and Light all shown 
improved clinical prediction. It is suitable for one dataset but 
inappropriate for another. A more advanced DNN-based 
diabetes risk prediction model that not only predicts but also 
identifies who will develop the ailment in the future was 
proposed in [21]. Before training on several classification 
models, such as NB, LR, RF, AB, GBM, and extreme gradient 
boosting, the mean of each column of data was pre-processed 
in [22] to remove missing values. With a precision of 77.54 
percent, the XGBoost model was the most precise. The 
efficiency of the classification models SVM, K-NN, NB, 
Gradient boosting (GB), and RF were contrasted in [23]. With 
an accuracy of 98.48 percent, the RF prevailed. In [24] 
employed Pearson correlation for feature selection and mean 
value imputation for missing value. The authors assessed the 
performance of various classification models, including 
extreme boosting (XB), AB, RF, DT, and K-NN, using a K-
fold cross-validation environment and the grid search strategy 
for hyperparameter tuning. With an accuracy percentage of 
94.6 percent, the XB won. Linear SVM, Radial Basis function 
SVM, DT, and K-NN were employed in a stacked ensemble to 
achieve a classification accuracy of 83.8%. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

923 | P a g e  

www.ijacsa.thesai.org 

TABLE I. OVERVIEW OF THE LITERATURE REVIEW 

Authors Feature selection (FS) Classification Comments 

Benavides, C., et al .[7] 
FS: none specified;removed missing 

values; 
MulltiLayer Perceptron 

MLP achieved the best 

accuracy, 92.31% 

Alkhamees, B. F et al.[8] 
FS: none specified; MVI: none 

specified 

ANN trained with ABS 

conjugate gradient 

neural network 
(ABP-CGNN) 

Achieved 93% accuracy 

Ahmad, M., et al.[9] 

Median value, K-NN, and 

iterative imputer were used 
for missing value imputation 

ANN 
ANN achieved 98% 

accuracy 

Foo, S. Y et al.[10] 

FS: Pearson correlation 

MVI: Median value for missing 

values imputation. 
DNN run with different hidden layers 

Achieved 86.26% 

accuracy 

with 2 hidden layers. 

Naz, H., & Ahuja, S. [11] Method not stated MLP and DL with 2 hidden layers 

DL achieved best 

accuracy 

of 98.07% 

Iqbal, M. A., [12] FS: PCA; MVI: Median value MLP Achieved 75.7% accuracy 

Qu, K., et al. [13] 
FS: PCA; MVI: redundancy and 

minimum relevance 
MLP 

Achieved 73.90% 

accuracy 

Halgamuge, M. N., et 

al.[14] 
none specified NB,RF,KNN,K-fold crosss validation 

Using K-fold 

CrossValidation, the 

method achieved 64.47% 

accuracy. 

Singh, D. A. A. G., 

et.al.[15] 
Correlation method 

decision tree-based RF, 

function-based multilayer perceptron ,Naïve Bayes 

Naïve Bayes algorithm 

achieved better results 

Awais, M., et.al.[16] none specified RF,NB,KNN with 20 -fold cross-validation RF achieved 75.65% 

Selvan, K. A., et.al.[17] none specified DT,GB Achieved 90% accuracy 

Yang, S., et.al.[18] none specified 
K-Means cluster algorithm with 10 fold-cross 

validation. 

Acheived 95.42% 

accuracy 

Gnanadass [22] none specified 

NB, linear regression (LR), 

 RF, AB, gradient boosting machine (GBM), and  

extreme gradient boosting (XGBoost). 

XGBoost achieved 

77.54% 

Mounika, B., et al.[23] none specified 
SVM, K-NN, NB, GB, RF, 

LR 

RF achieved best 

accuracy 

of 98.48% 

Hasan et al [24]. 
FS: correlation; MVI: mean 

value 
XB, AB, RF, DT, K-NN 

XB achieved best 

accuracy 

of 94.6% 

III. MATERIALS AND METHODOLOGY 

A. Dataset  

The PIMA Indian Diabetes database was used for this 
study. The main objective of the dataset is to establish a 
patient's diagnostic diabetes status. The dataset contains one 
outcome variable and a number of medical predictor variables. 
Predictor variables for diabetes include age, number of 
pregnancies, BMI, BP, glucose, Skin thickness, Insulin, and 
Diabetes pedigree function. Particularly, all of the patients are 
females in PIMA who are at least 21 years old. The selection 
of these examples from a broader database was subject to 
several of limitations. Our proposed research compares data 
pre-processing, feature selection, and data augmentation 
techniques. The study aims to overcome flaws in early 
diabetes mellitus diagnosis that impair accuracy. The 
disadvantages are as follows: 1. A large number of missing 
values lead to erroneous predictions. 2. Imbalanced data has 
an impact on the model's performance. The suggested 
framework illustrates each stage of prediction work, including 
data pre-processing, Feature selection techniques incorporated 
with the Recursive Feature Elimination approach, and Smote 

data augmentation with and without Smote data. The study 
compares model accuracy by applying the augmentation 
strategy to improve the dataset. The study compares not only 
on the basis of augmentation, but also on the basis of feature 
selection strategies. Fig. 1 shows a diagrammatic 
representation of the planned work. 

IV. PROPOSED WORK 

In this paper, a systematic framework is proposed for the 
diabetic prediction with different classifiers. The importance 
of the data preprocessing is elaborated by presenting the 
results obtained. The main contribution of the proposed work 
is to show the importance of data cleaning by using the data 
preprocessing strategies then by selecting the important 
attributes that highly correlate with diabetic prediction. Most 
important part is balancing the dataset by SMOTE data 
augmentation, the proposed work focus on the three part that 
improves the prediction accuracy. The six classifier algorithm 
are then used for classification. In the proposed system, 
inconsistent data is replaced, then suitable features are 
selected by using the RFE with the Random Forest Regression 
and finally the selected are augmented by SMOTE 
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Oversampling technique to improvise the imbalance dataset 
problem. 

 

Fig. 1. Proposed Work. 

V. DATA PRE-PROCESSING 

The idea of data pre-processing refers to the conversion of 
unclean data into a clean data set. The dataset is pre-processed 
to look for missing values, noisy data, and other irregularities 
before applying the algorithm. These data are crucial for 
decision-making, thus accurate and effective estimate 
techniques are required. For this analysis, PIMA Indians 
Diabetes database is taken. The dataset has more missing 
values than null values. In the medical field, the problem of a 
database with missing values is very widespread. The Table II 
displays the number of zeros in each attribute, while Fig. 2 
and Fig. 3 illustrate the proportion of missing data and the 
impossible value assigned in the pregnant feature, both of 
which reduce the model's performance. Using data pre-
processing techniques, the study focuses on cleaning up the 
data by improving the values assigned to each feature. In this 
paper no specific strategies are followed to clean up the data 
in the suggested work, instead a few simple and easy ways to 
pre-processing is done to clean up and improve the quality of 
the data. The following are the methods that will be described. 

TABLE II. MISSING VALUE IN DATASET 

Features Total Percent 

Insulin 374 48.697917 

Skin Thickness 227 29.557292 

Blood Pressure 35 4.557292 

BMI 11 1.432292 

Glucose 20 0.651042 

Pregnancies 0 0.00 

Diabetes Pedigree Function 0 0.00 

Age 0 0.00 

Outcome 0 0.00 

 

Fig. 2. Percent of Missing Data in Features. 

 

Fig. 3. Outliers of Pregnancies Feature. 

A. Treatment of Missing Values 

If the behaviour and linkages with other variables are not 
adequately analysed, missing data in a data collection could 
reduce a model's power or fit or result in a biased model. The 
classification or prediction that results could be inaccurate. 
When the dataset's above mentioned attributes were evaluated, 
it was found that several of them had zero values and that the 
pregnancy variable had a maximum value of 17, which 
seemed to be impossibly high. There is a range for a typical 
healthy human being that is not zero, suggesting a missing 
value, hence these 0 column values are illogical. To make 
counting the missing integers simpler, we'll start by swapping 
out these zeros for NaN. Later, we'll swap them out for the 
proper values. There are a number different ways to handle 
missing values. The choices are displayed below. Simply 
deleting all instances where the variable being considered 
contains missing values is the simplest method to handle with 
missing values. However, this approach can mean losing 
actually valued data about patients. The calculation of mean is 
the second approach to complete all gaps in the data. In this 
approach the missing values are replaced by with the average 
value calculated in the same attribute. This method can reduce 
the loss of data instead of removing the missing values that 
reduces the quality of the dataset. In this method all the 
missing values are replaced by zero. The process of replacing 
by zero is simply by replacing any missing values with zero. 
Since the data in this study have been converted to values 
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between zero and one, substituting zero for missing values has 
the same result as substituting the attribute's lowest value. 
However this method leads to poor classification by missing 
data which are inaccurately appraised if they are necessary for 
clinical management. The K-nearest neighbour method is the 
fourth method which is used to replace the missing values in 
the dataset .The missing values are replaced with the value of 
nearest-neighbor column. The nearest-neighbor column is 
considered to be the closest column in Euclidean distance. The 
next closest column is used if the relevant value from the 
nearest-neighbor column also contains a missing value. 

The Table I clearly describes the PIMA dataset. The 
features like Glucose, Blood Pressure, Skin thickness, Insulin, 
and BMI are with 0 values. In this study, we use second 
approach i.e. all missing values of an attribute are replaced by 
the mean by calculating the average of all accessible values of 
the same attribute. When all the zero values are replaced with 
mean value, the dataset was further split into training and 
testing data. The dataset as a whole is made up of 80% 
training data and 20% test data. The model performance is 
evaluated by the model accuracy, which is determined via 
machine learning algorithms. On two levels—one where the 
zero values were replaced with the mean and another where 
they weren't—we compared the model's performance. By 
contrasting the two, we can see how useful data pre-
processing is in improving the dataset's suitability for 
subsequent operations. The comparison can be seen in 
upcoming session. 

B. Without Data Pre-Processing 

The PIMA dataset is directly used in the machine learning 
algorithm to assess the prediction's accuracy without any data 
pre-processing. Some of the techniques used are Gaussian 
Nave Bayes (GNB), KNN, DT, Support Vector Classification 
(SVC), LR, and RF. The dataset is used in the classification 
approach to determine the degree of accuracy in disease 
prediction that may be made without any prior processing. 
Table III and Fig. 4, clearly represent the performance of the 
classification algorithm based on the accuracy. The accuracy 
for LR was 77.5 percent with 0.06 training time, for RF it was 
76.5 percent with 0.77 training time, for DT it was 67.5 
percent with 0 training time, for SVC it was 81.2 percent with 
0.03 training time, and for GNB and KNN it was 75% with 
0.02 training time. 

TABLE III. ACCURACY OBTAINED WITHOUT DATA PRE-PROCESSING 

S.no Classifier 
Validation 

accuracy 
Training time 

0 Logistic Regression 0.775 0.06 

1 Random Forest 0.7625 0.77 

2 Decision Tree 0.675 0 

3 SVC 0.8125 0.03 

4 GaussianNB 0.75 0.02 

5 KNeighbors 0.75 0.02 

 

Fig. 4. Accuracy Without Data Pre-processing  

C. With Data Pre-processing 

1) Dropout missing values: The simple method to deal 

with missing values, is to simply delete any instances in which 

the variable being studied contains missing values. The loss of 

potentially relevant data regarding patients whose values are 

missing, however, could be a consequence of this strategy. 

The dataset is divided in an 80:20 ratio between training and 

testing data, after all missing values have been removed, and 

the features are chosen using RFE with Random Forest 

regression. An imbalance dataset generally speaking is the 

PIMA dataset. We can see that 268 people have diabetes and 

500 people do not when we analyse the dataset by outcome. 

The performance of the classification algorithm worsens 
when the data for training and testing are split due to the 
unequal size of the training and testing sets. Using 
classification techniques to determine correctness, we 
augment the dataset with additional data to address the 
imbalance issues. Table IV and Fig. 5 represent the result 
obtained. The accuracy scores are LR 69.04 percent with 0.05 
training time, RF 85.7 percent with 0.62 training time, DT 
73.8 percent with 0.0 training time, SVC 76.1 percent with 
0.01 training time, GNB 73.8 percent with 0.02 training time, 
and KNN 71.42 percent with 0.01. When we focus on 
accuracy, RF has achieved the maximum score of 85.7 
percent, but the training duration is 0.62 minutes. When it 
comes to training time, DT, SVC, GNB, and KNN take less 
time, but their accuracy is worse than RF. 

TABLE IV. ACCURACY OBTAINED WITH DROP OUT MISSING VALUES 

S.no Classifer 
Validation 

accuracy 
Training time 

0 Logistic Regression 0.690476 0.05 

1 Random Forest 0.857143 0.62 

2 Decision Tree 0.738095 0 

3 SVC 0.761905 0.01 

4 GaussianNB 0.738095 0.02 

5 KNeighbors 0.714286 0.01 
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Fig. 5. Accuracy with Dropout Missing Values. 

2) Replacing missing value with mean: There are no null 

values in the PIMA dataset, however there are more missing 

values, such as zero values in many characteristics, as 

previously indicated. As a result, the model's performance 

may be affected. To solve this problem, one option is to 

remove the zero values, but this reduces the algorithm's 

performance. Instead, in this study, we can replace the zero by 

calculating the attribute mean values and replacing the zero. 

One way to pre-process a dataset without reducing its size is 

by using this technique. Following pre-processing, the dataset 

is divided into train and test groups in an 80:20 ratio. The next 

stage is to assess the accuracy of the diabetic prediction using 

classification algorithms. 

TABLE V. ACCURACY OBTAINED WITH MEAN VALUE 

S.no  Classifier Validation accuracy 
Training 

time 

0  
Logistic 

Regression 
0.725 0.04 

1  Random Forest 0.7625 0.52 

2  Decision Tree 0.7 0 

3  SVC 0.7625 0.02 

4  GaussianNB 0.7 0.01 

5  KNeighbors 0.7625 0.01 

 

Fig. 6. Accuracy with Replacing Mean Value. 

The accuracy of classification algorithms when the 
inconsistent value is replaced by Mean value is explained in 
Table V and graphically presented in Fig. 6. When the dataset 
is pre-processed, we can witness a gradual improvement in 
accuracy in Tables IV and V. The dataset was pre-processed 
in this study by removing zero values and replacing them with 
the mean of the characteristics. There isn't much of a change, 
however pre-processing the dataset can help us gain a little 
more precision. Understanding the significance of data pre-
processing in any research effort is made easier by this 
approach. Data pre-processing is essential for evaluating the 
model's performance or determining the algorithm's 
efficiency. 

VI. FEATURE SELECTION 

Finding the most useful set of features for creating 
efficient models of the phenomenon being studied is the goal 
of feature selection. Feature selection strategies are divided 
into two categories: i) supervised techniques and ii) 
unsupervised procedures. The efficiency of supervised models 
is increased by using labelled data in supervised procedures to 
find pertinent characteristics. Unlabelled data is utilised in 
unsupervised approaches. In terms of taxonomic classification, 
these methods fall under the headings of A) Filter methods, B) 
Wrapper methods, C) Embedded methods, and D) Hybrid 
methods. 

A. Recursive Feature Elimination 

To choose the features in the study, a Wrapper method 
based Recursive feature elimination (RFE) strategy is applied. 
RFE is a greedy optimization strategy that selects features by 
considering a reduced set of features iteratively. A variety of 
deep learning algorithms are provided and employed in the 
method's core to choose features. On the other hand, filter-
based feature selections rank each feature according to its 
importance and choose the ones with the highest or lowest 
scores. The given algorithms, such as random forest, decision 
trees, and SVM, are used to score features, or a more general 
technique that is independent of the whole model is used. The 
importance of the features used in training the estimator is 
decided using the feature importance attribute. Until we get 
the required number of features, the least important feature is 
deleted from the existing collection of features. 

Procedure 

Step 1: Fit the RFE method to the model  

Step 2: The feature importance attribute is used to rank 
features. 

Step 3: Once the necessary number of features is collected, 
the least significant feature is deleted and the procedure is 
repeated. 

RFE with five different algorithms 

In this study feature selection done five different ways. 

1) Manual feature selection 

2) RFE with Logistic regression 

3) RFE with Random Forest regression 

4) RFE with Decision Tree regression  
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5) RFE with Decision Tree Classifier 

6) RFE with 5-Cross validation 

B.  Manual Feature Selection 

The features for the prediction are manually picked in 
manual feature selection. The outcome is one of nine attributes 
in PIMA, eight of which are independent. We chose six 
attributes out of the eight for this research. The characteristics 
were chosen after reviewing a large number of research 
articles that were more accurate in diabetic prediction. We 
choose six attributes manually like Pregnancy, Glucose, Blood 
Pressure, Insulin, BMI, and Age. The dataset is then split in 
half, 80:20, into train and test sets. The classification 
algorithms such as GNB, KNN, DT, SVM, and RF are 
utilized, to analysis the performance quantified in terms of 
accuracy. The dataset, methodology, and accuracy achieved 
are all evaluated in the Table VI (also see Fig. 7). 

C. Recursive Feature Elimination with different Methods 

In this research, RFE was used in conjunction with several 
methods such as logistic regression. The key characteristics 
from the dataset are selected using Random Forest regression, 
Decision tree regression, Decision tree classifier, and RFE 
with five-fold cross validation as an estimator. Pregnancies, 
BMI, DPF, and Glucose are the most common features 
selected by each feature selection technique. Pregnancies, 
BMI, DPF, and Glucose are four of the eight variables that are 
thought to be directly connected to diabetic prediction. The 
dataset is then divided into a train set and a test set in an 80:20 
ratio based on the selected attributes. Classification algorithms 
like GNB, KNN, DT, SVM, and RF are used for prediction, 
and the performance of the algorithm is evaluated in terms of 
accuracy. The dataset, feature selection procedure, selected 
features, Classification Algorithm, and Accuracy are all 
detailed in Table VII  

TABLE VI. MANUAL FEATURE SELECTION 

Dataset Classification Algorithm Accuracy 

PIMA 

GNB 77.27% 

KNN 75.97% 

DT 70.10% 

SVM 79.87% 

RF 81.81% 

 

Fig. 7. Accuracy with Manual Feature Selection. 

RFE with Logistic Regression selected Pregnancies, BMI, 
and DPF features after observing several feature selection 
methods. The features are then divided into two groups: 
training and testing. For classification and accuracy 
evaluation, algorithms such as GNB, KNN, DT, SVM, and RF 
are utilized. GNB obtained 79.87 percent accuracy using the 
algorithms. RFE with Random Forest Regression, using 
Glucose, BMI, and DPF as selected features, has a greater 
accuracy of 81.16 percent when compared to DT. The same 
features were chosen from RFE with Decision Tree 
Regression and RFE with Decision Tree Classifier. KNN 
achieved 75.32 percent accuracy by using both selection 
methods. Pregnancies, Glucose, and BMI were chosen as 
characteristics for RFE with five cross validations. The KNN 
algorithm achieved 79.2 percent accuracy based on the 
features. When compared to other algorithms, RFE with 
Random Forest Regression utilizing DT has obtained greater 
accuracy of up to 81 percent, according to the detailed 
analysis using the RFE feature selection method and 
algorithm. 

VII. DATA AUGMENTATION 

Data augmentation is a series of techniques for generating 
extra data points from existing data in order to fictionally 
increase the amount of data accessible. Simple data 
modifications or the use of deep learning models to generate 
more data are instances of this. Applications for machine 
learning are quickly increasing and diversifying, especially in 
the deep learning space. Approaches for data augmentation 
may be effective in the struggle against the drawbacks of 
artificial intelligence. One step in building a data model is 
cleaning the data, which is necessary for high accuracy 
models. The model won't be able to produce reliable 
predictions for inputs from the real world, though, if data 
cleansing limits representability. In order to increase the 
reliability of machine learning models, data augmentation 
techniques can be employed to replicate variations that the 
models would encounter in the actual world. 

A. SMOTE Oversampling 

 In many disciplines, unbalanced data has been a 
problem, causing most approaches to produce erroneous 
forecasts that strongly favour the dominant class. To decrease 
the harmful impact of unbalanced data, we can optimise the 
process using a variety of techniques: Certain techniques, like 
as oversampling, under sampling, or both, are employed to 
correct the unbalanced data set in order to generate a balanced 
distribution. A statistical method for equally expanding the 
number of cases in a dataset is called SMOTE (Synthetic 
Minority Oversampling Technique). Based on current 
minority conditions, the component creates new instances. 
The overfitting issue brought on by random oversampling is 
helped by the SMOTE algorithm. The working approach 
begins by setting up the total number of oversampling 
observations N. A binary class distribution of 1:1 is typically 
used to select it. This could be minimised, though, depending 
on the circumstances. After that, a positive class instance is 
randomly chosen and the loop starts. Then, the KNNs for that 
instance are obtained. In order to interpolate new synthetic 
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instances in the end, N of these K instances are chosen (see 
Fig. 8). 

 

Fig. 8. SMOTE Oversampling. 

Algorithm 

Step 1: To interpolate new synthetic instances in the end, 
N of these K instances are chosen. x∈A. 

Step 2: The uneven proportion determines the sampling 
rate N. N samples (x1,x2..xn) are chosen at random from x∈A 
Set A1 is composed of the k-nearest neighbours. 

Step 3: For each xk, a new example is produced using A1 
(k = 1, 2, 3,... N): x^'=x+rand(0,1)*|x- xk | in which rand(0,1) 
represents the random numbers between 0 and 1. 

B. SMOTE Oversampling with RFE with Random Forest 

Regression 

In the PIMA dataset, the result is in an unbalanced state. 
When examining the outcome, 1 counts to 268 and 0 counts to 

500, resulting in false in excess of true. The model is trained 
with a higher percentage of false values than true values. 
SMOTE oversampling is used to reduce the data's complexity 
and balance it. The features selected through the RFE with 
Random Forest regression feature selection technique are 
subjected to oversampling. The Random Forest algorithm 
includes a feature importance calculation that can be done in 
two ways. The Gini coefficient is calculated using the Random 
Forest structure. Decision Tree algorithm with internal nodes 
and leaves make up each decision tree that makes up a 
Random Forest. The internal node uses the chosen 
characteristic to determine how to divide the data set into two 
sets with similar replies. For classification tasks, criteria like 
gini impurity or information gain, as well as variance 
reduction for regression, are used to select the internal node 
properties. The importance of a feature is determined by the 
average of all trees in the forest. There is also Mean Decrease. 
Accuracy is a method for calculating the importance of 
features on permuted out of bag samples based on the 
accuracy's mean reduction. The scikit-learn package does not 
include this function. The selected features from the RFE 
using Random Forest Regression are Glucose, BMI, and 
DiabetesPedigreeFunction. The features are then enhanced 
based on their results, and performance is measured using 
machine learning algorithms such as Logistic Regression 
(LR), RandomForest(RF), DecisionTree(DT), SVC, 
GaussianNB, and KNeighbor's for further classification. The 
accuracy attained with and without data augmentation is 
shown in the table VIII and IX. 

TABLE VII. RFE WITH DIFFERENT FEATURE SELECTION METHOD 

Dataset Feature selection method Selected Features Classification Algorithm  Accuracy 

PIMA 

RFE with Logistic Regression 

Pregnancies 

BMI 

DPF 

GaussianNB(GNB) 

Knearestneighbor(KNN) 

Decision Tree(DT) 

SupportVectorMachine(SVM) 
RandomForest(RF) 

GNB: 79.87 % 

KNN: 72.72 % 

DT: 62.98 % 

SVM: 72.07 % 
RF: 71.42% 

RFE with Random Forest Regression 

Glucose 

BMI 

DPF 

GaussianNB(GNB) 

Knearestneighbor(KNN) 

Decision Tree(DT) 

SupportVectorMachine(SVM) 
RandomForest(RF) 

GNB : 74.02 % 

KNN : 72.77 % 

DT : 81.16 % 

SVM : 75.32 % 
RF : 75.97% 

RFE with Decision tree Regression 

Glucose 

BMI 

DPF 

GaussianNB(GNB) 

Knearestneighbor(KNN) 

Decision Tree(DT) 

SupportVectorMachine(SVM) 
RandomForest(RF) 

GNB : 74.02 % 

KNN : 75.32 % 

DT : 68.27 % 

SVM :74.67% 
RF : 72.72% 

 RFE with Decision tree Classifier 

Glucose 

BMI 
DPF 

GaussianNB(GNB) 

Knearestneighbor(KNN) 

Decision Tree(DT) 
SupportVectorMachine(SVM) 

RandomForest(RF) 

GNB : 74.02 % 

KNN : 75.32 % 

DT : 68.27 % 
SVM : 74.67% 

RF : 72.72% 

RFE with five cross validations 

Pregnancies 

Glucose 
BMI 

GaussianNB(GNB) 

Knearestneighbor(KNN) 

Decision Tree(DT) 
SupportVectorMachine(SVM) 

RandomForest(RF) 

GNB : 74.02 % 

KNN : 79.2 % 

DT : 70.7 % 
SVM : 75.9% 

RF : 72.72% 
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TABLE VIII. WITH SMOTE AUGMENTATION 

 S.no Classifier 
Validation 

accuracy 
Training time 

0 Logistic Regression 0.80 0.03 

1 Random Forest 0.7875 0.72 

2 Decision Tree 0.725 0 

3 SVC 0.825 0.03 

4 GaussianNB 0.775 0.02 

5 KNeighbors 0.7125 0.02 

TABLE IX. WITHOUT SMOTE AUGMENTATION 

 S.no Classifier 
Validation 

accuracy 
Training time 

0 Logistic Regression 0.69 0.05 

1 Random Forest 0.70 0.59 

2 Decision Tree 0.72 0 

3 SVC 0.7096 0.02 

4 GaussianNB 0.6774 0.02 

5 KNeighbors 0.6935 0.02 

We can compare the accuracy gained with and without 
augmentation using the two tables above. The accuracy and 
training duration are shown in Table VIII with moderate 
improvement. The accuracy and training time are displayed in 
Table IX without any augmentation. When we compare the 
two tables, it's evident that by supplementing the data, we can 
improve accuracy. When compared to various machine 
learning algorithms, SVC with smote augmentation had the 
highest accuracy of 82.5 percent with a training time of 0.03. 
Whereas Logistic regression scored 80 percent with a training 
time of 0.03, Random Forest scored 78.75 percent with a 
training time of 0.72, Decision Tree scored 72.5 percent with a 
training time of 0, GaussianNB scored 77.5 percent with a 
training time of 0.02, and Kneighbors scored 71.25% with a 
training time of 0.02. 

VIII. RESULTS 

The work is primarily focused on demonstrating the 
significance of data preprocessing, feature selection, and data 
augmentation in disease prediction that have a significant 
impact on the model's performance. Six distinct classification 
algorithms are used in the comparison analysis to highlight the 
impact with and without Data pre-processing, SMOTE 
Oversampling. 

The work is divided into three sections: 

1) With and without data pre-processing, and utilising 

classification methods to assess accuracy. 

2) For feature selection, combining RFE with logistic 

regression, Random Forest regression, RFECV, Decision tree 

regression, and Decision tree classifier 

3) Using SMOTE oversampling to improve accuracy by 

decreasing concerns caused by dataset imbalance. 

In order to prepare the PIMA and diabetes type data for a 
deep learning model, data pre-processing is required. The 
PIMA dataset contains missing values, which means that 
many attributes have fewer values, such as zeros. The 
erroneous values reduce the model's performance. The number 
of null values in each attribute is shown in Table II. Properties 
including blood pressure, skin thinning, glucose, insulin, and 
BMI are all zero in Table II, along with other characteristics. 
Two data pre-processing strategies are used to replace zero 
values: one removes the zero values and the other replaces the 
values by finding the mean. Table III shows the results 
obtained without pre-processing the data. Tables IV and V 
show the outcomes of two different approaches to data pre-
processing. We employ six classifiers in this work for data 
pre-processing: LR,GNB,KNN,RF,DT, and SVC. When 
comparing the results, we can see that when the data set is pre-
processed, RF achieves an accuracy of 85.7 percent. Several 
algorithms, including LR, Random Forest Regression, 
Decision Tree Classifier, Decision Tree Regression, and RFE 
with cross validation, were used in our work to use the RFE 
feature selection approach. Following feature selection, the 
accuracy is determined using five classifiers. When we 
compare the results of the classifier based on feature selection 
RFE with Random Forest regression, we find that Random 
Forest regression has a better outcome DT: 81.16 percent. The 
third comparison is based on data augmentation with SMOTE 
Oversampling versus data augmentation without SMOTE 
Oversampling. The data augmentation method is used to 
alleviate the issue caused by an unbalanced dataset. Following 
feature selection, the SMOTE Oversampling technique is used 
to augment the selected feature dataset in our study. After that, 
six classifiers are used, and the accuracy of the classifiers is 
measured. When we examine the results of both methods, with 
and without SMOTE oversampling, we can see that with 
SMOTE oversampling, we can attain higher accuracy. Table 
VIII and Table IX explains the results obtained with and 
without SMOTE oversampling. 

IX. CONCLUSION 

The comparison is based on three categories, which are 
elaborated in the study: (i) with and without data pre-
processing, (ii) feature selection using five alternative 
algorithms, (iii) with and without data augmentation. The 
importance of data pre-processing, feature selection, and data 
augmentation can be seen in the three comparisons. When 
each category is examined separately, data pre-processing 
comes out on top since it significantly affects how well 
models or algorithms perform. When we pre-process a dataset, 
the dataset's quality improves, as does the performance of the 
models or algorithms. Tables III, IV, and V provide a 
comprehensive explanation of the contrast. In this study, pre-
processing is done in two different ways, and the results of the 
two methods are compared. We used five different algorithms 
with RFE and compared the results in Table VII. Likely 
Feature Selection Importance was also thoroughly explained, 
and we used five different methods with RFE and compared 
the results in Table VII. When it comes to data augmentation, 
the goal is to solve problems that arise from an unbalanced 
dataset. The work utilised the SMOTE Oversampling 
technique and conducted a comparison with and without 
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SMOTE Oversampling, with the findings shown in Tables 
VIII and IX. From the result obtained it is clear to know the 
importance of balancing the dataset which improves the 
performance of the prediction models. Overall, the 
comparative analysis focus to specify the importance of the 
data pre-processing which improves the quality of the dataset 
by fine tuning the inconsistent values with mean value, also 
the feature selection techniques using the RFE with different 
classification algorithm helps in finding the suitable attributes 
that are closely associated with disease and finally data 

augmentation roles are in disease prediction. 
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Abstract—Anomaly detection finds application in several 

industries and domains. The anomaly detection market is 

growing driven by the increasing development and dynamic 

adoption of emerging technologies. Depending on the type of 

supervision, there are three main types of anomaly detection 

techniques: unsupervised, semi-supervised, and supervised. 

Given the wide variety of available anomaly detection 

algorithms, how can one choose which approach is most 

appropriate for a particular application? The purpose of this 

evaluation is to compare the performance of five unsupervised 

anomaly detection algorithms applied to a specific dataset from a 

small and medium-sized software enterprise, presented in this 

paper. To reduce the cost and complexity of a system developed 

to solve the problem of anomaly detection, a solution is to use 

machine learning (ML) algorithms that are available in one of 

the open-source libraries, such as the scikit-learn library or the 

PyOD library. These algorithms can be easily and quickly 

integrated into a low-cost software application developed to meet 

the needs of a small and medium-sized enterprise (SME). In our 

experiments, we considered some unsupervised algorithms 

available in PyOD library. The obtained results are presented, 

alongside with the limitations of the research. 

Keywords—Unsupervised anomaly detection algorithms; small 

and medium-sized enterprise; traceability; open-source libraries 

I. INTRODUCTION 

The current societal landscape has seen an increase in the 
quantity and complexity of information processed daily. Such 
increasing use is required for effective management of current 
industrial processes and depends on the data acquired from the 
process itself, data that is cleaned and converted into 
information that can be used to create meaningful 
visualizations, be fed in complex control and prediction 
algorithms, or even stored for future reference and use. 
Moreover, data reliability is paramount. Correct information 
must be used to obtain correct responses from the managed 
processes and incorrect information can lead to inefficiency, 
loss of precision, data, or product that in turn can negatively 
impact the organization's reputation or the bottom line. 

In general, the data is acquired from the process via 
sensors, manually or through automated systems. To eliminate 
acquisition errors, data is sanitized and, if possible, corrected. 
This prevents the propagation of errors further in the system. 
Data that does not meet the criteria for correction may appear 
anomalous compared with its dataset values or regarding the 

median of the dataset. In any scenario, this might indicate 
either erroneous data or valid data signaling a potential 
problem with data acquisition or in the process itself. 
Therefore, isolating anomalous data is an important indicator 
of data health and a promising path in data analysis. 

Anomalies are unexpected instances of deviation from a 
large part of the dataset. Thus, solving them will allow for 
improving the efficiency of the underlying process [1]. In fact, 
according to various studies (e.g., [2]), applications based on 
anomaly detection could help an enterprise detect possible 
issues in time, before they emerge by identifying anomalous 
behavior, thus minimizing the risk of data loss and 
streamlining business processes. Anomaly detection finds 
application in multiple industries and domains, including 
healthcare, finance, manufacturing, construction, logistics, 
cyber security, and many others [3], [4]. There are various 
specific applications of anomalies detection, such as, system 
health monitoring, early detection of sepsis [5], event 
detection, product quality, intrusion detection, energy 
optimization, various real-time applications, to name only a 
few. 

The anomaly detection market is witnessing growth, thus, 
according to [2], “the anomaly detection market size is 
expected to grow from USD 2.08 Billion in 2017 to USD 4.45 
Billion by 2022, at a Compound Annual Growth Rate (CAGR) 
of 16.4%”. This growth is being driven by the increasing 
development and dynamic adoption of emerging technologies 
such as big data analytics, data mining and business 
intelligence, machine learning and artificial intelligence. 

According to scientific literature, there are three main types 
of anomaly detection techniques, depending on the type of 
supervision: unsupervised, semi-supervised, and supervised. 
Essentially, the choice of anomaly detection method can be 
made according to the labels available in the dataset [6]. 

Considering the extensive variety of available anomaly 
detection algorithms, how can one choose which approach is 
most suitable for a particular application? Clearly, performance 
in anomaly detection is a significant factor in algorithm 
selection. Unfortunately, there is no one approach that is best in 
every context and for all domains. Depending on the specifics, 
one algorithm may be superior to the others for a given user or 
dataset. Selecting an appropriate algorithm for a specific 
application is still a difficult design choice [7]. This is even 
more important in traceability systems that must ensure that the 
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product's lifecycle is correct, where the detection of an 
anomaly in the process can have a major impact on the 
production pipeline. However, these workflows can vary from 
company to company, which means that the use of supervised 
learning would imply higher costs to develop a custom model, 
whereas unsupervised learning and more precisely, anomaly 
detection would allow building a model that does not require 
human intervention, does not need prior knowledge about the 
process and, at the same time, can be very dynamic in terms of 
feature selection. 

Reviewing the literature on machine learning-based 
anomaly detection algorithms reveals the diversity of 
algorithms evaluation and comparison approaches used by 
researchers. Consequently, the authors of [7] draw attention to 
the inconsistency in splitting between training and test datasets, 
in the selection of performance metrics and in the threshold 
used to indicate anomalies. Moreover, they point out the 
ambiguity in the definition of the positive class (i.e., the class 
of interest) utilized to evaluate the various models. Because of 
these inconsistencies, the authors find it difficult to understand 
the experimental evaluations presented in different papers [7]. 

To reduce the cost and complexity of a system developed to 
solve the problem of anomaly detection, a solution is to use 
machine learning (ML) algorithms that are available in one of 
the open-source libraries, such as the scikit-learn library [8], 
[9] or the PyOD library [10]. These algorithms can be easily 
and quickly integrated into a low-cost software application 
developed to meet the needs of a small and medium-sized 
enterprise (SME). Once the relevant features considered for 
anomaly detection are selected and pre-processed, the 
integrated algorithms can be applied within the specific 
software application. 

In this paper, we will examine the viability of 
implementing anomaly detection in a traceability system by 
applying unsupervised anomaly detection algorithms. In this 
regard, we will study and compare the performance of some of 
the unsupervised anomaly detection algorithms applied on a 
dataset provided by the information technology (IT) 
department of a small and medium-sized software enterprise. 
We considered some un-supervised algorithms available in one 
of the popular open-source libraries, namely PyOD library. 
This library provides several benefits over comparable existing 
libraries. For instance, it contains more than 20 algorithms, it 
“implements combination methods for merging the results of 
multiple detectors and outlier ensembles which are an 
emerging set of models”, and “all models are covered by unit 
testing with cross platform continuous integration, code 
coverage and code maintainability checks” [10]. These benefits 
have led to its widespread adoption in academic and 
commercial applications [10]. According to [11], [12], the 
GitHub repository has more than 10,000 monthly visitors, and 
more than 6,000 monthly downloads for PyPOD. 

The remainder of this paper is structured as follows. 
Section II provides an overview of machine learning-based 
solutions for traceability domain, methods and algorithms in 
anomaly detection and the evaluated anomaly detection 
algorithms. The methodology we relied on to conduct the 
presented research is also discussed. Section III describes the 

experimental process and results obtained on a real dataset. 
Section IV is dedicated to presenting insights on the 
performance of the algorithms. The limitations and directions 
for future research are presented in Section V. The final section 
provides the concluding remarks of the paper. 

II. MATERIALS AND METHODS 

In this section, we review prior work in terms of machine 
learning in traceability, and methods and algorithms in 
anomaly detection. 

A. Machine Learning in Traceability 

By employing traceability systems, products can have 
better quality, or the workflow can be improved. Thus, this 
concept has been applied in a variety of domains, ranging from 
managing the food supply chain [13], [14] to the automotive 
industry [15]. Moreover, given the high volume of data, ML 
algorithms could be used to analyze and provide relevant 
information that can be used in the decision-making process. 

Given that food safety is a critical concern, traceability has 
been used in this industry in order to follow the process taken 
by perishables to ensure safety and quality. For example, De 
Nadai Fernandes et al. [16] employed three supervised ML 
algorithms to determine the source of bovine meat in Brazil, 
where there was a loss of information during the slaughtering 
or marketing processes. On the other hand, Alfian et al. [13] 
used Radio Frequency IDentification (RFID) tags and Internet 
of Things (IoT) sensors to collect information regarding the 
environment and track when produce would pass through a 
space, for example, a warehouse door. They also employed 
supervised learning to identify the direction of the product and, 
thus, determine whether the products were safely stored. To 
prevent food safety incidents, Wang et al. [14] developed a 
traceability system that ensured quality at each stage of the 
production pipeline by developing supervised ML algorithms 
to determine the quality at each stage and establish the final 
quality, whereas Shahbazi and Byun [17] utilized ML and 
blockchain to detect counterfeits and ensure the validity of the 
expiration dates. 

Sharma et al. [18] reviewed the use of ML algorithms in the 
agricultural supply chain and observed that these algorithms 
were implemented at each step of the production process to 
improve efficiency. For instance, in the preproduction stage, 
ML algorithms were used to predict the harvest, soil properties 
and irrigation management. In the production step, they were 
used to predict the weather, protect the harvest, detect weeds, 
manage animals, and overview the harvest quality. The 
processing step consisted of algorithms used to predict the 
demand and plan the production, while in the distribution 
phase they were used to improve transportation, analyze the 
consumers, and manage the inventory. 

Other domains have also included ML algorithms to 
analyze performance, for instance, in the automotive industry 
[15], or to determine validity in software maintenance for 
traceability link recovery [19]. One important observation is 
the focus on quality control and preventing issues that could 
occur. However, most of the discussed systems used 
supervised machine learning algorithms that need labeled data 
as input, which means that the process must be firmly 
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established, and any change means having to reformat and 
revalidate the training dataset. In this context, we looked at 
unsupervised anomaly detection algorithms that could be 
applied to a more dynamic process to alert the user of any 
abnormalities in the system by using an unlabeled dataset. 

The next sections provide brief descriptions of the 
algorithms used for anomaly detection. 

B. Methods and Algorithms in Anomaly Detection 

Detection of anomalous instances in various datasets is of 
great importance in many processes. Outlier observations, 
records, recorded values, states, and devices can either affect 
the workflow of processes or can induce bias in computed 
values or scores. Removing the outliers is a valid and known 
technique, but the detection of the aforementioned anomalous 
values is not an easy process – especially when the data is not 
identified and tagged [6]. 

Anomaly detection techniques are employed in various 
working domains, but especially in supply chain management, 
where the capabilities of various techniques allow to manage 
complicated processes, using predictive algorithms and other 
use cases. For example, using blockchain technologies in 
supply chain systems allows for novel methods to manage all 
aspects of the process. However, to have a robust data model 
and verification mechanism to ensure the integrity of the 
processes it is required to implement mechanisms to correct 
anomaly signals in the acquired data required in verification 
processes for the business logic involving transactions (both 
resource intensive and critical for the wellbeing of the 
platform) [20], [21] between entities in the platform, for a 
better quality in supply chain management (not only from a 
performance point of view, but also from a security 
perspective). 

In many applications that require anomaly data detection, 
ML algorithms are used to highlight the relevant data for future 
correction, removal, or analysis [22]. Many times, the detection 
algorithms are paired with traditional detection systems, 
usually rule-based, for better performance. In this regard, there 
are various application domains where these types of 
algorithms are used [6]: network security for intrusion 
detection (used for behavior analysis in enterprise settings for 
known and novel threats), surveillance for suspicious moves 
and actions (via visual and audio capture systems) [23], [24], 
detection of fraudulent transactions in banking industry 
(including transactions involving digital goods) [25], [26], 
energy optimization in smart buildings [27], medical smart 
equipment (capable of identification and analysis of anomalies 
to assist in medical diagnosis) [28], [29], and, generally, in use-
cases where anomalous states can appear infrequently enough 
in the operating processes to be properly treated, but pose 
enough dangers to warrant such a system. 

Even in processes that are tied to physical mediums, like, 
for example, nuclear radiation detection [30], telemetry data for 
spacecraft operations [31], traffic patterns analysis [32], sensor 
arrays and IoT systems [33], unmanned ground and aerial 
vehicles detection [34], edge computing systems and novel 
large-scale IT systems [35] or network quality of service 
assurance by using a Greedy algorithm [36] or even genetic 

algorithms [37], such ML algorithms can be used for 
identification of anomalies. Moreover, similar algorithms are 
used in domains like supply chain management, where genetic 
rule-based and graph-based detection methods are employed to 
verify business transactions regarding their validity [20]. 

Anomaly detection domain can be classified in three types 
[6], based on the approach regarding labelling of the dataset 
content: supervised anomaly detection where the training data 
and the test data are fully labelled (in practice this is less used 
given that labelling the data is not always feasible or even 
possible), semi-supervised anomaly detection where the 
training is done on non-anomalous datasets (the anomalies 
being detected when they deviate from the “correct” model) 
and unsupervised anomaly detection that does not require 
labels to classify data (most flexible approach), the distinction 
being made on the internal properties of the dataset. 

As stated in the introduction section, this paper has 
considered the evaluation of several unsupervised algorithms 
for anomaly detection in the context of traceability. According 
to [6], unsupervised anomaly detection algorithms can be 
roughly classified into the following main categories as 
illustrated in Fig.1 (1) Nearest-neighbor based techniques, (2) 
Clustering-based methods, (3) Statistical algorithms, (4) 
Subspace techniques, (5) Classifier-based algorithms. 

In this paper, the evaluated algorithms are part of the first 
three groups. 

Fig. 1. Taxonomy of Unsupervised Anomaly Detection Algorithms 

(Adapted after [6]). 

C. The Evaluated Anomaly Detection Algorithms 

In the following, it briefly presents the five anomaly 
detection algorithms that were evaluated. The k-nearest 
neighbor (k-NN or KNN) algorithm consists of finding the 
nearest neighbors and calculating the anomaly score based 
either on the distance to the nearest neighbor [38] or the mean 
distance to the k nearest neighbors [39]. One of the drawbacks 
of this algorithm is that it detects only global anomalies, an 
issue that was tackled in the Local Outlier Factor (LOF) 
algorithm [40], which was the first algorithm to detect local 
anomalies. The Cluster-Based Local Outlier Factors (CBLOF) 
algorithm [41] uses the grouping to determine the dense areas 
from the data and uses a heuristic to classify the groups, 
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whereas Histogram-based Outlier Score (HBOS) [42] is based 
on statistics and assumes that there are no dependencies 
between the features of the model. One challenge faced by 
clustering algorithms is choosing the number of groups, which 
was addressed by Local Correlation Integral (LOCI) [43] that 
uses a maximization approach. 

The implementation of these algorithms in various software 
libraries, such as the PyOD library [10], facilitates their use in 
the development of software applications for anomaly 
detection. 

D. Performance Criteria 

In this paper, we have examined the possibility of 
employing anomaly detection in a traceability system by 
applying five unsupervised anomaly detection algorithms and 
compared their performance. 

The algorithms evaluated in the considered scenario must 
be analyzed from a performance perspective. Given that not 
necessarily all algorithms can be implemented in the 
traceability platform (for performance reasons), usually the 
best algorithm will be employed in the final product, for best 
performance/accuracy ratio. Alternatively, two or three 
algorithms can be employed in certain circumstances, where 
their performance can compensate for their weaknesses in 
certain datasets configurations or certain limited cases. Thus, it 
is important to establish the performance of the potential 
solution in the given circumstances, including when adjusting 
the settings in the classifier model. 

In this regard, a criterion that is often used to test the 
performance of algorithms in machine learning is the ROC 
curve (Receiver Operating Characteristics) [44]. ROC metric 
will help establish the performance of the model (higher the 
value, better the outcome) by plotting the rate of true positives 
compared (higher is better) with the rate of false positives 
(lower is better) and thus establishing a threshold for the 
performance of the model in classifying the input data [44]; 
this approach is important when deciding between various 
algorithms or when adjusting operating parameters of a given 
algorithm. 

Another important criterion is the accuracy score. In 
performance metrics [45], the accuracy score is the measure by 
which the classifier will offer correct predictions compared 
with the total number of predictions made. Obviously, a greater 
accuracy is a highly desirable behavior of the model. 

Finally, precision @ rank n represents the precision of the 
model up to nth prediction from the total number of predictions 
[46]. This metric helps usually in choosing a better model for a 
given type of problem, given that the goal is to obtain a good 
fit for our algorithm. 

Precision@k = 
truepositives@k

truepositives@k + falsepositives@k
           (1) 

Training time is also an important factor in choosing a 
certain algorithm. Given that the time spent training the models 
can be an expensive proposition (for example in big datasets or 
when the datasets change in time, requiring re-training of the 
model), choosing an algorithm that is faster on training is 
better, as long as the performance metrics are not suffering. 

As highlighted in [7], different splits of the training and test 
data can be used while comparing the performances of various 
algorithms. Thus, decisions have to be made regarding the 
splitting of training and test sets. For anomaly detection, it 
must additionally be decided whether one of these two sets will 
contain normal data, abnormal data, or both. Regardless of the 
decision taken, it must be used in a consistent manner when 
evaluating different algorithms [7]. 

In the next section, we present the considered use case. 

E. Use Case 

In order to perform the proposed comparison of some 
anomaly detection algorithms, we have considered the use case 
of the traceability of different equipment types in an IT 
department Fig. 2 presents the main steps of our process of 
evaluation. 

 

Fig. 2. The Workflow of the Experiment. 

Next, we describe the data pre-processing and applied 
methods. 

To perform the proposed anomaly detection comparison, 
we were provided with a set of data in the form of an Excel 
spreadsheet or a CSV (comma separated values) file that 
contained information regarding the management of equipment 
in an IT department. The spreadsheet was composed of records 
of items that were registered and then assigned to employees. 
There were cases when items malfunctioned, so they were sent 
back to the IT department for repairs and assigned back to an 
employee or had to be scrapped. The file consists of multiple 
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data columns, such as unique ID, date, equipment name, 
equipment type, employee name, status, etc. The dataset 
contained a number of 347 transitions for 130 items with 130 
records for the acquired status, 177 instances of assigning an 
item to an employee for use, 22 cases of sending the item to the 
IT department for repairs, and 18 recorded for items being 
scrapped. It was considered that the data provided was valid 
and could be used for training a machine learning model, and 
that artificial anomalies could be added to the set of data for 
validation. It should be noted that this process can be applied to 
other types of items, regardless of their statuses as this process 
is generic and does not require any previous setup. 

The first step of the pre-processing phase is extracting the 
relevant information, in this case from the Excel or CSV file, 
but other sources, such as databases, can be used. The 
significant attributes are the item unique identifier, and the date 
and status of the item when that record was made. Depending 
on how the data is stored, the status of the item may have a 
variety of formats, ranging from integers to strings. For 
example, we considered the coding of statuses presented in 
Table I. 

Based on the previous coding of the statuses, Table II, 
illustrates the case of a monitor with the ID 132606, which was 
purchased (status with unique ID 1) on January 27th and given 
in use (status with unique ID 3) to an employee the next day, 
on January 28th. On June 25 of the same year, the item 
identified with ID 132606 is sent for repairs. 

The date, and time if available, must have the same format 
and should be converted to a format that would allow for 
simple time difference calculations. Since the provided 
spreadsheet contained only the registration date, it was 
converted to the number of days since January 1st, 1900, in 
accordance with the ISO 8601:2000 YYMMDD format. 

Secondly, to define the item transitions, all data must be 
grouped according to the unique identifier and sorted by date 
inside that group. If time is known, it should also be considered 
in the ordering, and this would be of greater significance in 
situations in which items transition multiple statuses on the 
same day. In our case, after going through these steps, the data 
for an item should reveal how an item was purchased and then 
assigned to employees with some cases where it was sent for 
repairs or was scrapped. A transition is represented based on 
the time elapsed between the current state and the previous 
state in the form of a number of days, or a number of minutes 
or milliseconds (depending on the granularity of the data), if 
the data contained time. The transition token is composed of 
the concatenation of the current and previous status identifier, 
which was defined in the previous step. A sample of the data is 
shown in Table III. 

In this example, if item 132606 was purchased on the 27th 
of January and assigned (status with the three unique ID) to an 

employee on the 28th of January that same year, then this 
transition will be characterized by a one-day time interval, 
resulting from the difference between the two dates, and the 
“13” token, which represents the concatenation of the unique 
identifiers assigned to the status attributes. These will be the 
two features that will be used to train the ML model, which 
were selected as relevant as a result of an analysis of what 
information is critical in a traceability system with the purpose 
of creating a trained model that could point out the incorrect 
transitions. Therefore, mistakes could be made while changing 
the status of an item, for instance, moving a monitor from 
acquired to scrapped would be invalid, whereas if, for example, 
the monitor is left in the in-repair state for a prolonged period 
reveals a different type of issue such as the lack of available 
employees to check the monitor. When an item is added to the 
system and is assigned its first status, the elapsed time should 
be set to zero and the token should consist of the doubling of 
the unique identifier status, in our case, the token for the first 
transition of item 132606 is “11”. If an item starts with a 
different status, then the ML algorithm should be able to signal 
it as an anomaly. 

TABLE I. THE CODING OF THE CONSIDERED STATUSES 

Status Code 

Purchased 1 

Scrapped 2 

In use 3 

Maintenance 4 

TABLE II. SAMPLE OF THE ENCODED DATA RECEIVED FROM IT DEPT. 

Unique item ID Status Date 

132606 1 January 26, 2021 

132606 3 January 28, 2021 

132606 4 June 25, 2021 

132606 3 July 02, 2021 

134338 1 April 29, 2021 

134338 3 May 14, 2021 

134338 2 July 30, 2021 

TABLE III. EXAMPLE OF ITEM TRANSITIONS 

Unique item ID Transition token Timelapse (days) 

132606 11 0 

132606 13 1 

132606 34 148 

132606 43 7 

134338 11 0 

134338 13 15 

134338 32 77 
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The third step before training the models is normalizing the 
data, which in this case was performed using the preprocessing 
scale function from the scikit-learn [9] Python package. 
Normalization needs to be applied to each feature, because 
having overly broad scales could cause issues when training 
the ML model. This is avoided through the fact that the new 
values are smaller and at the same time they maintain the 
general distribution and data ratios, which means that the 
relevant information is preserved. Before applying this step, we 
also added a number of four artificial anomalies consisting of 
invalid transitions, new statuses, and prolonged periods of 
time, which should be signaled by the ML model. The added 
artificial anomalies had to be run through the same scaling 
process as the valid set of data to avoid inaccuracies. We added 
such a small number of anomalies, because, as per their 
definition, anomalies are events that occur rarely. 

To analyze the performance of the applied algorithms the 
data has been formatted and split into a file that contains all the 
valid transitions, a file that contains 80% of the data and four 
artificial anomalies that can be used for training the model, and 
a file that contains the rest of the 20% of the data and other 
four artificial anomalies that can be used as the test data, which 
will be utilized to validate whether the model is overfitted. The 
split between the test and training data is done randomly by 
shuffling the item IDs and then selecting 20% of the IDs and 
their corresponding transitions for the test data. The rest of the 
items are assigned to the training dataset. In addition, when the 
data is split, it should be normalized separately to avoid any 
data leakage. Given that the IDs are separated randomly, this 
means that the data will be split differently when the process is 
run again on the same set of data. 

III. RESULTS 

Next, the results of the training and tests processes for the 
ML algorithms having as input the datasets described in the 
previous section of this paper are presented. To evaluate and 
compare the anomaly detection methods we use the standard 
metrics of precision, ROC and accuracy. Also, it was 
considered the training time for each algorithm. The 
experimental evaluation is conducted on a laptop with i7-
8550U CPU @1.80 GHz x 8, 16 GB of RAM, running Ubuntu 
16.04 LTS. The code is written in Python 3. 

In the experiments conducted, the split of data was 
performed considering normal and anomalous data, both in the 
training and in the testing phase. For the first analysis, we used 
the training dataset that had 80% of the whole data, and the test 
train dataset composed of 20% of the provided information. 
Each set contained the same four artificial anomalies that were 
used for validation. The first set of data was used to train five 
separate anomaly detection algorithms available in the PyOD 
Python package [10] by first initializing them and then 
applying the fit function that received the training set of data. 
This resulted in a list of prediction labels and outlier scores of 
the training data, which we used to compute the accuracy of 
the model based on the training dataset. To evaluate the model, 
the predict and decision_function functions were used, which 
received the test dataset as input, whose results were used to 
calculate the accuracy of the test predictions. Accuracy was 
calculated based on the assumption that the received dataset 
contained only valid records and that there were four artificial 
anomalies. To calculate the ROC and the Precision @ rank n, 
we used the evaluate_print function provided by the PyOD 
library. It was also recorded the time needed to train each 
model. Table IV contains the results of these metrics for the 
analyzed five algorithms. The evaluation results are shown in 
Fig. 3. 

Given that the provided dataset was small, during the 
second analysis the complete dataset was used as the training 
data and some predictions were made based on four cases: 
normal record for item just being added to the system (N1), 
normal record for item being assigned to employee (N2) that 
was taken from the initial dataset, anomaly with non-existent 
states (A1), and anomaly with item assigned to employee but 
with an anomalous time (A2). Before sending these datasets to 
the algorithms for predictions they were processed by using the 
same normalization parameters used for the training set. Table 
V shows the results of training the five algorithms with the full 
set of data and using the previously described cases to validate 
the predictions. The evaluation results are shown in Fig. 4. 

Nevertheless, in a normal setting, the prediction would be 
made based on a model that was trained using the full set of 
data, which could occur right when there is a request to predict 
whether a transition is anomalous or not, if the training is fast 
enough, or periodically, in which case it would contain only 
the records that were registered until the time of training. 

TABLE IV. RESULTS OF ALGORITHM BASED ON TRAINING AND TEST DATASET 

Metric/ 

algorithm 

KNN LOF CBLOF HBOS LOCI 

Train Test Train Test Train Test Train Test Train Test 

ROC 0.9982 0.9786 0.9188 0.5000 0.9657 0.9893 0.9251 0.8429 0.6922 0.9643 

Precision @ rank n 0.7500 0.7500 0.5000 0.0000 0.7500 1.0000 0.2500 1.0000 0.0000 0.5000 

Accuracy (%) 91.45 72.97 90.74 52.70 91.10 82.43 96.44 98.64 88.61 87.83 

Time (seconds) 0.0023 0.0037 0.0699 0.0019 44.8992 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

937 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Experiment Results for the First Analysis: (a) ROC Curve; (b) 

Precision @ Rank n; (c) Accuracy (Expressed as Percentages). 

 

Fig. 4. Experiment Results for the Second Analysis: (a) ROC Curve; (b) 

Precision @ Rank n; (c) Accuracy (Expressed as Percentages); (d) Execution 

Time (in Seconds). 

TABLE V. RESULTS OF THE ALGORITHMS TRAINED ON THE FULL 

DATASET AND VALIDATED BASED ON FOUR PREDICTIONS 

Metric/ 

algorithm 
KNN LOF CBLOF HBOS LOCI 

ROC 1.0000 0.9366 1.0000 0.9712 0.9323 

Precision @ 

rank n 
1.0000 0.0000 1.0000 1.0000 0.0000 

Accuracy (%) 91.73 91.45 91.16 91.73 87.74 

Time 

(seconds) 
0.0042 0.0044 2.5900 2.5399 88.51 

N1 prediction Correct Correct Correct Correct Correct 

N2 prediction Correct Correct Correct Wrong Correct 

A1 prediction Correct Correct Correct Correct Wrong 

A2 prediction Correct Correct Correct Correct Wrong 

IV. DISCUSSION 

In this section we discuss and analyze the results of running 
the five machine learning algorithms, mainly k-NN (k-nearest-
neighbor) - a nearest-neighbor-based unsupervised algorithm 
focused on detection of global anomalies (global relative to the 
dataset) with low computational impact [47], LOF (Local 
Outlier Factor) - a nearest-neighbor-based algorithm able to 
detect local anomalies alongside global ones [40], [48], LOCI 
(Local Correlation Integral) - a nearest-neighbor-based local 
algorithm with increased precision over k-NN but also with 
increased computational complexity [43], [45], CBLOF 
(cluster-based local outlier factor) - a clustering-based global 
algorithm [49] and HBOS (histogram-based outlier score), a 
very fast statistical algorithm almost an order of magnitude 
faster than k-NN [50]. 

By examining the results for the ROC scores from Table 
IV, it can be observed that most of the algorithms had good 
outcomes for the training values apart from LOCI with 0.6922, 
with the best being KNN (0.9982) followed by CBLOF 
(0.9657). On the other hand, the ROC values for the test sets 
show us that not all the models generalized well, for instance, 
the test ROC for LOF was 0.5, whereas HBOS had a lower 
score than the other algorithms with 0.8429. The best results 
were achieved again by KNN (0.9786) and CBLOF (0.9893), 
followed by LOCI (0.9643). 

In terms of the precision @ rank n score, overall, CBLOF 
had the best results (0.75 for training and 1.0 for test) followed 
by KNN (0.75 for both the training and test datasets). Although 
HBOS had a low value of 0.25 for the training set, it had an 
exceptionally good score of 1.0 for the test set, whereas the 
other algorithms had low scores in general with 0.5 and 0.0 for 
train and test, respectively, for LOF, and 0.0 and 0.5 for train 
and test, respectively, for LOCI. 

The accuracy score results revealed that HBOS performed 
the best with 96.44% for training and 98.64% for test with 
CBLOF being second with 91.10% for training and 82.43% for 
test. Even though KNN had a good result for the training 
dataset, 91.45%, it scored lower for the test dataset, 72.97%. 
Albeit having lower accuracy ratings, LOCI had similar values 
for both the train and test sets with 88.61% and 87.83%, 
respectively, whereas LOF had a considerable difference 
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between the test and train scores (90.74% and 52.70% 
respectively), which denotes that the model did not generalize. 

Although the training time would not be a major factor to 
consider if the training is performed daily when there is no 
heavy traffic in the system, it can be still noted that LOCI had a 
significantly higher training time compared to the other 
algorithms. Its training lasted almost 45 seconds even if the 
dataset was relatively small while all the other models had 
times lower than a second, making LOCI definitively not a 
suitable candidate for such a system. 

The second round of experiments displayed in Table V, 
which are closer to a real scenario, revealed some interesting 
results. Firstly, when using the full dataset for training, all 
algorithms had high scores for the ROC values with KNN and 
CBLOF having 1.0 followed by LOF and LOCI that had 
remarkably similar results, 0.9366 and 0.9323, respectively. On 
the other hand, the precision @ rank n was either exceptionally 
good with 1.0 for KNN, HBOS and CBLOF or bad with 0.0 for 
LOF and LOCI. 

The accuracy scores were also higher in general, with KNN 
and HBOS having the same outcome of 91.73% followed by 
LOF at 91.45%, CBLOF at 91.16% and LOCI at 87.74%, 
which had a very similar result to the first experiment denoting 
a consistent pattern in the ability of this model to predict the 
anomalies for this dataset. In terms of the training time, KNN 
and LOF had the lowest results with times under a second. 
However, CBLOF and HBOS had significantly higher times 
(around 2.5 seconds), which can indicate a more rapid increase 
in time given that the training from the first experiment was 
performed on 80% of the data. LOCI still had the highest time 
with 88.51 seconds. 

Regarding the four predictions, two normal cases and two 
anomalies, KNN, LOF and CBLOF correctly predicted all four 
cases, HBOS wrongly detected N2 as an anomaly, whereas 
LOCI was not able to detect the two anomalies. Although 
HBOS had similar results to KNN and CBLOF for the other 
evaluation conditions, it did not perform as well in terms of the 
test prediction. Thus, overall, the best results were achieved by 
KNN followed closely by CBLOF apart for the training time. 

V. LIMITATIONS 

The size of the used dataset is a limiting factor in our work, 
however, even with such a small size we were able to 
demonstrate that anomaly detection can be applied to 
traceability with good results. Nonetheless, having a larger 
dataset could offer more insight, an analysis that could be 
undertaken in future work, where we could also include more 
algorithms in the comparison. The difficulty in creating a 
database for anomaly detection lies in the fact that the results 
will emulate the logic that was used in generating the data, 
thus, it is important to have access to a real dataset. 

In future research, data splitting will be performed 
considering the normal data for training and all anomalous 
samples in the test set. 

In terms of the discussed logic, adding a new process or 
status will automatically result in an anomaly detection. To 
solve this problem, the described logic could be adapted to add 

a threshold, for example, there must be a minimum number of 
products that went through a status in order to send that 
transition to the anomaly detection algorithm. Another option 
would be to check if a generated group has lower elements than 
a set threshold. However, this could also mean that transitions 
that could be anomalous are not sent or are not taken into 
account by model. Handling this issue could be further 
investigated in future work. 

In this analysis, only one process was considered. In order 
to improve the performance of the model, anomaly detection 
should be conducted for each type of process if the company 
workflow has various processes with different statuses. 
Obviously, for training a model there must be a minimum 
number of transitions for each category, which might be 
determined by user input or by involving a user in model 
validation. Once the model was able to properly detect 
anomalies, the threshold could be automatically set for future 
categories. Nevertheless, this could open the door to semi-
supervised learning, which will be investigated in future work. 

VI. CONCLUSIONS 

In recent years, there has been an increase in the number of 
artificial intelligence-based solutions for problems in various 
fields. Anomaly detection is an issue for which there are 
currently several approaches. One of the most widespread 
methods involves the use of ML techniques. 

In this paper, the performance of five unsupervised 
anomaly detection algorithms regarding a traceability dataset 
that contains information on the management of devices from 
an IT department was analyzed and compared. The models 
used with anomaly detection algorithms based on machine 
learning do not require labeled data. Given the importance of 
reproducibility in research, we presented all the information 
regarding the implementation that allow double-checking the 
results and verifying whether they are reliable. By analyzing 
the precision, accuracy, ROC, and time we determine which 
algorithms tend to perform better or worse on the presented use 
case. We have demonstrated experimentally that these 
algorithms can be successfully applied to determine whether a 
new transition is an anomaly with an accuracy of up to 91.73%. 
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Abstract—Brain MRI (Magnetic Resonance Imaging) 

classification is one of the most significant areas of medical 

imaging. Among different types of procedures, MRI is the most 

trusted one to detect brain diseases. Manual and semi-automated 

segmentations need highly experienced radiologists and much 

time to detect the problem. Recently, deep learning methods have 

taken attention due to their automation and self-learning 

techniques. To get a faster result, we have used different 

algorithms of Convolutional Neural Network (CNN) with the 

help of transfer learning for classification to detect diseases. This 

procedure is fully automated, needs less involvement of highly 

experienced radiologists, and does not take much time to provide 

the result. We have implemented six deep learning algorithms, 

which are InceptionV3, ResNet152V2, MobileNetV2, Resnet50, 

EfficientNetB0, and DenseNet201 on two brain tumor datasets 

(both individually and manually combined) and one Alzheimer’s 

dataset. Our first brain tumor dataset (total of 7,023 images-

training 5,712, testing 1,311) has 99-100 percent training 

accuracy and 98-99 percent testing accuracy. Our second tumor 

dataset (total of 3,264 images-training 2,870, testing 394) has 100 

percent training accuracy and 69-81 percent testing accuracy. 

The combined dataset (total of 10,000 images-training 8,000, 

testing 2,000) has 99-100 percent training accuracy and 98-99 

percent testing accuracy. Alzheimer’s dataset (total of 6,400 

images-training 5,121, testing 1,279, 4 classes of images) has 99-

100 percent training accuracy and 71-78 percent testing 

accuracy. CNN models are renowned for showing the best 

accuracy in a limited dataset, which we have observed in our 

models. 

Keywords—Brain MRI; tumor; deep learning; classification; 

transfer learning 

I. INTRODUCTION 

With the advancement of modern science and technology, 
brain diseases are still among the deadliest diseases. Magnetic 
Resonance Imaging (MRI) is a well-known term in the medical 
sector to diagnose cerebral complications. It is used to detect 
brain cells that differ from normal cells. There are some other 
methods such as X-radiation (X-rays), Computed Tomography 
(CT), Positron Emission Tomography (PET), Single-Photon-
Emission Computed Tomography (SPECT), Magnetic 
Resonance Spectroscopy (MRS), etc. are also used for 
diagnosis of diseases. But among all of them, MRI is the most 
popular one to detect problematic cells accurately. MRI is a 
non-invasive and flexible clinical method that investigates the 
conditions of the brain and any other body parts in species [1]. 

It uses magnetic fields and radio waves to generate images. For 
brain MRI, the images are taken from different planes to detect 
the actual area of the problematic cells of both pre-and post-
contrast. Its’ scanned images provide high contrast and high 
spatial resolution images, which helps to understand the 
different characteristics of the soft tissues of a cell. Usually, 
brain abnormalities are easily found by MRI scans. After 
analyzing those images, medical experts can easily identify 
brain disorders such as Alzheimer’s disease, schizophrenia, 
multiple sclerosis, brain tumors, cancer, and degenerative 
diseases [1]. Although, many neurological diseases need 
frequent analysis of the brain, in those cases MRI scan is 
essential. 

In the past, segmentation done by humans was a time-
consuming procedure and could not provide significant results 
[2]. On the other hand, automatic segmentation methods result 
in efficient and precise segmentation. Lately, deep learning 
methods have been given increasing attention due to their 
automation and self-learning techniques. Convolutional Neural 
Network (CNN) is one of the most popular deep learning 
architectures and it has shown outstanding impact on various 
industries, such as medical, electronics, robotics, etc. The main 
advantage of CNN is that it can learn abstract features of the 
image without having preceding acknowledgment compared to 
classical methods. This method is developing daily and has 
achieved numerous appreciations in brain segmentation and 
classification. Precise segmentation of a 2D and 3D image has 
always been a challenging task, and various approaches have 
been proposed for better accuracy in the past. But state-of-the-
art deep learning architectures for image segmentation have 
managed to compute complex 3D models. For these reasons, 
automatic detection and classification are highly demanding 
attributes in the decision-making of medical science. Again, 
CNN models show high accuracy even in limited datasets 
which are also one of the reasons for choosing CNN models. 
As we have used transfer learning, the process has become 
faster. Most of the traditional supervised learning algorithms 
are not supportive of multi-class classifications as well as very 
few experiments have been done on recently developed deep 
learning algorithms for brain MRI classification. Therefore, the 
question remains what is an efficient way to classify brain 
diseases from MR images? Also, a comparison of different 
deep learning algorithms on different types of datasets is 
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missing, which raises the question of how well a model works 
on different types of images. 

The main objective of this study is to find an efficient way 
to classify diseases from brain MRI using deep learning models 
and show a comparative study of them for multi-class brain 
MRI classification problems. Six CNN models which are 
commonly used in classification of brain MRI- InceptionV3 
[3], ResNet152V2, MobileNetV2 [4], Resnet50 [5], 
EfficientNetB0 [6] and DenseNet201 
[7][8][9][10][11][12][13][14][15][16][17][18][19]. We have 
implemented these models on three different datasets- one is an 
Alzheimer’s dataset, and the others are brain tumor datasets, all 
of which are open-access datasets. This study contributes to the 
health sector, where it is crucial to act in a short time in case of 
any emergency. Our study can reduce the time to classify a 
disease from an MR image, which can also lower the 
occurrence of human error. Also, it can reduce the cost for the 
patients. As CNN models are getting developed day by day, we 
could improve our health sector services by finding the most 
efficient one. 

The rest of the paper is organized as follows: In Section II, 
we have reviewed the related paper materials and their research 
analogy. A brief overview of publicly available brain MRI 
datasets, followed by a brain MRI analysis and overview of 
CNN architectures are discussed in Section III. We have 
analyzed the performance of our proposed architecture on three 
publicly available datasets and compared their performance 
with other methods in Section IV. In Section V, we conclude 
the paper. 

II. RELATED WORKS 

Deep learning models are very recent but many research 
works have been done for the classification of brain tissues. A 
method for binary classification of brain tumors is proposed, 
where they took only the region of interest from MRI images 
by using Open source Computer Vision (CV) Canny Edge 
Detection technique and trained a CNN model of eight 
convolutional layers [20]. Multiclass classification of brain 
tumors is proposed by selecting features using Densenet201 
Pre-Trained Deep Learning Model, Entropy–Kurtosis-based 
High Feature Values (EKbHFV), and a modified genetic 
algorithm (MGA), where Cubic SVM classifier is used to 
classify the selected features after fusing using a non-
redundancy-based fusion approach [21]. Again, a CNN model 
of 18 layers is used for cropped lesions, uncropped lesions, and 
segmented lesion images for multiclass classification of brain 
tumors [22]. 

Some works have either pre-trained data or implemented a 
single model. MobileNetV2 is used to classify brain tumors 
with the accuracy of 94% [15], applied ResNet152V2 for 
classifying four types of brain tumors by using various pre-
processing steps to achieve an accuracy of 98.9% [11], and 
used 29 different pre-trained models to classify Alzheimer's 
disease, achieved the highest accuracy of 92.98% by 
EfficientNetB0 [19]. 

In some literature, they have used multiple planes and 
multiple layers to detect the problem. A multi-pathway CNN 
architecture is proposed where the input images are processed 

in three spatial scales: sagittal, coronal, and axial views [23] 
and implemented CNN model with small kernels and neuron 
weight to classify between tumor and non-tumor which 
brought 97.5% accuracy with very low complexity [24]. Some 
works have been done by summing up a few models. Using a 
method where pre-trained models are used for feature 
concatenation, it is found that features from the pre-trained 
model of InceptionV3 and DensNet201 can classify three-class 
brain tumor datasets better than existing state-of-the-art deep 
learning methods [8]. Using five CNN models, they used the 
weighted average of those models to get an accuracy of the 
96% in classifying stages of Alzheimer's disease [12]. By 
removing the last five layers of ResNet50 and adding 8 new 
layers, achieved 97.2% accuracy in classifying brain tumors 
and also used Alexnet, Resnet50, Densenet201, InceptionV3, 
and Googlenet models to classify brain tumors [16]. 

In some, data are pre-processed in different ways, then 
models are applied to them. An automated brain disease 
classification model is created with four main phases, which 
are preprocessing, exemplar deep feature generator, feature 
selection, and classification using a support vector machine 
(SVM) [13]. By using Discrete Cosine Transform-based image 
fusion, which is combined with a super-resolution and 
classifier framework, a CNN model, ResNet50, achieved a 
98.14% accuracy rate on an open-access dataset [18]. 

The literature demonstrates a handful of models which have 
the potential to be used in the brain disease classification 
sector. However, an in-depth analysis of the most popular and 
most efficient models on different types of datasets is not quite 
present in the explored studies. 

In our experiment, we have implemented six different 
models- InceptionV3, ResNet152V2, MobileNetV2, Resnet50, 
EfficientNetB0, and DenseNet201 on two brain tumor datasets 
(both individually and manually combined) and an Alzheimer’s 
dataset to visualize the difference of each model, compare their 
effectiveness by using four different measurements- Accuracy, 
Precision, Recall, and F1-score, and efficiency. 

III. MATERIALS AND METHODS 

A. Dataset 

There is a total of three datasets from three different 
sources, each containing brain MR images of four kinds. Two 
datasets contain three variants of Brain Tumor, while one 
dataset contains three variants of Alzheimer’s. We have 
combined two datasets of Brain Tumor to expand the size of 
the data and reduce biasness. For simplicity purposes, we have 
named the datasets respectively D1, D2, D3, and D4. D1 
represents the Brain Tumor MRI dataset, D2 as Brain Tumor 
Classification (MRI), D3 as the manual combined dataset, and 
finally D4 as the Alzheimer’s Dataset (4 classes of image). The 
datasets are publicly available and collected from Kaggle. 

In Fig. 1, Fig. 2, and Fig. 3, glioma, meningioma, pituitary, 
and no tumor are the variations of brain tumor datasets and in 
Fig. 4, moderate demented, mild demented, non-demented and 
very mild demented are the four different classes of 
Alzheimer’s dataset. The summary of all datasets is given in 
Table I. 
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Fig. 1. Sample Images from D1. 

 

Fig. 2. Sample Images from D2. 

 

Fig. 3. Sample Images from D3. 

 

Fig. 4. Sample Images from D4. 

TABLE I. SUMMARY OF DATASETS 

Dataset Classes No. of Images Total Images 

Brain Tumor MRI 

Dataset (D1) 

No Tumor 2000 

7023 
Glioma 1621 

Meningioma 1645 

Pituitary 1757 

Brain Tumor 

Classification MRI 

(D2) 

No Tumor 500 

3264 
Glioma 926 

Meningioma 937 

Pituitary 901 

Manually 

Combined Dataset 

(D3) 

No Tumor 2500 

10000 
Glioma 2500 

Meningioma 2500 

Pituitary 2500 

Alzheimer’s 

Dataset (D4) 

Moderate 

Demented 
64 

6400 
Mild Demented 896 

Non-Demented 3200 

Very Mild 

Demented 
2240 

B. Preprocessing 

At first, the images are converted into NumPy arrays, 
where each pixel of an image is assigned to a number, 
generating an array for each image. Image Augmentation is an 
important step in image processing. It creates multiple versions 
of one image to increase the size of the dataset. Each version 
has different properties that give more information and a new 
point of view of the image to train. The images are shifted both 
vertically and horizontally between -20px to 20px, randomly 
zoomed in and out by 20%. Then the categorical values are 
converted to numeric values. As there are four classes for each 
dataset, each class is given a numeric value in the range 0-3. 
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C. Transfer Learning 

Transfer learning is a machine learning technique where a 
deep learning model reuses the weights that have been 
generated from a different dataset. The reason for using this 
method is to use the patterns learned from a similar task to get 
a head start to avoid huge computational time and attain the 
best result possible for that model. 

The models used in this experiment have already been 
trained with the ImageNet dataset, which provided us with the 
weights that we can utilize. 

D. Models 

Six deep learning models are used train the datasets, these 
are InceptionV3, ResNet152V2, MobileNetV2, ResNet50, 
EfficientNetB0, and DenseNet201. 

1) InceptionV3: InceptionV3 is the third version of 

Google’s Deep Learning Convolutional Architectures series, 

Inception. It contains 42-48 layers, which include 

convolutions, max pooling, average pooling, dropouts, and 

fully connected layers, and has both symmetric and asymmetric 

building blocks. This model estimates the marginalized effect 

of label dropout during training to regularize the classifier layer 

by changing the label-smoothing regularization (LSR) which is 

defined by, 

𝑞′(k) = (1 − 𝜖)𝛿𝑘,𝑦 + 
𝜖

𝑘
             (1) 

where the uniform distribution 𝑢(𝑘) =  
1

𝑘
 is used in the 

model. 

Also by considering the cross entropy, LSR is 

𝐻(𝑞′, 𝑝) = = (1 − 𝜖)𝐻(𝑞, 𝑝) + 𝜖𝐻(𝑢, 𝑝)           (2) 

LSR prevents the largest logit or unnormalized log 
probabilities from becoming much larger than all others. It 
encourages the model to be less confident as it might cause 
over-fitting and reduce the adapting capability of the model. 
InceptionV3gave more than 78.1% accuracy on the ImageNet 
Dataset [3]. 

2) MobileNetV2: MobileNetV2 has 53 layers, one average 

pool, and around 350 GFLOPs (Floating point operations per 

second). It has two types of convolutional layers: 1x1 

Convolution and 3x3 Depthwise Convolution. It contains two 

main blocks, the Inverted Residual Bottleneck Block and 

Bottleneck Residual Block. 

The inverted residual bottleneck layers are implemented in 
a memory-efficient way to it can be used for mobile 
applications. It builds a directed acyclic compute hypergraph 
G, where the edges are the operations and nodes are tensors of 
intermediate computation. The target is to minimize the total 
number of tensors stored in memory, so it selects the 
computation order Σ(G) which has the minimum memory, 

𝑀(𝐺) =  𝑚𝑖𝑛𝜋∈∑(𝐺)𝑚𝑎𝑥𝑖∈1..𝑛[∑ |𝐴|𝐴∈𝑅(𝑖,𝜋,𝐺) ] + 𝑠𝑖𝑧𝑒(𝜋𝑖)   (3) 

As for graphs with only trivial parallel structure, the 
memory needed to compute graph G is 

𝑚𝑎𝑥𝑜𝑝∈𝐺 [∑ |𝐴| + ∑ |𝐵| + |𝑜𝑝|𝐵∈𝑜𝑝𝑜𝑢𝑡𝐴∈𝑜𝑝𝑖𝑛𝑝
]          (4) 

In the bottleneck residual block, a bottleneck block operator 
𝐹(𝑥)can be represented as𝐹(𝑥) = [𝐴 ◦  N ◦ B]x. As the chain 
of t tensors of size n/t are the inner tensor, the function can be 
written as 

𝐹(𝑥) =  ∑ (𝐴𝑖 ◦  N ◦ 𝐵𝑖)(𝑥)𝑡
𝑖=1             (5) 

When t is a small constant between two and five, this 
method is the most helpful as it can reduce the memory, but 
can still utilize most of the efficiencies of highly optimized 
deep learning frameworks [4]. 

3) ResNet50: ResNet50 is a variant of the Residual 

Network model. It contains 48 convolutional layers, 1 Max 

Pool, and 1 Average Pool layer with 3.8 x 10^9 floating point 

operations per second (FLOPs). 

The convolutional layers have 3×3 filters. The layers have 
the same amount of filters when the output feature map size is 
the same. However, the layers have the double amount of 
filters when the feature map size is half. By following these 
two rules, it performs downsampling. The final layer contains 
an average pool with a fully-connected layer of 1000 nodes 
with a softmax function. The total number of weighted layers is 
34. Based on this network, shortcut connections are inserted 
which turn this network into its counterpart residual version. 
The identity shortcut is defined by 

𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥               (6) 

Equation (6) can be directly used when the dimension of x 
and F are equal. But if the dimensions change, either identity 
mapping is still performed by the shortcut, or the projection 
shortcut is used to match dimensions, defined by 

  𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑊𝑠𝑥                (7) 

For both options, when the shortcuts go across feature maps 
of two sizes, they are performed with a stride of two. By 
replacing each two-layer block in the 34-layer net with a three-
layer bottleneck block, it results in a 50-layer ResNet [5]. 

4) EfficientNetB0: EfficientNetB0 is the base model of 

EfficientNet family. It uses Model Scaling, where the existing 

model is scaled based on model width, depth, and resolution. 

This model introduces a new compound scaling method that 

uniformly scales the width, depth, and resolution to achieve 

better accuracy using a compound coefficient  ∅ . By 

considering depth, 𝑑 = 𝛼∅ , width, 𝑤 = 𝛽∅  , and resolution, 

𝑟 = 𝛾∅, this method is defined as 

𝛼 ∙  𝛽2 ∙ 𝛾2 ≈ 2, where 𝛼 ≥ 1, 𝛽 ≥ 1, 𝛾 ≥ 1            (8) 

For this principle in (8), for any new∅, the total FLOPS 

will increase by 2∅ approximately. EfficientNetB0 is scaled up 
by using the compound scaling method where ∅ is fixed at 1, 
and after doing a small grid search of𝛼 ,𝛽 , and 𝛾 , the best 
values are found to be 1.2, 1.1, and 1.15 respectively under the 
constraint of (8). 
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The model has a total of 237 layers. It consists of five 
different modules which are used in a certain way to create 
each block of the model [6]. 

5) DenseNet201: DenseNet201 is one of the models of the 

DenseNet group. It contains 201 layers, and it is divided into 

Dense Blocks with different filters and the same dimensions 

for each block. The network includes L(L+1)/2 direct 

connections. The output of the previous layer becomes the 

input of the next layer by using composite function operations. 

The transition layer is added between the Dense Blocks, where 

it applies batch normalization using downsampling. The 

growth rate 𝑘 controls how much information should be added 

to the next layer. At layer 𝑙 the growth rate is defined by [7]: 

𝑘[𝑙] = (𝑘[0] + 𝑘(𝑙 − 1))             (9) 

The models are compiled for training by using the compile 
method of Keras Model Training API. The training data is fit 
into the model with 10% validation data, 15 epochs, and a 
batch size of 32. The categorical accuracy of each epoch is 
monitored to find the highest categorical accuracy by following 
(10). 

𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
      (10) 

IV. RESULTS AND DISCUSSION 

A. Result Analysis 

We have implemented six algorithms on four different 
datasets and secured significant results. The maximum 
accuracy for each dataset was obtained by different models. As 
we have used various datasets, so the percentage of the 
accuracy was not consistent in every dataset. 

Our models were trained by using 80 percent of the data for 
training, 10 percent of the training data for validation, and 20 
percent for testing. We have used ImageNet as a pre-trained 
weight in every model and SoftMax for the pre-training 
classifier. We also included some hyper-parameters as well. 

The following figures show how the training and validation 
accuracy/loss fluctuated per epoch in four different datasets for 
the models which gave the best results. The red line represents 
the validation accuracy/loss and the green one is for training 
accuracy/loss. Also, the final results of each of the models from 
different datasets are given in Tables II, III, IV, and V. The 
model with the best accuracy is highlighted in the tables. 

TABLE II. ACCURACY SUMMERY OF D1 

Model 
Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

InceptionV3 100% 97.90% 99.54% 

ResNet152V2 100% 96.50% 98.63% 

MobileNetV2 99.98% 94.58% 98.09% 

ResNet50 100% 98.78% 98.63% 

EfficientNetB0 99.98% 99.65% 99.47% 

DenseNet201 100% 96.85% 99% 

TABLE III. ACCURACY SUMMERY OF D2 

Model 
Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

InceptionV3 100% 98.26% 76.65% 

ResNet152V2 100% 100% 76.90% 

MobileNetV2 100% 92.68% 69.04% 

ResNet50 100% 99.30% 77.16% 

EfficientNetB0 100% 96.17% 81.47% 

DenseNet201 100% 97.56% 78.43% 

TABLE IV. ACCURACY SUMMERY OF D3 

Model 
Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

InceptionV3 100% 98.50% 93.45% 

ResNet152V2 100% 98.38% 93.10% 

MobileNetV2 99.94% 98.75% 94.50% 

ResNet50 100% 98.13% 93.45% 

EfficientNetB0 100% 99.38% 94.35% 

DenseNet201 100% 98.75% 94.10% 

TABLE V. ACCURACY SUMMERY OF D4 

Model 
Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

InceptionV3 100% 99.42% 77.25% 

ResNet152V2 100% 98.64% 71.07% 

MobileNetV2 100% 100% 76.15% 

ResNet50 100% 99.42% 73.50% 

EfficientNetB0 99.98% 99.03% 78.34% 

DenseNet201 100% 99.61% 75.45% 

As we can see different model provides different accuracy 
based on different datasets. In the dataset D1 shown in Table 
II, we have achieved 99.54 percent testing accuracy using the 
InceptionV3 model and the minimum was 98.09 percent using 
MobileNetV2. In the D2 dataset shown in Table III, we have 
secured 81.47 percent testing accuracy using the 
EfficientNetB0 model and 69.04 percent was the minimum by 
MobileNetV2. After analyzing the second dataset we noticed 
that there was no equal distribution among the classes, which is 
why the accuracy might not meet its target. Therefore, we have 
combined D1 and D2 by maintaining the equal distribution of 
the four classes and have generated D3. D3 has received 
improved testing accuracy which is 94.50 percent using 
MobileNetV2 and ResNet152V2 provided its minimal 93.10 
percent shown in Table IV. We have also implemented these 
models on a different dataset which consisted of the images of 
Alzheimer’s disease and the maximum accuracy has been 
received at 78.34 percent by EfficientNetB0 shown in Table V. 
So, we can conclude that InceptionV3, EfficientNetB0, and 
MobileNetV2 these three models are working best CNN 
models so far according to our observation. 
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ResNet models are found to perform comparatively worse 
than other models. It focuses mainly on creating a deep neural 
network model without hampering the accuracy. As a result, it 
takes longer as it has a relatively deep architecture, i.e. more 
parameters to train. Furthermore, having a deep architecture 
can also be the reason for its consistent validation loss. In 
contrast, as we can see in Fig. 5 and Fig. 7 that InceptionV3 
and MobileNetV2 take significantly less time for performance. 
They have divided the convolution layer into two distinct parts. 
Firstly, instead of separately applying the kernel to all the 
channels, they have applied depthwise convolution. It mainly 
applies the kernel to each of the channels individually. 
Secondly, they applied a convolution with one kernel size to 
combine the features of the newly generated channel, which 
directly contributes to the shorter training period. However, as 
it is apparent from our results, it also sacrifices the overall 
accuracy. In contrast to MobileNetV2 and InceptionV3, 
EfficientNet evaluates the scaling part of the neural network. 
Using a compound coefficient, they uniformly scale the width, 
resolution, and depth of the network simultaneously to find the 
best gains. As it is apparent from our results shown in Fig. 6 
and Fig. 8, EfficientNetB0 provides significantly better 
accuracy while taking comparatively less training time. Table 
VI shows the training and prediction time taken by each model. 

 

Fig. 5. Epochs vs. Training and Validation Accuracy/Loss of D2 

(EfficientNetB0). 

 

Fig. 6. Epochs vs. Training and Validation Accuracy/Loss of D1 

(InceptionV3). 

 

Fig. 7. Epochs vs. Training And Validation Accuracy/Loss of D3 

(MobileNetV2). 

 

Fig. 8. Epochs vs. Training and Validation Accuracy/Loss of D4 

(EfficientNetB0). 

TABLE VI. TRAINING AND PREDICTION TIME COMPARISONS 

Dataset Model Training Time (sec) 
Prediction 

Time (sec) 

D1 

InceptionV3 ~ 1480 ~ 8.5 

ResNet152V2 ~ 4033 (Worst Case) ~ 12.8 

MobileNetV2 ~ 895 ~ 4.9 

ResNet50 ~ 1706 ~ 8.8 

EfficientNetB0 ~ 764 (Best Case) ~ 4.2 

DenseNet201 ~ 1387 ~ 5.6 

D2 

InceptionV3 ~ 778 ~ 2.8 

ResNet152V2 ~ 925 (Worst Case) ~ 3.6 

MobileNetV2 ~ 264 (Best Case) ~ 1.4 

ResNet50 ~ 428 ~ 4.7 

EfficientNetB0 ~ 388 ~ 3.1 

DenseNet201 ~ 748 ~ 2.6 

D3 

InceptionV3 ~ 2573 ~ 13.3 

ResNet152V2 ~ 5426 ~ 15.1 

MobileNetV2 ~ 17, 282 (Worst Case) ~ 23.2 

ResNet50 ~ 2275 ~ 9.8 

EfficientNetB0 ~ 1812 (Best Case) ~ 9.4 

DenseNet201 ~ 4020 ~ 15.7 

D4 

InceptionV3 ~ 591 ~ 5.3 

ResNet152V2 ~ 1670 (Worst Case) ~ 10.6 

MobileNetV2 ~ 457 (Best Case) ~ 2.6 

ResNet50 ~ 703 ~ 4.6 

EfficientNetB0 ~ 670 ~ 3.8 

DenseNet201 ~ 1276 ~ 6.3 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

947 | P a g e  

www.ijacsa.thesai.org 

As we know validation of these models is very important to 
prove our performance for this research purpose, we have used 
some metrics to do so- precision, recall, f1 score, and 
confusion matrix. The mathematical notations of these terms 
are given below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
         (11) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
          (12) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
          (13) 

The confusion matrices in Fig. 9 to 12, and the evaluation 
results calculated by (11), (12), and (13) in Tables VII, VIII, 
IX, and X of the models with the best results from each dataset 
are shown below: 

 

Fig. 9. Confusion Matrix of D1. 

TABLE VII. EVALUATION RESULT OF D1 (INCEPTIONV3) 

Class Precision Recall F1-Score Accuracy 

Glioma 0.99 1.00 1.00 

1.00 
Meningioma 1.00 1.00 1,00 

Pituitary 0.99 0.99 0.99 

No Tumor 1.00 0.99 0.99 

 

Fig. 10. Confusion Matrix of D2. 

TABLE VIII. EVALUATION RESULT OF D2 (EFFICIENTNETB0) 

Class Precision Recall F1-Score Accuracy 

Glioma 0.78 1.00 0.88 

0.81 
Meningioma 1.00 0.42 0.59 

Pituitary 1.00 0.82 0.90 

No Tumor 0.72 0.98 0.83 

 

Fig. 11. Confusion Matrix of D3. 

TABLE IX. EVALUATION RESULT OF D3 (MOBILENETV2) 

Class Precision Recall F1-Score Accuracy 

Glioma 0.98 0.85 0.91 

0.94 
Meningioma 0.88 0.99 0.93 

Pituitary 0.94 0.98 0.96 

No Tumor 1.00 0.95 0.97 

 

Fig. 12. Confusion Matrix of D4. 

TABLE X. EVALUATION RESULT OF D4 (EFFICIENTNETB0) 

Class Precision Recall F1-Score Accuracy 

Moderate 

Demented 
1.00 0.42 0.59 

0.78 
Mild Demented 0.87 0.51 0.65 

Non Demented 0.81 0.88 0.84 

Very Mild 

Demented 
0.72 0.77 0.74 
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B. Performance 

For comparison purposes, we have mentioned different 
types of models and their accuracy percentages in the relevant 
sector. 

TABLE XI. COMPARISON TABLE WITH OTHER MODELS 

Serial Model Dataset Size Accuracy (%) 

1. DCT-CNN-ResNet50 [18] 70,220 98.14% 

2. ELM-LRF [25] 220,875 97.18% 

3. 
Multiscale Convolutional 

Neural Network [23] 
3,264 97.30% 

4. 
Multiclass SVM cubic 

classifier [21] 
335 99.8% 

5. InceptionV3 [10] 411 85% 

6. ResNet152V2 [11] 7,023 98.90% 

7. MobileNetV2 [15] 2,475 94% 

8. EfficientNetB0 [19] 6,400 92.98% 

9. InceptionV3 (Our model) 7,023 99.54% 

10.  EfficientNetB0 (Our model) 3,264 81.47% 

11. MobileNetV2 (Our model) 10,000 94.50% 

12. EfficientNetB0 (Our model) 6,400 78.34% 

From Table XI, we can see many other studies have used 
CNN models as well. In [11], the author found the highest 
accuracy of 98.90% by the ResNet152V2 model, where we 
have managed to use IncpetionV3 to achieve 99.54% using the 
same dataset. However, our EfficientNetB0 model did not 
outperform the model used in [23] and [19], where both 
datasets were identical. Although for other models all of us did 
not use the same dataset, we cannot compare the accuracy for 
every model (e.g., [26]) entirely. 

C. Challenges 

The study uses deep learning models, which is a very time-
consuming procedure even with the help of transfer learning. 
The amount of data was not enough, generating some 
difficulties while getting a better result. Also, the use of 
medical datasets introduced its’ own challenges, because this 
sector has an extreme restriction on the time limit and the 
results have to be monitored as accurately as possible, as the 
application of these models in actual medical settings is 
expected in the future. 

V. CONCLUSION 

Our goal was to find which CNN model or models can 
provide the maximum result. That is why we have 
implemented six models in four datasets of different types. Our 
datasets were not large enough to study in this field and not all 
datasets are suitable for every algorithm, which resulted in 
different accuracy in different datasets with the same 
algorithm. As we are using medical data, it is challenging to 
predict exact results, yet we have secured a remarkable 
accuracy of 99.54 percent. In medical science, time is one of 
the most crucial factors for any emergency. Therefore, by 
implementing the most promising CNN models, we can be able 
to analyze brain MRI images straight away. Mostly in our 

country, doctors try to identify the types of tumors manually as 
well as any other brain diseases, so the risk of the occurrence 
of human error is high. Sometimes patients would have to use 
high-priced diagnostical methods to find the types of the 
disease. Health-related issues are way too sensitive, hence any 
type of mistake is unacceptable. Therefore, this study could 
save time and cost, and most importantly could save lives. 

By using the most prominent model, we can develop 
software that can be used to detect a tumor or any other disease 
in an instant. We have only worked with brain MRI images, in 
the future, we would like to work with different types of MRI 
images as well. 
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Abstract—Network intrusion detection is a key step in securing 

today’s constantly developing networks. Various experiments 

have been put forward to propose new methods for resisting 

harmful cyber behaviors. Though, as cyber-attacks turn out to be 

more complex, the present methodologies fail to adequately solve 

the problem. Thus, network intrusion detection is now a 

significant decision-making challenge that requires an effective 

and intelligent approach. Various machine learning algorithms 

such as decision trees, neural networks, K nearest neighbor, 

logistic regression, support vector machine, and Naive Bayes have 

been utilized to detect anomalies in network traffic. However, such 

algorithms require adequate datasets to train and evaluate 

anomaly-based network intrusion detection systems. This paper 

presents a testbed that could be a model for building real-world 

datasets, as well as a newly generated dataset, derived from real 

network traffic, for intrusion detection. To utilize this real dataset, 

the paper also presents an ensemble intrusion detection model 

using a meta-classification approach enabled by stacked 

generalization to address the issue of detection accuracy and false 

alarm rate in intrusion detection systems. 

Keywords—Intrusion detection system; IDS dataset; stacking 

ensemble ids; stacking; security; ensemble learning 

I. INTRODUCTION 

With the exponential growth of network-based applications 
globally, there has been a transformation in the business models 
of organizations [1]. Cost reduction of both computational 
devices and the Internet have led people to become more 
technology dependent. As a result of the increasing use of 
computer networks, new risks have emerged [2]. Therefore, the 
process of enhancing the speed and precision of security 
mechanisms has become crucial. Although abundant new 
security tools have been developed, the rapid evolution of 
malicious actions continues to be a demanding matter, as their 
ever-evolving attacks continue to create huge threats to network 
security [3]. Classical security techniques—for instance, 
firewalls—are used as a first line of defense against security 
problems but remain unable to detect internal intrusions or 
adequately provide security countermeasures [4]. Thus, network 
administrators tend to rely predominantly on Intrusion Detection 
Systems (IDSs) to detect such network intrusive actions. 

During the past decade, it has become clear that the trend of 
using the cloud services model in preference to the old on-
premises model is increasing rapidly for many reasons [5]. For 

instance, the unique utilization/charging models offered by the 
cloud provider that gives customers the flexibility to adjust their 
expenses easily, based on their needs. Scaling processes would 
consume much more time, effort, and expense without the cloud 
model. With the cloud model, the Capital Expenditure (CapEx) 
is reduced to the minimum or removed. These elements are 
taken care of by the cloud provider, which reduces the time to 
market (TTM) of the services and facilitates hunting market 
opportunities. With these merits, and many more, adopting the 
cloud model enables the customer to focus on service 
development rather than infrastructure management, which 
helps in achieving customer satisfaction and maximizing 
revenue. However, using the cloud model comes with many 
implications and consequences, especially on the security side 
of the model. One such implication is the huge increase in the 
number of machines exposed to the Internet since the 
management of those remote servers, hosted over the cloud, by 
legitimate users, entails enabling remote access to the servers, 
which increases the number and kind of vulnerabilities that can 
be exploited by the attackers. 

With the advances in the field of machine learning, studying 
the malicious traffic patterns and the attacker`s behavior for the 
purpose of developing detection and mitigation/reduction 
algorithms has become a hot area of research [6]. A vital 
building block of most of the machine learning techniques is the 
dataset that is used either in the training phase in case of 
unsupervised learning or the training and testing phases in case 
of supervised learning. Due to the significance of the dataset (as 
shown later), many studies have been devoted to generating such 
a dataset using different techniques and setups [7]. 

Most of the time, the datasets used in different studies 
depend on a simulated dataset due to the lack of publicly 
available real datasets of the network attacks [8]. This is mainly 
attributed to the fact that organizations are usually hesitant to 
publicly share technical information with others about their 
computing assets, such as applications, network layout, or other 
information that can be extracted/guessed from a dataset. Doing 
so risks exposing confidential and sensitive data about the 
organization's computing assets from security and business 
perspectives and costs a lot more than taking the risk of sharing. 
Another reason for the scarcity of real datasets is that they would 
reveal valuable information about the organization’s Intrusion 
Detection System (IDS) if the machine learning algorithm is 
trained on the same dataset, and this could help intruders to 
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bypass it. Although resorting to a simulated dataset seems to be 
a good solution, it could result in less accurate algorithms when 
applied in real-world systems [9]. Aside from being simulated 
or real, attack datasets used for machine learning models have a 
conceptual problem, which is the imbalance issue since the 
attacker would be trying to hide his traffic in the normal user 
traffic. Another shortcoming in the existing datasets is that most 
of them are a bit outdated, and most of the efforts focus on the 
attacks, but not the pre- or post-attack (attacker`s behavior). 

This paper produces a new network intrusion dataset based 
on real network attacks on up-to-date cloud-based infrastructure. 
It also offers an adaptive ensemble classifier model, which 
integrates the advantages of different Machine Learning (ML) 
classifiers for diverse kinds of attacks and achieves best results 
using ensemble learning. The proposed model uses a meta-
classification method based on stacked generalization for 
network IDS. The advantage of ensemble learning is combining 
the predictions of numerous base estimators to expand 
generalizability and strength over that of a single estimator. 

II. RELATED WORK 

A. Dataset 

The effectiveness of any study, or the accuracy of any 
algorithm that uses a dataset, greatly depends on the dataset 
quality in terms of both being correctly labelled and being up to 
date and able to capture the latest attacks [10]. Also, the more 
data instances there are in the dataset, the greater the accuracy 
of the experiments and the generalizability of the model. 
Network attack datasets are constructed by system logs, network 
logs, network flows, and memory dumps. A novel technique 
called generative adversarial networks is used to train a 
generator to create the dataset [11]. The dataset could be built 
using real or simulated data. The work of one group of 
researchers [12] provides a comprehensive overview of the 
existing datasets by analyzing 715 research articles. They focus 
on three aspects: the origin of the dataset (e.g., real-world vs. 
synthetic), whether datasets were released by the researchers or 
not, and the types of datasets that exist. They conclude that 
56.4% of the datasets are generated via experiments, while 
36.7% are real data. Also, 54.4% of the studies use existing 
datasets, while the rest created their own, and only 3.8% of them 
released their datasets. In another research project [13], the 
authors provide a comprehensive overview of the most used 
available datasets. Based on their research, the main limitations 
of the current datasets can be summarized as follows: 

 Some of the datasets are old, so they do not help with the 
recent types of attacks. 

 The dataset is not labeled, making it useless for training 
supervised machine learning models, unless manually 
labeled, which can be cumbersome. 

 The dataset is limited to specific types of attacks or 
targets specific applications, reducing its generality. 

 The dataset is small and does not contain enough data to 
generalize the trained model. 

 The dataset contains redundant data, which could lead to 
biased models. 

 The dataset is completely generated in the lab, making it 
less representative of the real-world attacks. 

 The dataset consists of an imbalanced amount of attack 
data and benign traffic. 

To address the above limitations, one study [14] proposed a 
dataset approach called CIDD (Cloud Intrusion Detection 
Dataset) for masquerade attacks. They developed a log analyzer 
and correlator system to parse and analyze the data from the 
network. These parsed data are fed to the log analyzer and 
correlator for processing and marking. The analyzer correlates 
the user audits in network and host environments using user IP 
and audit time. Then it assigns user audits to a set of VMs 
(Virtual Machines) according to their login sessions time and the 
characteristic of the user task. Finally, it uses the attack and 
masquerade tables provided by the MIT group to mark the 
malicious records. The drawback of this dataset is that it lacks 
the representation of real network traffic as well as actual attack 
simulations. Moreover, it is outdated for the adequate evaluation 
of modern IDSs on current networks, regarding types of attacks 
and the network infrastructure. 

In other research [15], the researchers developed a testbed to 
generate their dataset. The testbed is composed of different 
machines in a Windows domain and each machine has different 
types of agents to collect logs and send them to the logger. These 
machines also have scripts to enable the simulation of some 
types of attacks, pushed by the logger server, as well as the 
generation of the normal traffic. The logger server is equipped 
with the necessary applications to play different roles. Examples 
of these are an elastic search to collect logs from the whole 
system, a Mitre Caldera Server to simulate various types of 
attacks using the installed agents on the hosts, an IDS Suricata 
for identifying network attack signatures in traffic that is used 
for labeling the dataset, and others. Unfortunately, the proposed 
testbed also does not represent real-world network traffic and 
lacks the actual attacks representation. 

B. Stacking Ensemble IDS 

Ensemble learning based methods apply collections of ML 
procedures to obtain higher predictive performance than could 
be obtained from one classifier [16]. The core idea of ensemble 
methods is to combine several classifiers to exploit the power of 
each single algorithm used to obtain a more powerful classifier. 
Ensemble learning methods are mainly helpful if a problem can 
be split into subproblems so that each subproblem can be 
assigned to one module of the ensemble. Depending on the 
structure of the ensemble approach, each module can include 
one or more of the ML algorithms. During network attacks, 
because the signatures of different attacks are distinct from each 
other, having different sets of features as well as different ML 
algorithms to detect different types of attacks is preferable. A 
single IDS cannot address all types of input data or identify 
different types of attacks [17, 18]. Many researchers have shown 
that a classification problem can be solved with high accuracy 
when using ensemble models instead of single classifiers [19, 
20, 21, 22]. 
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III. REAL CLOUD-BASED DATASET 

A. Dataset Collection Setup 

To collect real attack traffic, a testbed was built on AWS 
(Amazon Web Services) and was run for 10 days between the 
8th and the 18th of March 2021. The system consists of three 
main subsystems: the Sensors, which is used as a decoy to lure 
the adversaries to try the system, The Collector, which gathers 
the data from different sensors, and the Visualizer, which parses, 
analyzes, searches, and extracts the collected data. 

1) The sensors subsystem: Sensors are servers that are 

intentionally exposed to the public network, pretending to offer 

something interesting for the attacker. A lot of effort has been 

made to create such technology leading to what is known as a 

honeypot [23]. Which is a data framework asset whose esteem 

lies in unauthorized or unlawful utilization of that asset, which 

means that honeypots derive their values from the threats using 

them [24]. Honeypots, as a security approach, differ from 

firewalls and intrusion detection systems in the sense that they 

are implemented somewhere in the network intentionally with 

the hope of attracting hackers. If they are built the right way, 

with the right precautions, then the more they are attacked and 

the smarter those attacks are, the more valuable the honeypots 

are. A honeynet is a collection of high interaction honeypots on 

a tightly controlled and highly monitored network. A honeypot 

can be one of the three types: 

 Low-interaction honeypot - This kind of honeypot gives 
the intruders the illusion that the system is running some 
services so that it has no risks and requires fewer 
resources, but it is easily discovered by the attacker [25]. 

 Medium interaction honeypot - This kind is a little more 
interactive as it simulates some services and enables the 
attacker to run commands on the system [25]. 

 High interaction honeypot - This kind can be a separate 
network of real running services for the sole purpose of 
deflecting the attacker from the actual services, 
collecting his data, and studying his behavior. It requires 
more resources and can be risky, but the collected data 
can be more valuable [26]. 

Besides using the honeypots as decoys to capture the 
attacker's data, they can also be of great value to trick and deflect 
the adversaries from the actual system, giving the administrators 
of the attacked system more time to harden the system and apply 
the necessary patches. In real enterprise systems, honeynets can 
be deployed either before or after the organization`s firewall. 
When deployed before the firewall, they allow the most 
exposure to as many attacks as possible. On the other hand, they 
can be deployed behind the firewall for two reasons: first, to 
capture internal attacks originating from inside the organization 
by those who are trying to do things they should not be doing. 
This is important since internal traffic usually does not go 
through the firewall. Second, to give an early alert that the 
organization`s firewall or IDS might need to be tuned after it was 

successfully evaded by some non-legitimate attacker. In this 
experiment, the sensors subsystem is built as a honeynet of six 
honeypots to collect data from the attackers. Different honeypots 
have different purposes and run/simulate different services. In 
this section, a brief description of each honeypot is given. 

 Dionaea: a low-interaction honeypot that captures attack 
payloads and malware. Dionaea listens on many 
different protocols, e.g., blackhole, epmap, ftp, http, 
memcache, mirror, mqtt, mssql, mysql, pptp, sip, smb, 
tftp, upnp. 

 Cowrie: a medium/high-interaction honeypot that 
emulates SSH and Telnet services and gives the intruder 
the illusion of interacting with a real system and hence 
captures his actions against the system, e.g., commands 
and downloaded files. It works by running a fake 
filesystem with the ability to add/remove files where a 
full fake filesystem resembling a Debian 5.0 installation 
is included. It allows the addition of fake file contents so 
the attacker can “cat” files, such as /etc/passwd. Cowrie 
also gives the attacker the ability to download and upload 
files using wget/curl or sftp/scp and saves files 
downloaded for later inspection. 

 Conpot: a low-interaction honeypot that is designed to 
work as a server-side industrial control system (ICS). 

 AMUN: another low-interaction honeypot designed to 
capture malware that exploits server-based 
vulnerabilities. AMUN simulates a lot of protocols like 
RDP, SMP, telnet, FTP, and more to emulate many 
vulnerabilities e.g., Buffer Overflow, Buffer Overrun, 
and Stack Overflow. 

 Snort: a honeypot, but it is used in this project as a sensor 
for the traffic. Snort is an intrusion prevention system 
that was developed by Cisco, who opened its source and 
made it available to the community. 

 P0f: a tool that utilizes an array of sophisticated, purely 
passive traffic fingerprinting mechanisms to identify the 
players behind any incidental TCP/IP communications 
(often as little as a single normal SYN) without 
interfering in any way. P0f can recognize the operating 
system, measurement of system uptime, distance, and 
link type. 

2) The collector subsystem: We used Modern Honey 

Network (MHN), a central server for the management and data 

gathering of honeypots [27]. MHN is the brain of the testbed as 

it facilitates the deployment of honeypots by wrapping all the 

necessary software for each honeypot in a script, collects data 

from sensors, and enables integration with the visualizer, as 

well as providing a RESTful API for integration with 3rd 

parties. 

As shown in Fig. 1, MHN composed of two main 
components: 
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Fig. 1. MHN Server Architecture. 

3) Lightweight authenticated publish-subscribe protocol 

(hpfeeds). It has a simple wire-format so that everyone is able 

to subscribe to the feeds with their favorite language in very 

little time, so it is used as the landing point from all the 

honeypots, and as a data source for three other system 

components: 

a) Honey map, which is a fancy map to show the 

geographical location of live attacks from some types of 

honeypots like Dionaea. 

b) Hpfeeds-logger is a simple utility for logging hpfeeds 

events to files compatible with Splunk and ArcSight. 

c) Mnemosyne provides immutable persistence for 

hpfeeds. It also provides normalization of data to enable sensor 

agnostic analysis and exposes this normalized data through a 

RESTful API. 

4) MongoDB is a general-purpose, document-based, 

distributed database used to store all the indexed data feed from 

Mnemosyne. The Mongo database is used as the data source for 

two other system components: 

a) Web app, which is the basic built-in visualization 

component of MHN unless a more complex analysis is needed 

by a 3rd party like Splunk. 

b) 3rd party API, which provides an API interface for 3rd 

party integration. 

We built a testbed that consists of six sensors running 
different honeypots and one server running MHN and Splunk 
services. The honeypot servers were running on an AWS free 
tier t2-micro instance type, while the MHN & Splunk servers 
were running on a t2-medium instance during data collection, 
upgraded to t2-large instance type during data analysis and 
extraction. 

5) The Visualizer: With the large amount of data collected 

by the sensors, it was better to use a third-party application to 

handle the data instead of the MHN built-in web app. Splunk is 

used in this project, but MHN also supports integration with 

ArcSight software. 

Splunk is a software platform to search, analyze, and 
visualize the machine-generated data gathered from the 
websites, applications, sensors, and devices that make up the IT 
infrastructure and business. Splunk is a great tool when it comes 
to the processing of a huge amount of data, as it can provide real-
time processing and accept any data input format, e.g., csv, and 
JSON. It can also be configured to give alerts about the 
machine’s states and predict if resource scaling is needed. To 
make integration with other systems easy, Splunk has the 
concept of apps that are an extension/addon of Splunk 
functionality. This gives the developers of any applications, e.g., 
MHN, who want to use Splunk the ability to develop their own 
application with a customized user interface and visualization 
dashboards to serve a specific need. They may then upload it to 
the Splunk marketplace (splunkbase) to make it available for the 
Splunk community. This makes it easy for the users to integrate 
those applications with Splunk by just importing the application 
extension into Splunk, and occasionally doing a few setup steps 
like licensing and data source configuration. For MHN, there is 
an app with the same name that can be downloaded from the 
splunkbase. 

B. The Dataset Collection Results 

After the data was collected from the sensors by the MHN 
server and sent to Splunk for analysis and visualization, we used 
the Splunk query language, Splunk processing language (SPL), 
to extract the datasets. Table I summarizes the total amount of 
the collected data using the sensors subsystem, as well as the 
data collected per each sensor. In the section below, we present 
a sample of the dataset, a distribution of the data across the 
collection period, and a summary of the collected data per 
sensor. 

By implementing a testbed hosted on Amazon’s AWS cloud, 
we ran an experiment for 10 days and collected different attacks 
on different services. Using the data collected by different 
sensors, we created a real network attack dataset comprising 
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many interesting features that can be used to profile the attacker, 
e.g., source/destination IPs, source/destination port numbers 
(attacked service), ssh version, operating system name and 
version, link type, usernames and password tried by the attacker, 
tcp flags, ip ttl, and many more. A full list of the extracted 
features is shown in Table II. The dataset obtained can be used, 
or can be a seed, for a dataset that solves most of the common 
issues in the currently available datasets. It is real-world data by 
design, up-to-date, and can be kept up to date easily by running 
the testbed during specific periods. It can automate all the post-
processing operations needed to get a ready dataset, thanks to 
the use of visualizers and query languages. The dataset 
represents different types of attacks and can easily represent 
more by deploying more honeypots. 

Based on a 10-day experiment, the most attacked service was 
server message block (SBM), which might make sense as this 
service is used by the WannaCry attacks that have been 
spreading and active since 2017. SSH service comes second in 
the most attacked services as the attacker tries to exploit the lack 
of awareness of some users that use the default or weak 
credentials. The common username, “admin,” was the most tried 
username and “password” came second as the most tried 
passwords, while the less expected, “nproc” (a bash command 
to get the total number of cores/threads on the machine) was the 
most tried password. The most used operating system by the 
attacker was Linux version 3 or later, while Windows came next, 
which makes sense as a lot of the hacking tools used are Linux-
based, e.g., Kali. Although most of the attacks originated from 
the United States, it might or might not accurately reflect the 
actual attacker`s location since a serious attacker might be using 
compromised machines to mount his attacks. These could be 
located anywhere, or be using any cloud-hosted machines, 
which the US has most. The data showed that the top attacking 
single IP was in Panama and generated around 34,000 attacks 
during the 10 days. The most used command is “uname,” which 
is used to get the operating system type, kernel version, and 
other information that is necessary to determine the suitable 
attacking scripts and tools. The second and the third most used 
commands are “echo” which is used to show whatever argument 
is used after it and “which ls” to get the full path of the “ls” 
command. The two commands might not be meant for actual use 
but just to check if this is a real system or a trap. This is good to 
know as it can guide the honeypot developers toward which 
commands, they need to simulate for a more deceptive 
honeypot. 

TABLE I. TOTAL COLLECTED DATA 

Sensor 
Total 

Collected 

Distinct 

SRC 

Distinct SRC 

DEST_Port 

Distinct SRC 

DEST Port 

SRC_Port 

Dionaea 177,000 10,000 72,000 158,000 

P0f 369,000 24,000 108,000 212,000 

AMUN 245,000 9,000 10,000 228,000 

Cowrie 58,000 1,243 1,243 45,000 

Snort 108,000 6,200 53,000 67,000 

Conpot 3,780 444 444 544 

Total 960,780 50,887 244,687 755,544 

TABLE II. THE FULL LIST OF EXTRACTED FEATURES 

# Feature Name Description 

1 _time time of traffic capturing 

2 app honeypot captured the traffic 

3 dest dest ip 

4 dest_port dest port 

5 dionaea_action 
either Dionaea honeypot accept or reject the 

connection 

6 direction 
the direction of the captured traffic either in 
or out 

7 eth_dst the dest mac address 

8 eth_src the source mac address 

9 host Splunk server ip or hostname 

10 ids_type the type of the used ids  

11 ip_id the packet id 

12 ip_len packet length 

13 ip_tos packet type of service 

14 ip_ttl packet time to live 

15 linecount the number of lines of the captured traffic 

16 p0f_app protocol used by P0f for fingerprinting 

17 p0f_link 
the connection type at the attacker side like 

modem or dsl 

18 p0f_os 
the operating system of the machine 

generating the attack 

19 p0f_uptime how long since the attacking machine is up 

20 protocol tcp or udp 

21 sensor id assigned by MHN per honeypot 

22 severity severity rank of the attack 

23 signature the signature of the attack as matched by snort 

24 snort_classification a number given by snort to classify the traffic 

25 snort_header the rule header 

26 snort_priority assigns a severity level to rules 

27 source input data source (needed by Splunk) 

28 sourcetype input data type (needed by Splunk) 

29 splunk_server Splunk ip or hostname 

30 src attack src ip 

31 src_port attack source port 

32 ssh_password 
password used by the attacker trying to get 

ssh access 

33 ssh_username 
username used by the attacker trying to get 
ssh access 

34 ssh_version attacker ssh client version 

35 tcp_flags 
indicate a particular connection state or 
provide additional information 

36 tcp_len packet length 

37 timeendpos 
at which byte into the event the timestamp 
ends 

38 timestartpos at which byte the timestamp starts 

39 transport transport protocol type tcp or udp 

40 type honeypot event type 

41 udp_len packet length 

42 vendor_product name of the honeypot that captures the traffic 

43 _raw raw (not parsed) event 
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Analysis of the collected data showed some interesting 
findings for each sensor. Dionaea not only listens on the opened 
ports but also allows the attacker to download and upload files. 
Fig. 2 shows a list of the top downloaded binaries expressed as 
their MD5. It is worth noticing that the same files came from 
different sources. Splunk`s MHN application also adds a fast 
method to scan those files against different antiviruses via Total 
Hash and Virus Total websites. By clicking on the link, a web 
page will open automatically, search for the file, and show the 
scanning results, as shown below in Fig. 3. Fig. 4 to 8 show the 
most often attacked ports in different sensors. Fig. 9 shows the 
top link types, and Fig. 10 shows the operating systems. Fig. 11 
shows the top URLs that were used by the attackers to download 
scripts, and binaries used to mount their attacks. Fig. 12 shows 
the top SSH versions, Fig. 13 shows the most used 
user/password pairs, and Fig. 14 shows the most often used 
attack commands. Fig. 15 shows the top attack types captured 
by Conpot. 

IV. STACKING ENSEMBLE IDS 

This section presents an ensemble learning model using a 
meta-classification method enabled by stacked generalization. A 
newly generated dataset that was captured from real network 
traffic was used for experimentation. Observed results indicate 
that the proposed stacking ensemble can generate superior 
predictions having 95% accuracy. 

A. Methodology 

As illustrated in Fig. 16, the stacking model comprises base 
and metaclassifiers—namely, Neural Networks (NN), k nearest 
neighbor (KNN), Decision Tree (DT), and Support Vector 
Machine (SVM), respectively. 

Authors in [28] illustrated that the integration of a set of 
single algorithms leads to optimum predictions. Stacking or 
stacked generalization is a concept proposed by Wolpert [29]. 
Several ML algorithms define their subjective biases on a 
learning set, ultimately filtering out biases. The implementation 
of a stacked model involves two kinds of sub-models, base (level 
0 classifiers) and metamodels (level 1 or meta). The main logic 
of a stacking model lies in using the metaclassifier to predict the 
samples by studying the level 0 classifiers. Yan and Han [30] 
illustrated the great advantage of using the stacking models. 
They have stated that stacking can enhance prediction accuracy 
while working with unbalanced datasets. A study [31] was 
conducted to emphasize the application of AI-based classifiers. 
The researchers in that study explained that ensembles were able 
to adapt to the robust behaviors of malicious and normal traffic 
effectively. Algorithm 1 shows the entire classification process 
implemented in the classification framework involving multiple 
classifiers. 

B. Data Pre-processing and Feature Selection 

Pre-processing was utilized to handle different data found in 
the dataset. To eliminate noise, and fix inconsistencies found in 
the data, a statistical transformation tool is needed. In our 
proposed work, missing data and outliers were compensated for 
by making the distribution normal. However, lost values rely on 
singular features. While some features can be assigned zero as a 
missing value, others are assigned zero as an actual value where 
binary data are considered. To maintain such predicaments, 
consideration of relevant features that guarantee ideal 
expectations is essential. Thus, an integration of hashing and 
information gain (IG) was applied to extract the maximum 
desirable features. Feature scaling was also utilized to assure that 
those features possessing a greater numeric range did not 
dominate the ones in smaller numeric ranges. The dataset has 
many features but not all appear to be important. Consequently, 
only 11 features were chosen from the dataset. The fundamental 
features were assigned weights to prioritize them, and only the 
best features were extracted. The dimensionality of the features 
was reduced using a hashing approach. The chosen features are 
direction, eth_src, host, protocol, src, src_port, ssh_version, 
tcp_flags, tcp_len, type, and udp_len. 

C. Classification 

The methodology to actualize the classification system 
included the application of different classifiers to resolve the 
basic complexities of information found in both packet-based 
and flow-based datasets. 

Fundamentally, KNN count on a distance function that 
calculates the similarity or variance between two network 
occurrences found in the datasets under consideration. 

The Euclidean distance d(x, y) can be calculated by via the 
following equation: 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 –  𝑦𝑖)2𝑛
𝑖=1             (1) 

where xi is the ith feature of the instance x, while yi is the ith 
feature of the instance y, and “n” is the whole number of features 
found in the dataset. Let C = C1, C2, C3, . . . C p. There are “p” 
labels in the dataset. Let “x” be the new sample to be predicted. 
The objective of KNN classifier is to determine “k” vectors that 
are close to x. If most of the vectors belong to class Cm, then x 
will be assigned the class label Cm. 

The radial basis function (RBF) is a preferred kernel function 
for many classification problems in ML. The following equation 
defines the RBF: 

            (2) 
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Fig. 2. Dionaea Top Captured MD5Binaries. 

 

Fig. 3. Scanning Results for a Malware File. 

 

Fig. 4. Dionaea Top Attacked Ports. 

 

Fig. 5. P0f Top Attacked Ports. 
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Fig. 6. AMUN Top Attacked Ports. 

 

Fig. 7. Snort Top Attacked Ports. 

 

Fig. 8. Most Attacked Ports. 

 

Fig. 9. P0f Top Link Types. 
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Fig. 10. P0f Top Operating Systems. 

 

Fig. 11. Cowrie Top URLs. 

 

Fig. 12. Cowrie Top SSH Versions. 

 

Fig. 13. Cowrie Top Users/Passwords. 
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Fig. 14. Cowrie Top Attack Commands. 

 

Fig. 15. Conpot Captured Top Attack Types. 

 

Fig. 16. Stacking Ensemble Model. 
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Algorithm 1: Stacking Ensemble Strategy. 

 
Algorithm 1 shows the whole classification process 

implemented in the classification framework involving multiple 
classifiers. 

D. Results and Discussion 

The quality of any IDS can be measured by four performance 
metrics: true positives (TP), true negatives (TN), false positives 
(FP), and false negatives (FN). 

To accurately value the performance of the proposed 
approach and assure the results acquired from the stacked 
ensemble model, both binary and multiclass classification 
results are given in this section. Table III depicts the results 
acquired upon classifying the network instances of the dataset 
into either attack or normal. Moreover, to test the predictions and 
to assure that the models do not overfit, mean training accuracy 
(MTA), mean training precision (MTP), and mean training 
recall (MTR) values are also mentioned in Table IV. 

The NetFlow traces found in the dataset contain genuine 
background network traffic for a substantial duration of ten days. 
As per the confusion matrix presented in Table V, all seven 
attack types found in the dataset were distinguished perfectly 
aptly by the stacking classifier. 

The proposed ensemble model could identify the occurrence 
of SSH scan attack in the foremost effective way. In order to 
show reliable results, performance metrics like precision and 
recall were also considered in addition to accuracy. Recall is the 
ability of the intrusion detection model to correctly locate the 
positive instances, where precision is the model's capability to 
locate the percentage of positive instances that were identified 
correctly. 

Table VI shows that the false alarm rate is extremely least 
regarding all attack classes, which is a signal that the general 
effectiveness of the proposed ensemble model is very good. The 
ROC curve also is shown in Fig. 17. 

TABLE III. BINARY CLASSIFICATION RESULTS 

Accuracy Precision Recall F1 score AUC FAR (%) 

0.94 0.96 0.93 0.95 0.99 5.2 

TABLE IV. TRAINING RESULTS OBTAINED BY 10-FOLD CROSS 

VALIDATION 

Fold 

Number 

Training 

Accuracy 

Training 

Recall 

Training 

Precision 

1 0.9289 0.9142 0.9488 

2 0.9299 0.9129 0.9520 

3 0.9239 0.9101 0.9469 

4 0.9278 0.9102 0.9500 

5 0.9301 0.9109 0.9531 

6 0.9319 0.9129 0.9480 

7 0.9430 0.9040 0.9481 

8 0.9258 0.9089 0.9519 

9 0.9290 0.9140 0.9479 

10 0.9260 0.9110 0.9509 

 MTA: 0.9285 MTR:0.9115 MTP: 0.9497 

TABLE V. CONFUSION MATRIX OF ALL THE 7 ATTACK TYPES 

 0 1 

SSHscan 
0 0943204 05809 

1 07824 091829 

UDPscan 
0 0891295 016466 

1 018477 0121338 

Spam 
0 0932187 09632 

1 013268 093589 

DOS 
0 0936949 013311 

1 09348 089968 

Scan 
0 0927854 011710 

1 010253 099759 

Blacklist 
0 0940476 09738 

1 08962 089420 

DDOS  
0 0927785 014583 

1 060303 046915 
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TABLE VI. CLASS-WISE PERFORMANCE 

Metri

c 

Blac

klist 

Spa

m 

Sca

n 

SSH

scan 

UDPs

can 

DO

S 

DD

OS 

Ove

rall 

Recal

l 

0.99

18 

0.98

597 

0.98

907 

0.990

56 

0.979

7128 

0.99

012 

0.93

897 

0.98

09 

Preci

sion 

0.99

40 

0.98

988 

0.98

859 

0.989

76 

0.981

8808 

0.98

703 

0.98

557 

0.98

81 

FAR 
0.00
54 

0.00
62 

0.01
02 

0.009
3 

0.014
7 

0.01
17 

0.01
30 

0.01
01 

Accu

racy 

0.98

71 

0.97

826 

0.98

001 

0.982

18 

0.966

6758 

0.97

934 

0.92

954 

97.1

9% 

 

Fig. 17. ROC Curve. 

V. CONCLUSION AND FUTURE WORK 

This paper has presented an ensemble methodology based on 
a newly generated dataset that was extracted from real network 
traffic. The extensive dataset that has been created provides 
valuable benefits for training ML models to detect current attack 
types efficiently and accurately. This is because it overcomes 
most deficiencies of the present available datasets and covers 
most of the essential standards with common updated attacks. 
Moreover, the produced dataset is fully labeled and includes 
different network traffic features that are extracted and 
calculated for all normal and intrusion flows. 

To utilize the created dataset, we presented an adaptive 
stacking ensemble learning model that integrates the advantages 
of different ML algorithms for diverse kinds of attacks and 
achieves optimal results through ensemble learning. This 
combines the predictions of several base estimators (i.e., NN, 
KNN, DT, and SVM) to accelerate the processing speed and 
improve scalability with a larger amount of network traffic data. 
The experimental results have shown that the ensemble model 
was able to enhance the classification accuracy, increase the true 
positive rate, and decrease the false positive rate. The real 
dataset provided can help cybersecurity researchers and firms to 
better understand the recent networking environment traffic, and 
traits of recent attacks, in order to better detect and prevent them. 
It can also help law enforcement and digital forensics teams in 
investigating cyberattacks. The proposed ensemble model can 
also be utilized with the provided dataset as a training dataset to 
detect and classify potential network attacks. This can help 
service providers, like cloud service providers, to monitor and 
improve their infrastructure. 

This work can be expanded in the future to cover more 
and/or new attacks by collecting more networking traffic in 
different environments such as the Internet of Things networks, 
fog, etc. In addition, we can investigate the effectiveness of the 
ensemble model against such new networking traffic and 
suggest different features and tuning for every type of 
environment. More experimental analysis and a complete 
comparison with literature would be considered as well. 

VI. DATA AVAILABILITY 

The dataset generated in this work is publicly available and 
can be accessed from this link. https://www.researchgate.net/ 
publication/356809493_Towards_A_Holistic_Efficient_Stacki
ng_Ensemble_Intrusion_Detection_System_Using_Real_Clou
d-based_Dataset. 
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Abstract—Author attribution is the field of deducing the 

author of an unknown textual source based on certain 

characteristics inherently present in the author’s style of writing. 

Author attribution has a ton of useful applications which help 

automate manual tasks. The proposed model is designed to 

predict the authorship of the Kannada text using a sequential 

neural network with Bi-Directional Long Short Term Memory 

layers, Dense layers, Activation function and Dropout layers. 

Based on the nature of the data, we have used stochastic gradient 

descent as an optimizer that improves the learning of the 

proposed model. The model extracts Part of the speech tags as 

one of the semantic features using the N-gram technique. A 

Conditional random fields model is developed to assign Part of 

the speech tags for the Kannada text tokens, which is the base for 

the proposed model. The parts of the speech model achieve an 

overall 90% and 91% F1 score and accuracy respectively. There 

is no state-of-art model to compare the performance of our model 

with other models developed for the Kannada language. The 

proposed model is evaluated using the One Versus Five (1 vs 5) 

method and overall accuracy of 77.8% is achieved. 

Keywords—Authorship attribution; Bi-Directional Long Short 

Term Memory; machine learning algorithms; parts of speech; 

stylometry features 

I. INTRODUCTION 

Authorship Attribution (AA) finds the hidden patterns in 
an author’s writing to identify the author of an unknown text. 
Not much work has been done for the same, especially for the 
texts in the Kannada language, which is a popular Indian 
regional language. The authorship attribution system works 
primarily to predict the probability of mapping the article to its 
author. Authorship attribution is a field with significant 
applications and a long history to present a solution to the 
same. Recent works in this domain for foreign languages have 
proven to be a powerful automated tool but in Indian regional 
languages, the absence of a state-of-the-art method leaves 
scope for improvement and research. Advancements in 
Machine learning techniques, Natural Language Processing 
(NLP) and Artificial Intelligence (AI) have helped in 
developing a model for author attribution by learning the 
distinct features in the author's writing style. 

Kannada, the state language of Karnataka, belongs to 
India, is rich in literature and culture and the Kannada-
speaking people are spread around the globe. Text processing 
is a challenging one. Deep learning algorithms [1] like 
Bidirectional Encoder Representations from Transformers, a 
transformer based model and a hybrid model [2] composed of 

Recurrent Neural Network (RNN), Long Short Term Memory 
(LSTM), and Gated Recurrent Unit (GRU) proved effective in 
text classification. 

Text Classification necessitates a significant amount of 
time spent analyzing the contents [3]. Several parameters like 
large vocabulary, semantic ambiguity, and words having 
meaningful relationships are used to classify the text. 

Now-a-days text processing in Kannada is rapidly 
growing, AA can be found useful in predicting the ownership 
of a Kannada disputed text like threat letters, suicidal notes, 
literature work and so on. As per our knowledge, the proposed 
work is a novel approach. Till now no significant work has 
been carried out in the Kannada language on the authorship 
attribution of digital text. One can find a few works which 
emphasize handwriting analysis [4] so there is a lot of scope in 
this field, especially in the local languages. There are two 
main approaches to authorship attribution: Profile and 
Instance based approaches. The former is mainly suitable for 
short article samples and the latter is employed for lengthy 
articles. The proposed model uses a profile-based approach, 
in which the features are extracted from short samples to 
create an author’s profile and then trained and tested with deep 
learning networks. To test the owner of a Kannada 
handwritten document, the handwriting styles [5-6] like 
cursive line, font size, the thickness of line, formation of 
characters, spaces between characters and words, and so on 
are considered but when the text is digital, then different 
parameters have to be used for the comparisons, these 
parameters are referred as Stylometric features. Stylometry 
features are those special features used to extract a person's 
writing style like lexical features, which include a total 
number of words/sentences/ special symbols/ usage of nouns 
and vocabulary richness, etc. Semantic features like POS tags 
and content-based features etc. 

In our previous works [7-8], two AA models were 
developed based on lexical and syntactic features using 
classification algorithms and the N-grams technique 
respectively and observed that these models predict the 
probability of authorship pretty well. In the proposed work, 
semantic features are extracted using POS tags. Deep learning 
techniques are popular for many NLP applications. From the 
survey, it is found that Deep learning networks combined 
with N-gram is an efficient technique for many text processing 
applications and it improves the performance of a model to a 
great extent. Bidirectional Long Short Term Memory (Bi-
LSTM) is the process of constructing a neural network that can 
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store a sequence of information in both directions forward 
(future to past) and backward (past to future). Inputs run in 
two directions in a bidirectional LSTM, which distinguishes it 
from a conventional LSTM. 

The process for training and testing the proposed model 
using BI-LSTM is shown in the diagram below. The primary 
objectives for developing this model are: 

 To extract semantic features of an author. 

 To develop a Kannada POS tagger. 

 To develop the Kannada AA model using deep learning 
techniques. 

 Performance comparison of the proposed model with 
other languages models. 

Fig. 1 shows the process of AA, the input to this model is 
the cleaned labeled Kannada dataset, quality features like POS 
and N-grams are extracted from this, which are later trained 
with machine learning models like Bidirectional LSTM and 
during the testing phase the anonymous text is questioned and 
the model predicts the most suitable author for the text. 

 

Fig. 1. Authorship Attribution Process. 

Contributions 

 The proposed work focuses on predicting the 
authorship of an anonymous Kannada text. 

 The AA model accuracy mainly depends on the quality 
features, apart from extracting lexical features, 
semantic features are also extracted using the POS 
model, for this a POS tagger for Kannada tokens using 
the CRF model is developed. 

 The work demonstrates the implementation of deep 
learning techniques like Bidirectional LSTM and using 
POS and grams approaches to perform AA task. 

 The proposed work considers 50 authors of 500 
documents and the overall accuracy of 77.8% is 
achieved. 

II. LITERATURE SURVEY 

A survey will help us to analyze different techniques and 
methodologies explored by different researchers for 
Authorship attribution. This section will describe the same. A 
detailed survey on AA is done in [9], the authors described 
different dimensions of Authorship analysis including 
authorship prediction, verification, the importance of 
Stylometry features, ML algorithms and Deep learning 
techniques on AA. This work serves as a prerequisite for a 
researcher to start his work in the AA domain. Authors in [10] 
have explored an Instance based AA using deep learning 
based Artificial Neural Network on the Arabic Language. 
ANN (the proposed solution) produced an accuracy of 75.46% 
compared to 68.85%, 69.78%, 69.64%, and 69.78% attained 
by SVM, RF, DT and BNB respectively. Authors in [11] have 
explored a Cross-domain AA using Character sequences, 
Word uni-grams, and POS-tags features. Both the first and the 
second model extracts char 6-gram and 3-8-grams 
respectively. The third model was composed of content-based 
features based on POS tags. The results on the evaluation 
corpus are significantly lower and the three models seem to be 
overfitting. A different technique called Life-Like Network 
Automata for AA tasks is explored in [12]. This research 
represents network modeling texts as network automata 
(LLNA) with dynamics based on Life-Like rules. The LLNA 
method searches the whole rule space for an optimal solution 
to one problem. The best results were obtained with a partial 
lemmatization process, suggesting that this procedure is more 
adequate than just lemmatizing all words when text networks 
are used as the underlying model for this task. 

Instance based and Profile-based approaches based on 
ensemble strategy to maximize the outcome by combining the 
probabilities of different feature sets by using SVM are 
discussed in [13]. AA task experiments on four different 
languages, researchers have also employed SVM with linear 
kernel and RBF kernel, K-nearest neighbors with K=3, and 
Random Forest and obtained an F1 score of 68%. Deep 
learning techniques proved to be very effective for AA tasks. 
Extracting the lexical features of an author and calculating 
projection for each file to predict the authorship [14] was 
found to be interesting. The result of the average projection 
shows similarities between the main author file and the 
summary file of each author. To recognize the true author of 
anonymous text written in the Russian language using deep 
learning networks is discussed in [15]. Authors have Extracted 
33 to 5000 features and then trained and tested them using 
SVM and other NN features like optimizing algorithms, 
dropouts, loss function and various activation functions. SVM 
performed well with 96% average accuracy compared to a 
Deep neural network with 93% accuracy. 

A convolution neural network based authorship model for 
the Bengali language is demonstrated in [16], authors have 
considered 6 author’s 350 samples, and character level pre- 
trained embedding called fastText gives maximum accuracy 
of 98%, this work proves that pre-trained embedding 
outperforms compared to the non-pre-trained embedding of 
the text. The pre-trained models like BERT, Embeddings from 
Language Models(ELMo), Universal Language Model Fine-
tuning and generation Generative Pre-trained Transformer -2 
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based authorship prediction on cross domain has been 
demonstrated in [17], a multi-headed classifier and DEMUX 
layer is created to handle different classifiers, BERT and 
ELMo outperform with more than 90% accuracy compared to 
other language models. Stylometry features play a vital role in 
the AA task, authors in [18] have explored a new technique of 
generating human-like sentences using a neural network and 
then various linguistic features are extracted to predict the 
authorship. the proposed model with an accuracy of 97.2% 
can predict the true author successfully. 

AA for a very lengthy corpus is a tedious job, using a 
reduction model [19], the size of the candidate authors can be 
reduced. Doc2Vec reduction was found to be efficient 
compared to other models used for reduction. It is observed 
that Reduction in the candidate authors set and the corpus 
didn’t significantly affect the performance of the AA model. 
Reduction of authors set with a minimum of 10% and a 
maximum of 90%, the model achieved 99% and 50% accuracy 
respectively. Lexical feature extraction is easy compared to 
semantic or content based features, but semantic features are 
more realistic. Researchers in [20] developed a content based 
model for AA by considering authors from different domains 
and also datasets with different genres. The proposed model 
learns the sentences from POS tags and the system is trained 
and tested with RNN, the model was able to achieve 
maximum accuracy of 78% accuracy on the PAN dataset. AA 

on Persian historical and literary works is explored in [21]. 
The authors have used a modified four parts of deep 
convolutional neural networks architecture and attention 
mechanism. The model outperforms other approaches with 
72.59% accuracy. 

Authors [22] have tried to predict the owner of the e-mail 
which has some dispute contents, a user with fake mail ids can 
write unacceptable contents that may damage the reputation of 
a person/ company. Prediction is mainly based on reasonable 
hypotheses; authors have strived to develop a mathematical 
model to successfully address this problem by combining the 
Analytic Hierarchy Process with SVM. Experimental findings 
demonstrate that the accuracy is greater than 95%. 

In the proposed work Syntactic features are extracted from 
Kannada articles to understand the author’s writing style. The 
basic concepts of POS tagging and the different methodology 
to implement it is discussed in [23]. Authors have served the 
complete POS tagging information for beginners to carry out 
research in this domain. They concluded that deep learning 
algorithms are more powerful compared to traditional methods 
for the English language. 

The authors used deep learning methodologies [24] like 
RNN and LSTM to assign POS tags to the annotated Kannada 
words and achieved 81% accuracy. The limitation of this work 
is in getting the clear dataset in the required format since the 
same words are spoken and written in different ways due to 
this one word can have different inflections. This leads to 
ambiguity in assigning the POS tags. 

The authors have explored both the Hidden Markov chain 
method and conditional random fields algorithms [25] to 
assign POS tags to the Kannada words. They achieved 79% 
and 84% for both methods respectively. The model suffers due 

to cross domain dataset that is a dataset with different 
categories. 

POS tags are assigned after analyzing each word in the 
text, authors have demonstrated POS tagging [26] using 
machine learning algorithms and deep learning algorithms. 
One of the machine learning algorithms SVM outperforms 
deep learning techniques with 85% accuracy. The lack of a 
clean dataset is the only demerit in this work. 

Markov chain algorithm again proved to be efficient for a 
small Kannada dataset [27] of 18,000 words. researchers 
achieved 95% accuracy but their performance declines as the 
dataset increased. 

Sindhi is one of the oldest languages and not much work 
have been done in the field of text processing [28], authors 
have designed rule based approach to assigning POS tags and 
they were able to assign POS tags successfully on 624 words. 
Performance comparison has not been focused on since there 
is no state of art models available for this language. 

A large volume of data is flowing over the twitter media, 
and analyzing the data based on their POS tags are 
experimented with by the researchers [29]. They have used 
various classification algorithms to efficiently assign the POS 
tags to the Malay corpus. SVM yields a maximum accuracy of 
95% compared to other algorithms. This approach can be 
implemented for various categories of Malay words. 

Authorship attribution becomes a very important issue in 
today’s time due to the increase in identity theft crimes. The 
text domain is in ranges from science, art, to philosophy-
related texts. It is observed from the survey that, feature 
extraction plays a huge role in finding the source of a text 
(Lexical, Semantic and Syntactic features). Language Models 
(word/ character) and vocabulary of an author also are 
important parameters in performing the AA task. Few 
researchers have experimented on both Instance and Profile-
based approaches for both global languages and a few Indian 
local Languages which include short and long texts. For the 
majority of the AA tasks, the deep learning technique [23] 
proved to be efficient but can’t be claimed as a standardized 
technique since ML algorithms also outperformed well for 
other data samples. 

There is a research gap in this domain for the Kannada 
language and this can be used as an opportunity by the 
interested researchers. 

III. METHODOLOGY 

The overall description of the proposed work is given 
below: 

1) Let A be the author set {ai, ai+1,….an}. 

2) Let D be the document set {di,di+1,…dn} written by 

the author ai, such that di€ ai. 

3) Let S be the sentences in a document di S= {si, 

si+1,…sn} such that si €di. 

4) Let T be the set of POS tags T={ti,ti+1,….tn} for a 

sentence created using the CRF algorithm such that T€si. 

5) The model extracts semantic features using N-gram 
technique as {t1,t2,t3}….{ti,ti-1, tn}where it is a POS tag €T. 
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6) Let At be the anonymous text during the testing phase, 

the authorship model extracts the POS features of the At and 

compares them with the extracted features and predicts the 

probability of a true author. 

A. Dataset Source and Collection 

The primary source of the dataset is the internet, from that 
we selected articles from the Kannada blogs/ websites, e- 
articles, e-books from Kannada Sahitya Paritshath which is a 
government-based website and also from other popular 
Kannada websites. Few authors have contributed their articles 
based on the request. Totally 500 documents from 50 authors 
have been considered. It is a cross-domain dataset that each 
author has written articles on various categories which 
include: Life skills, philosophy, folk, children’s stories, 
politics and sports. The proposed work is implemented based 
on the POS and sequence model. The AA is based on the POS 
tagging to extract the hidden semantic meaning of the text, 
since there is no open access POS tagging application 
available on the internet, we created a POS model [24], and 
the summary of the overall implementation is briefed below: 

 Preprocess the dataset by tokenizing the documents 
(articles/stories/poems) of each author and creating an 
array of sentences. 

 Pass the tokens to a POS tagger developed using the 
CRF model [25,26]. For the sake of better results, the 
number of parts of speech is reduced and more 
generalized, then run the bag of words code into the 
POS tagger and assign a tag to each word. 

 Created embedding vectors, since the model 
understands only the numbers, not the text. 

 Designed a sequential neural network with two LSTM 
layers, dense layers, activation and dropout layers. 

 Train and test the model by running each document 
sentence-wise. 

POS tags are assigned to all the tokens of the author’s 
samples, this gives information about the semantic structure of 
the language that is the author’s usual way of using words to 
form a sentence. This knowledge helps the model to 
understand the context of the Kannada words used in a 
sentence. A word can have different meanings so different 
POS tags [27,28], the tagger in this case will help a reader to 
understand the correct meaning of the words based on the 
tags. The proposed work uses a CRF classifier for assigning 
the POS tags to the Kannada tokens. The overall 
implementation of POS tagging in the proposed work is given 
in Fig. 2. 

 

Fig. 2. Working Flow of POS Authorship Model. 

B. Document Parsing 

Document parsing, the first stage consists of three distinct 
steps. 

 Parsing the text document: To build a POS tagging, a 
separate dataset prepared by the International Institute 
of Information Technology (IIIT), Hyderabad (IIIT 
Hyderabad LTRCMT-NLP Lab) is used for training 
and testing the POS model and Kannada scripts are 
encoded in the UTF-8 format. Each document will 
have to be read in the same format to preserve the text. 
PDF files were not used because no existing tool 
parsed PDF files with Kannada text in them. The text 
documents parsed act as the raw source on which 
various pre-processing steps are carried out: 

 Data cleaning: The raw text extracted from the parsing 
stage is analyzed to check if there are any English 
words present in them. This stage is executed using the 
understanding of the range of Kannada words in the 
UTF-8 encoded format and regular expression. 
Attempts to remove the stop words were made but not 
considered for the final evaluation as they would prove 
to be important in POS detection. 

 Tokenization: The text after the previous stage is 
tokenized into indexes so it can be used later. This 
process is carried out using out-of-the-shelf methods 
provided by the Keras API tokenization method. OOV 
token is used to make sure non-existent words in the 
dictionary can be marked during model evaluation. 
Sample output for the same is shown in Fig. 3. 
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Fig. 3. Sample Tokenized Kannada Words from the Article. 

C. Normalize Sentences 

Once the data is parsed and cleaned for POS tagging. 
Normalizing the sentences on the other hand is used to 
preprocess the dataset used to train the POS model [11]. The 
dataset used for POS training comes in HTML format and 
thus, HTML tags (start tags, end tags, new line and 
parentheses) are removed to bring the data into raw text 
format. The raw text is then preprocessed to create a tag set 
where an index and a Part of Speech are attached to each word 
in a sentence. The first word of the sentence has index one 
and the index keeps increasing until a delimiter is found. The 
first word of the next sentence starts with index 1 again. This 
tag set contains complex parts of speech attached to each 
word. To reduce the number of classes for the classification 
model, we reduce the part of speech to its roots (11 categories: 
noun, verb, pronoun, intensifier, conjunction, adjective, 
demonstrative, quantifier, adverb, particle and punctuation). 
Table I shows the corresponding labels used in the datasets for 
various POS tags and Fig. 4 shows the output of the POS 
tagger. 

 

Fig. 4. POS Tagging for the Tokenized Words. 

D. Creating the embeddings 

The identified tokens are used to create a word embedding 
matrix using the off-the-shelf Language Tokenizer [12]. This 
produces a 1*400 vector for each word and an embedding 
matrix is created by stacking the vectors of each word based 
on their index from the tokenizer. Language_tokenizer( ) 

returns two vectors for certain words as it recognizes the root 
word and the suffix as two different words. The root word is 
assumed to have the maximum importance and is retained 
while the vector for the suffix is discarded. This gives a 
27046*400 dimensions word embedding for the entire 
dictionary which is used as the first layer in the Sequence 
model. 

TABLE I. KANNADA POS TAGS 

Sl. No POS tags in Kannada Label 

1 
ನಾಮಪದ 

 Noun 
NP-Noun 

2. ಸರ್ವನಾಮ Pronoun PR 

3. ಕಿ್ರಯಾಪದ MainVerb V_ _VM_ _VF 

4. ತೀರಿ್ಗೊಳಿಸುವಿಕೆ intensifier RD_ _INTF 

5.  ಸಂಯೀಗ conjunction CC_ _ CCS 

6 ವಿಶೇಷಣ adjective JJ 

7 ಪಿದರ್ವಕ Demonstrative  DM DMD 

8 
ಪರಿಮಾಣಕಾರಕ 

Quantifier 
QT_ _QTC 

9 
ಕಿ್ರಯಾವಿಶೇಷಣ 

adverb  
RB 

10 ಕಣ Particle  RP_RPD 

11.  
ವಿರಾಮಚಿಹೆ್ನ  

Punctuation 
RD_PUNC 

E. Create POS Tagging 

The tag set generated in the normalize sentences section is 
used here. Each word in the POS tag set is processed to 
contain some features to use in the classification algorithm. 
The features considered are: 

 The word itself. 

 The length of the word. 

 First 4 letters of the word. 

 First 3 letters of the word. 

 First 2 letters of the word. 

 Last 4 letters of the word. 

 Last 3 letters of the word. 

 Last 2 letters of the word. 

 Is the word a punctuation.. 

 Surrounding information 

o If the word is not the first word, the above 

mentioned features of the previous word. 

o If the word is not the second word, the features of the 

word that are two positions behind. 

o If the word is not the last word, above mentioned 

features of the next word. 

o If the word is not the last second word, the features of 

the word are two positions ahead. 
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The above features combined with N-gram predict the 
POS tag for a word based on the POS of the previous and the 
next word of that given word. 

The performance of the POS tagger is given in Table II. 
With the proposed POS model, 91% accuracy is achieved. 

TABLE II. PERFORMANCE OF THE PROPOSED POS MODEL 

POS tags Precision Recall F1 Score Support 

N 0.843 0.956 0.896 614 

V 0.955 0.922 0.938 502 

RB 0.444 0.316 0.369 38 

CC 0.901 0.839 0.869 87 

RD 1.000 0.997 0.998 317 

JJ 0.806 0.532 0.641 47 

DM 0.927 0.905 0.916 42 

RP 0.647 0.333 0.440 33 

PR 0.964 0.931 0.948 350 

PSP 0.333 1.000 0.500 1 

QT 0.913 0.808 0.857 26 

Micro average 0.910 0.911 0.910 2057 

Macro average 0.794 0.776 0.761 2057 

Weighted average 0.909 0.911 0.907 2057 

Final F1 score on 

the test dataset 
0.9066 

Accuracy of the test 

dataset 
0.9101 

The proposed POS model's performance is compared with 
those of other models identified during the survey. We were 
able to achieve a decent accuracy of 91% accuracy and a 90% 
F1 score since the model employs a clear dataset. The 
performance of the POS model is seen in Table III. The CRF 
model is one of the top models for assigning POS tags for 
Kannada words, according to the survey. 

TABLE III. PERFORMANCE ANALYSIS OF VARIOUS POS MODEL 

Reference No Method employed Accuracy in % 

[24] RNN+LSTM 81 

[25] 
Hidden Markov model 

CRF 

79 

 

 84 

[26] SVM 85 

[27] Markov chain 95 

[29] SVM 95 

Proposed model 91 

F. Authorship model using Bi-LSTM 

Once the author’s dataset is prepared and the POS model 
assigns the tags for each token in the dataset, the next stage is, 
running the proposed authorship model. It is a classification 
problem and Bi-LSTM is employed to perform the AA task. 
Bi-LSTM model [13] reads the author’s text in both directions 
and understands the syntactic features, especially how the 
sentence is formed using the POS tags. The Bi- LSTM 
architecture used for the proposed work is shown in Fig. 5 and 
the simplified architecture is shown in Fig. 6. 

 Layer 1 composing 15 Bi-Directional LSTM Units: A 
Bidirectional LSTM, or Bi-LSTM, is a sequence 
processing model that consists of two LSTMs [10]: one 
taking the input in a forward direction, and the other in 
a backward direction. Bi-LSTMs effectively increase 
the amount of information available to the network, 
improving the context available to the algorithm (for 
example, knowing what words immediately follow and 
precede a word in a sentence). 

 Layer 2 stacked on top of layer 1 consisting of 15 Bi-
Directional LSTM Units. 

 Batch Normalization for the sequence: It is a process to 
make neural networks faster and more stable by adding 
extra layers to a deep neural network. The new layer 
performs the standardizing and normalizing operations 
on the input of a layer coming from a previous layer. 

 A densely connected neural network layer. 

 ReLU activation: A linear function that will output the 
input directly if it is positive, otherwise, it will output 
zero. 

 64 Dense units with the ‘ReLU’ activation and a 
dropout of 0.5 32 Dense units with the ‘ReLU’ 
activation and a dropout of 0.5. 

 Dropout: Dropout is a technique used to prevent a 
model from overfitting. Dropout works by randomly 
setting the outgoing edges of hidden units (neurons that 
make up hidden layers) to 0 at each update of the 
training phase. 

 Sigmoid activation: A sigmoid function is a bounded, 
differentiable, real function that is defined for all real 
input values and has a non-negative derivative at each 
point and exactly one inflection point. 

The model is compiled with the following hyperparameters: 

 Loss: Binary cross entropy compares each predicted 
probability to actual class output, which can be 0 or 1. 
It then calculates the score that penalizes the 
probabilities based on the distance from the expected 
value. That means how close or far from the actual 
value. 

 Optimizer: Stochastic Gradient Descent with a learning 
rate of 0.001 and momentum of 0.9. It attempts to find 
the global minimum by adjusting the configuration of 
the network after each training point. Instead of 
decreasing the error, or finding the gradient, for the 
entire data set, this method merely decreases the error 
by approximating the gradient for a randomly selected 
batch (which may be as small as a single training 
sample). In practice, random selection is achieved by 
randomly shuffling the dataset and working through 
batches in a stepwise fashion. 

 Prediction: Each of the text documents is preprocessed 
similarly during the training and validation sets. 
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Fig. 5. Overall Bi- LSTM Architecture of the Proposed Model. 

 

Fig. 6. The Architecture of the AA Model using Bi-LSTM. 

All the documents with the labeled author’s names are 
trained but testing is done in a different approach, that is 10 
datasets are created such that, each dataset comprises articles 
written by five different authors so a total of 50 author’s 10 
documents are collected. Table III shows the dataset 
preparation for the proposed model. Finally, 500 articles are in 
the dataset, it is split into 70:20:10 for training, testing and 

validation respectively. The model is trained using the N-gram 
approach by extracting the POS tag features of the authors. 
During the testing phase, if author 1’s document is passed, 
then Model 1 is supposed to respond positively to the 
statements of author 1 and should predict 0 for authors 2,3,4 
and 5’s documents. Similarly, model 10 contains articles 
written by the authors 46,47,48,49 and 50. After predicting the 
author for each sentence in each document, the ratio of 
positive to negative statements is calculated. We used the 1v5 
method for testing rather than having 5 neurons that associate 
a document to an author with a certain probability since this 
model produced more promising results. 

IV. RESULTS AND DISCUSSION 

The performance of 5 author sets of 10 models is tabulated 
based on the N-grams of POS tags. One of the metrics to 
measure the performance of the proposed model is the count 
of positive and negative statements. 

The overall loss rate of all the dataset models is shown in 
Fig. 7, the loss rate is reduced after several epochs which 
indicates that the model is learning the writing style of the 
authors in a better way. After testing the author’s samples with 
the different combinations, we obtained the accuracy of all ten 
author sets and tabulated them in Table IV and Fig. 8 to 
indicate the same. 

We also observed that for a few articles authors are 
mispredicted. The performance is mainly depending on the 
efficiency of the POS tagger [12]. POS tagger is working fine 
with the training set but has average performance for the 
authorship dataset. The proposed work uses cross domain 
authorship that is an author can write political as well as 
scientific articles since the writing style differs, it has an 
impact on the accuracy and the N-gram technique extracting 
the POS tags is not sufficient to extract the writing style, N-
gram combined with other stylometry features may work 
better. The performance of the model deteriorates when the 
anonymous text document is tested against the articles of all 
50 authors. The accuracy was 10%-12% so a 1v5 approach is 
used. In the 1v5 approach, each time the dataset model 
contains different authors’ articles. 

TABLE IV. AUTHOR WISE ACCURACY  

Dataset Models  Accuracy 

Model-1  77% 

Model-2. 78% 

Model-3 77% 

Model-4 78% 

Model-5 81% 

Model-6 77% 

Model-7 81% 

 Model-8 78% 

 Model-9 72% 

Model-10 79% 

Average Accuracy 77.8% 
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Fig. 7. Loss Rate. 

 

Fig. 8. Accuracy of All the Dataset Models. 

Using LSTM one more approach called the sequence 
model is developed. This experimental model was used 
without convincing results. The text source created at the end 
of step 3 as shown in Fig. 5 is used for this model. After 
splitting the dataset as train, test and validation sets like the 
BI-LSTM model. All 50 authors were used for this model and 
the multi-class classification strategy was employed here. The 
prediction vector was in the form of a one-hot encoded vector 
where the index of the corresponding author was marked as 1 
and the rest as 0. The sets from the previous stage are 
converted to indices using the tokenization from stage 4 of the 
Data Processing module. Both sentence level and document 
level sequences were considered with lengths 15 and 2500 
respectively but this model yields overall accuracy of 
15%. 

A. Performance Comparison of Different Techniques 

To assess the performance of our model, we have 
compared it with other AA models developed for other 
languages since no models are available for the Kannada 
languages. Table V shows the accuracy obtained by other AA 

models. We observed that deep learning based models 
performed well with more than 90% accuracy, but we 
obtained 77.8% accuracy for the proposed work. Also, 
classification algorithms perform better in some cases. The 
reasons for the moderate performance of the proposed model 
are identified and listed below: 

 The POS model is tested and trained successfully on a 
labeled dataset, but when it is used on a real authors 
dataset, it performs moderately since certain Kannada 
words have several meanings, which causes ambiguity. 

 In the proposed work a cross-domain dataset is 
considered which has a variety of categories like life 
skills, science and health, sports, etc. It is common in 
foreign languages but is new to the Kannada language. 

 A good dataset of more than 10,000 articles improves 
the model's performance, however building such a 
huge Kannada dataset is a challenging one. 

TABLE V. PERFORMANCE COMPARISON OF AA MODELS 

Reference No Technique used 
Accuracy / F1 

Score in % 

[9] Artificial Neural Network 75.46 

[10] N-gram 61.1 

[11] 
Life Like Network Automata using 

Life-Like rules 
70-75 

[12] SVM algorithm with linear kernel 68 

[14] 
SVM 96 

Deep learning  93 

[16] Convolutional Neural Network 98 

[17] BERT model 90 

[18] Neural Networks 97.2 

[19] Doc2vec Reduction model 99 

[20] Recurring Neural Networks 78 

[21] Convolutional Neural Network 72.59 

[22] SVM 95 

Proposed 

Model 
Bi-LSTM 77.8 

B. Directions for Future Work 

More powerful style markers can be introduced which can 
be used to classify a wide range of authors [30]. Right now, 
this work can classify 50 authors. The next step can be the 
development of general rules that should apply to almost 
every author. A near perfect classification can be achieved by 
training a meta-learner that will use both neural networks and 
decision trees, this is required because neural networks 
consider different sets of features than decision trees. 

A combination of different sets of features may be tried to 
see if there exists a set that can be used by all learning 
algorithms. Also, feature extraction can be improved by using 
more powerful natural language tools. Features selection is an 
important criterion and the graph-based neural networks [14] 
can be used in the future where the network will itself select 
the features which contribute the most to the output. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

971 | P a g e  

www.ijacsa.thesai.org 

V. CONCLUSION 

The model currently stands with an accuracy of 77.8%. 
According to our knowledge, the proposed model is a novel 
technique and a challenging one in recognizing the writing 
style of a Kannada author. The proposed work aims to 
increase the accuracy by tweaking the model and if possible, 
implementing the same model by extracting features other 
than syntactic. It is understood that lexical features, word 
length and sentence length do not often have enough 
descriptive power for any model to assign a document to an 
author with a sense of certainty. We aim to pursue further 
research in detail to pick only those features that will yield 
good results. We believe semantics is one of those. 
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Abstract—Deep learning has recently appeared as one of the 

best reliable approaches for forecasting time series. Even though 

there are numerous data-driven models for flood prediction, most 

studies focus on prediction using a single flood variable. The 

creation of various data-driven models may require unfeasible 

computing resources when estimating multiple flood variables. 

Furthermore, the trends of several flood variables can only be 

revealed by analysing long-term historical observations, which 

conventional data-driven models do not adequately support. This 

study proposed a time series model with layer normalization and 

Leaky ReLU activation function in multivariable long-term short 

memory (LSTM), bidirectional long-term short memory (BI-

LSTM) and deep recurrent neural network (DRNN). The 

proposed models were trained and evaluated by using the sensory 

historical data of river water level and rainfall in the east coast 

state of Malaysia. It were then, compared to the other six deep 

learning models. In terms of prediction accuracy, the experimental 

results also demonstrated that the deep recurrent neural network 

model with layer normalization and Leaky ReLU activation 

function performed better than other models. 

Keywords—Deep learning; recurrent neural network; long 

short-term memory; flood prediction; layer normalization 

I. INTRODUCTION 

Due to its impact on daily life, flooding is one of the most 
pressing issues that Malaysia has been dealing with recently. 
Floods are a type of natural geohazard that typically occur 
because of consistently heavy rain. This natural phenomenon 
causes massive damage to the country’s property and Gross 
Domestic Product (GDP). According to Ashizawa et al. [1], the 
entire GDP of Japan impacted by flood damage is at least 1% 
of the overall GDP of the nation. Tiggeloven et al. [2] stated 
that the top 15 countries, such as India, Bangladesh, China, and 
others, are vulnerable to flood occurrence at the present day and 
could be worst if no action is taken. Indeed, floods can cause a 
massive amount of money to repair the damage. Hence, flood 
occurrence can affect every country, including Malaysia. Shaari 
et al., [3] stated that from 2006 to 2010, there was nearly 1 
million USD damage caused by floods which affected the 
nation's economic growth. There are many classifications of 
floods namely coastal floods, flash floods, ponding (or pluvial 
flooding), and river (or fluvial) floods [4]. Floods often occur, 
especially in Southeast Asia, including our country, Malaysia. 
The general types of flooding in Malaysia include riverbank 
overflow, flash floods, high tides [5], and monsoon floods [6]. 

Floods are classified as natural disasters in Malaysia due to 
the monsoon season. In Malaysia, there are two distinct 
monsoon seasons: the Northeast Monsoon, which occurs from 
November to March, and the Southwest Monsoon, which 
occurs from late May to September. The Northeast Monsoon 

can bring heavy rainfall. Due to the extensive network of rivers 
connecting several Malaysian states and the country's poor 
drainage, floods are expected in Malaysia during the monsoon 
season, especially on the West Coast and in Borneo. The 
populous region is flooded as a result of the river level rising 
significantly as a consequence of these strong rains. As a result, 
people are compelled to temporarily relocate to several relief. 
Floods halt economic progress since crops and animals are 
destroyed. Romali et al, [7] stated that Malaysian financial 
losses are estimated at nearly MYR 915 million annually on an 
average due to floods. 

According to Zerara [8], time series is a statistical method 
that can be applied in a broad range of longitudinal research 
designs. Typically, this time series design involves a single 
subject that is measured repeatedly at regular intervals over a 
large number of observations. Time series forecasting aims to 
predict an outcome based on the collection of historical data 
that can be used to build a quantitative model that explains the 
variables under consideration [9]. For many years, time series 
forecasting has been an important research domain in 
meteorology [10], biology [11], and econometrics [12]. 
Generally, time series can have four characteristics: trends, 
seasonality, cycles, and noise [13]. Time series forecasting 
algorithms perform well with data that includes a time 
dimension and one or more properties [14]. 

Time series have been frequently utilized in flood 
forecasting and have shown excellent results for the global 
community [15]. Furthermore, according to Shen et al. [16], 
modern time series can be combined with deep learning models 
including Recurrent Neural Network (RNN), Artificial Neural 
Network (ANN), Long Short Term Memory (LSTM), and other 
models. However, the existing flood forecasting methods, for 
example, frequency analysis, rational method, and empirical 
formula, are not deemed suitable for a wide area. Those 
methods can only cover a small river flow area [17]. For 
example, Faruq et al. [18] used an LSTM model to predict the 
flood by using a Klang River lever dataset. Another study [19] 
used the ANN model to predict floods by using the Kelantan 
river lever and rainfall dataset in separate models. The LSTM 
model performs exceptionally well when the modelling has a 
large amount of time series data. Furthermore, according to the 
literature, the LSTM model outperforms the RNN in the 
number of previous time steps that can be considered. 
Additionally, Siami-Namini & Namin, [20] demonstrated that 
the LSTM model could predict time series much more accurate 
than the Autoregressive Integrated Moving Average (ARIMA) 
model in some cases. As a result, the LSTM model appears to 
be a likely top performer; although the study employs stock 
time series, it still has parallels to the current study since it 
focuses on time series forecasting. According to Jaiswal & Das 
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[21], the ANN model works best with nonlinear problems 
whereas Šiljić Tomić et [22] stated that the ANN model can 
work with both nonlinear and linear problems. According to 
Y.f. Zhang et al. [23], despite being the most significant 
advantage of time series, long-term dependencies remain a 
considerable challenge. Besides, one of the most common 
drawbacks of the LSTM model and BI-LSTM model is the high 
computational cost during training procedures [24], where 
potential time series forecasting in floods has yet to be 
unfolded. Despite advances in developing models based on 
RNN, these models remain challenging to scale to long data 
sequences. Dhunny et al. [25] have proven that an ANN model 
can predict the flood water level well within 24 hours ahead of 
time by using the data from rainfall and present river level data. 

In this study, the flood was predicted for one day ahead. 

The rest of this paper is structured as follows. Section II 
describes the related work and literature for this study. Section 
III presents the proposed models for flood prediction. Section 
IV covers the experimental procedure for the case study 
whereas the findings are discussed in Section V. Finally, 
Section VI concludes the paper, and a discussion of future 
works is included in Section VII. 

II. RELATED WORK 

Artificial neural networks, often known as deep learning, 
are machine learning algorithms that have been influenced by 
the structure and operation of the human brain. Deep learning 
has dominated many uses and has proven to be superior to 
traditional machine learning algorithms because it can produce 
faster and more accurate results [26]. 

Deep learning enables computational models comprising 
multiple hidden layers of artificial neural networks with 
multiple linear and nonlinear transformations that learn the data 
representations with multiple abstraction levels [27]. In deep 
learning, multiple layers of nonlinear processing units perform 
feature extraction transformation in the deep learning model. 
Every layer in the previous layer input is used as its output and 
it is used in both supervised and unsupervised methods for 
classification problems and pattern analysis problems [28]. The 
characteristic of neural networks can be seen in Fig. 1. 

 

Fig. 1. A Characteristic of Neural Network. 

The human brain structure inspires the neural network 
architecture. Our brains can be trained to recognise patterns and 
classify various types of information. The possibility of 
detecting and displaying the correct answer increases with each 
layer of a neural network, which may be thought of as a kind of 
filter that operates from coarse to fine. 

The neural network can begin to identify trends across the 
many samples it processes and classify data based on their 
similarities by using several layers of functions to decompose 
unstructured data into data points and information that a 
computer can use. 

After processing a large number of structured data training 
samples, the algorithm has created a model of which elements 
in data and their relationships must be taken into account when 
determining whether structured data is present or not. The 
neural network compares new data points to its model based on 
all previous evaluations when evaluating new data. The model 
is then used to determine whether the data contains specific 
data. 

The layers of functions that are present between the input 
and output in this example serve as a representation of deep 
learning. The interaction across layers is marginally enhanced 
in the following Fig. 2, however, the connections between 
nodes or artificial neurons might vary significantly. 

A. Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) networks can be 
considered as recurrent neural networks that are modified to 
improve from the RNN model with memory recall function. 
The LSTM classifier is ideal for processing, classifying, and 
forecasting time series with unknown time lags. 
Backpropagation is applied when training the model. There are 
three gates in the LSTM model as shown in Fig. 3. 

 

Fig. 2. Interaction between Layers. 
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Fig. 3. LSTM Gates [29]. 

Forget gate - it analyses the previous state (ht-1) and the 
input content (Xt) and returns the value ranging between 0 to 1 
for each number in the cell state Ct-1 by deciding through the 
sigmoid function. The forget gate equation of [30] can be 
referred to as (1). 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)            (1) 

Input gate - values from the input are applied to adjust the 
memory. The sigmoid function determines the value between 0 
and 1, allowing through. The tanh function gives weightage to 
the values and then passes it, specifying their significant level 
ranging between -1 and 1. The input gate equation of [30] can 
be referred to as (2). 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) 

𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡– 1 + 𝑖𝑡 × 𝐶´𝑡            (2) 

Output gate – to determine the output, the memory and input 
of the block are applied. The sigmoid function determines the 
value between 0 and 1, allowing through. The tanh function 
gives weightage to the values and then passes it, specifying 
their significant level ranging between -1 to 1 and multiplying 
it by the sigmoid output. The forget gate equation of [30] can 
be referred to as (3). 

𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)             (3) 

B. Recurrent Neural Network 

A recurrent neural network (RNN) is a simplified 
feedforward neural network with internal memory as seen in 
Fig. 4. RNN is recurrent because it works with the same 
function for each input data, and the current input as output is 
dependent on the previous computation. The output is 
produced, replicated, and then returned to the recurrent 
network. When making a decision, the current input and output 
might be seen as learned from the past. 

By taking advantage of the internal state (memory) that the 
RNN model has, it can process the input sequence that is 
different from typical feedforward neural networks. As a result, 
the RNN model is suitable for speech recognition, 
unsegmented, or handwriting recognition tasks. However, there 
is one drawback in the RNN model: a vanishing gradient 
problem when dealing with long sequence data. The inputs are 

completely independent of one another for other neural 
networks. On the other hand, all the inputs are connected in 
RNN. 

 

Fig. 4. An Unrolled RNN [29]. 

The X (0) is taken from the input sequence at first, then the 
output h (0), with X (1), as the input for the next step. The h (0) 
and X (1) are the input for the next step. Similarly, h (1) from 
the previous step becomes the input for the next step of X (2). 

The formula equation of [31] can be referred to as (4) and 
this is the current state of the equation. 

ℎ𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡)              (4) 

Activation Function is applied: 

ℎ𝑡 = tanh(𝑊ℎℎℎ𝑡−1 +𝑊𝑥ℎ𝑋𝑡)            (5) 

The equation of [31] can be referred to as (5), in which W 
is the weight, h is the single hidden vector, Whh is the weight 
at the previous hidden state, Whx is the weight at the current 
input state, and tanh is the activation function that applies a non-
linearity squash of the activations to the range between [-1.1]. 

Output: 

𝑦𝑡 = 𝑊hy ℎ𝑡              (6) 

The equation of [31] can be referred to as (6), in which the 
output state is Yt. The weight in the output state is Why. 

Flood forecasting is a tool that allows flood control 
management to predict when local flooding is likely to occur 
with a high degree of accuracy. The river basin or watershed 
size can indicate the water levels and flow rates for intervals 
ranging from a few hours to days ahead; forecasted streamflow 
and precipitation data are used in the streamflow routing model 
and rainfall runoff. Flood forecasting can also use precipitation 
forecasts to expand the available lead time. 

Flood forecasting is a crucial component of a flood warning 
system. The difference between flood forecasting and a flood 
warning is that flood forecasting produces a set of forecast time 
that profiles the river levels or flows channel at different 
locations. In contrast, "flood warning" refers to using forecasts 
to inform about flood warnings. A popular method applied for 
flood forecasting is hydrological modelling because this model 
is a simplified representation of a real-world system [32]. 
Although this model is good, the downside is that it is a scaling 
problem that faces a scale area parameter [33]. 

The existing flood forecasting method cannot be used with 
a traditional database based on a single source as the main data 
[34] and it requires a lot of data. With the current technology, 
flood prediction is more robust, and real-time flood forecasting 
in the provincial area can be accomplished quickly by utilising 
the technology of artificial intelligence (AI) and fourth 
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industrial technology (4IR). An effective real-time flood 
forecasting model may be helpful for disaster prevention, 
offering an advanced alert and mitigating the damage from the 
flood occurrence [35]. Flood forecasting has been improved by 
utilising deep learning models such as LSTM, RNN, and many 
others [18]. Many studies have applied a deep learning model 
in their study to predict flood occurrence and are proven to be 
an informative and accurate model as shown in Table I. Hence, 
for the deep learning model, there is always room for 
improvement with the use of uncertain data like flood data with 
a nonlinear characteristic. However, there are very few studies 
that build a deep learning model for flood prediction using 
multivariate data. In addition, the majority of past research has 
only used one variable or input as their main source of 
information to forecast the flood. In addition, the previous 
research already demonstrates a high level of accuracy. 
However, the majority of these studies utilize basic deep 
learning models without any additional characteristics, which 
can be seen as a discrepancy between the studies. The proposed 
models aim to get a dependable and more accurate prediction 
model while reducing the limitations of the previous study by 
using an additional characteristic as described in Section III. As 
previous studies are concerned with using a single data as 
primary data, this study proposed multivariate data as primary 
data to determine a correlation between several variables 
simultaneously and a deeper understanding of how the 
multivariate data relate to real-world scenarios like flood 
occurrence. 

TABLE I. LITERATURE SUMMARY 

Models 
Title (Author 

and Year) 
Goal Country 

(LSTM) 

and Radial 

basis 
function 

neural 

network 
(RBFNN) 

Deep Learning-

Based Forecast 

and Warning of 

Floods in Klang 
River, Malaysia 

[18] 

Forecasting the river 

water level in the 

Klang River basin, 
Malaysia. 

Malaysia 

LSTM and 

RNN 

Application of 

Long Short-Term 

Memory (LSTM) 

neural network for 
flood forecasting 

[36] 

Proposing an effective 

approach to flood 
forecasting based on 

the data-driven 

method. 

Vietnam 

ANN 

Flood Prediction 

through Artificial 
Neural Networks: 

A case study in 

Goslar [37] 

Establishing, training 

and evaluating a 

neural network for the 

detection of flood 

hazards and concrete 
water levels. 

Germany 

LSTM 

Flood Prediction 

and Uncertainty 
Estimation Using 

Deep Learning 

[38] 

Exploring the deep 

learning model for 

predicting gauge 

height and evaluating 
the associated 

uncertainty 

United 

States of 
America 

LSTM 

Flash flood 

forecasting based 
on long short-term 

memory networks 

[39] 

Forecasting a 

model based on 

(LSTM) for flash 
flood forecasting. 

China 

ARIMA 

and LSTM 
Forecasting 

Economic And 

Investigating which 

forecasting methods 
Not stated 

Financial TIme 

Series: ARIMA 
Vs LSTM [20] 

offer the best 

predictions with the 

lower forecast errors 

and higher accuracy of 

forecasts 

LSTM and 

TCN 

An Empirical 

Evaluation of 
Generic 

Convolutional and 

Recurrent 
Networks for 

Sequence 

Modelling 

[40] 

Raising issues of 

whether these 

successes of 
convolutional 

sequence modelling 

are confined to 
specific application 

domains or whether a 

broader 
reconsideration of the 

association between 

sequence processing 
and recurrent 

networks are in order. 

Not stated 

LSTM and 

TCN 

Temporal 

Convolutional 

Networks Applied 

to Energy-related 
Time Series 

Forecasting 

[41] 

Proposing a TCN-

based deep learning 

model to improve the 
predictive 

performance in energy 

demand forecasting 

Spain 

III. PROPOSED MODELS 

The proposed enhanced models for flood prediction were 
formulated to increase the prediction accuracy. In this study two 
methods in the models were introduced as follows: 

A. Layer Normalization 

Inspired by the results of Batch Normalization, the Layer 
Normalization method is proposed by normalizing activations 
along the feature direction rather than the mini-batch direction. 
Hence, overcoming the disadvantages of batch normalization 
by eliminating the reliance on batches and making it easier to 
apply for RNN. Each activation feature is normalized to zero 
mean and unit variance through Layer Normalization. 

In Batch Normalization, the statistics are computed across 
the batch, as for the spatial dimensions. In contrast, Layer 
Normalization (LN) computes statistics (mean and variance) 
across all channels and spatial dimensions. As a result, the 
statistics are batch independent. This layer was initially 
designed to handle vectors (mainly the RNN outputs). 

Layer Normalization visually comprehends this as shown in 
Fig. 5: 

 

Fig. 5. An Illustration of Layer Normalization [42]. 
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When dealing with vectors with a batch size of NN, the 2D 
tensors of shape R N times K RNK. 

Normalize with the mean and variance of each vector 
because it does not depend on the batch and its statistics. The 
normalize equation of [43] can be referred to as (7). 

𝜇𝑛 =
1

𝐾
∑  𝐾
𝑘=1 𝑥𝑛𝑘

𝜎𝑛
2 =

1

𝐾

∑  𝐾
𝑘=1 (𝑥𝑛𝑘 − 𝜇𝑛)

2

�̂�𝑛𝑘 =
𝑥𝑛𝑘−𝜇𝑛

√𝜎𝑛
2+𝜖

, �̂�𝑛𝑘 ∈ 𝑅

LN𝛾,𝛽(𝑥𝑛) = 𝛾�̂�𝑛 + 𝛽, 𝑥𝑛 ∈ 𝑅𝐾

            (7) 

When generalizing to 4D feature map tensors, it takes the 
mean across all channels and spatial dimensions, as shown 
below: The equation below based on [43] can be referred to as 
(8). 

𝐿𝑁(𝑥) = 𝛾 (
𝑥−𝜇(𝑥)

𝜎(𝑥)
) + 𝛽

𝜇𝑛(𝑥) =
1

𝐶𝐻𝑊
∑  𝐶
𝑐=1 ∑  𝐻

ℎ=1 ∑  𝑊
𝑤=1 𝑥𝑛𝑐ℎ𝑤

𝜎𝑛(𝑥) = √
1

𝐶𝐻𝑊
∑  𝐶
𝑐=1 ∑  𝐻

ℎ=1 ∑  𝑊
𝑤=1 (𝑥𝑛𝑐ℎ𝑤 − 𝜇𝑛(𝑥))

2

          (8) 

B. Leaky ReLU 

To replace its saturated counterpart of Sigmoid or Tanh, the 
modern deep learning system employs a non-saturated 
activation function such as ReLU and Leaky ReLU. It solves 
the "exploding/vanishing gradient" issue and speeds up 
convergence. 

ReLU reduces the negative component to zero while 
keeping the positive component. It has the desirable property of 
being sparse in activations after passing through ReLU. The 
equation of [44] can be referred to as (9). 

𝑦𝑖 = {
𝑥𝑖  if 𝑥𝑖 ≥ 0
0  if 𝑥𝑖 < 0

             (9) 

The gradient-based optimization algorithm will not change 
the weights of a unit that does not initially activate. Because the 
gradient is 0 when the unit is inactive, ReLU has a disadvantage 
during optimization. 

If the neurons are not activated at the start of the ReLU, it is 
possible to end up with a neural network that never learns. The 
learning rate is slow when training ReLU networks with 
constant 0 gradients. The equation of [44] can be referred to as 
(10). 

𝑦𝑖 = {
𝑥𝑖  if 𝑥𝑖 ≥ 0
𝑥𝑖

𝑎𝑖
 if 𝑥𝑖 < 0           (10) 

Leaky ReLU adds a slight negative slope to the ReLU to 
sustain and keep the weight updates alive throughout the 
propagation process. 

The alpha parameter was introduced to address the ReLUs 
dead neuron issues, ensuring that gradients are never zero 
during training. 

The ReLU function and the Leaky ReLU function are nearly 
identical as seen in Fig. 6. During optimization, the Leaky 
ReLU foregoes hard-zero sparsity in exchange for a potentially 
more robust gradient. Alpha is a constant value (float >= 0.). 

 

Fig. 6. ReLU vs Leaky ReLU [45]. 

Unlike the ReLU function, the Leaky ReLU has a non-zero 
gradient across its entire domain. The Leaky ReLU activation 
function is only available in the form of layers, not activations. 

IV. EXPERIMENTAL PROCEDURE 

As shown in Fig. 7, the experiment design started with data 
collection and ended with a model evaluation. 

A. Data Collection 

A dataset of river level and rainfall at Rantau Panjang, Pasir 
Mas in Kelantan from 2013 until 2017 was used, as shown in 
Fig. 8 and Fig. 9. The data of these rivers were recorded every 
year with flood occurrence [46]. The data were provided by the 
Department of Irrigation and Drainage (DID) Malaysia, and the 
features variable is shown in Table II. The river at Pasir Mas 
station collected river level (m) and rainfall (mm) daily. This 
dataset contained one measurement per day. The dependent 
variable was observed as a single daily value; hence, these 
cloud values were summed, accomplished by taking the 
average between 00:00 and 24:00 as each day's value. Because 
there were fewer and more irregular observations, the cloud 
base was summarised by averaging an entire day. 

The dataset was imported into pandas by using the read 
csv() function and saved in the Data Frame named "df.". 
Because the dataset was in tabular form, it was automatically 
converted into a Data Frame when working with tabular data in 
Pandas. In Python, a Data Frame is a two-dimensional, mutable 
data structure. It is made up of rows and columns, much like an 
excel sheet. 

B. Data Cleaning 

Data cleaning or filtering's main function was to correct (or 
remove) and detect inaccurate data in the dataset. The task 
involves identifying inaccurate, incomplete, incorrect or 
irrelevant parts of the data and then deleting the noise data, and 
replacing or modifying them [48]. 
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Fig. 7. Experiment Design. 

 

Fig. 8. Kelantan River Map [47].  

Fig. 9. Average Rainfall in Pasir Mas [46]. 
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TABLE II. SUMMARY OF VARIABLE DATA COLLECTION 

Variable Unit Description 

Date Date/ dd/mm/yyyy 
Describe the current 

date 

River Stage Meter/m 
Describe the river 

level during the day 

Rainfall Millimetres/mm 
Describe the rain 
during the day 

Data cleaning is the most crucial task because having 
incorrect or poor-quality data can harm processes and analysis. 
Clean data boosts overall productivity and allows for the 
utilization of the highest quality data when making predictions. 

First, the river of Pasir Mas dataset needed to be checked to 
determine whether the dataset had missing or null values. After 
reviewing the dataset, a missing or null value in this situation 
needed to be dealt with through two options: a) removed a row 
with a missing value; b) replaced the missing value by using 
one of the most fundamental methods namely linear 
interpolation method. The formula is as follows: 

𝑦 = 𝑦𝑎 + (𝑦𝑏 − 𝑦𝑎)
𝑥−𝑥𝑎

𝑥𝑏−𝑥𝑎
 at the point (𝑥, 𝑦)

𝑦−𝑦𝑎

𝑦𝑏−𝑦𝑎
=

𝑥−𝑥𝑎

𝑥𝑏−𝑥𝑎
𝑦−𝑦𝑎

𝑥−𝑥𝑎
=

𝑦𝑏−𝑦𝑎

𝑥𝑏−𝑥𝑎

         (11) 

The equation of [49] can be referred to as (11), the new line 
slope between (xa, ya) and (x,y) is the same as the slope of the 
line between (xa,yb) and (xb,yb). The advantage of linear 
interpolation is that it is easy and fast to be applied, but its 
accuracy is doubtful. 

The river of Rantau Panjang Pasir Mas station had ten 
missing values in the river level variable because of the 
existence of the same reading of recording on certain days. 
Handling missing values was done by the python pandas. 

The interpolate () function fills NA values or missing 
values in the series or data frame. Rather than hard-coding the 
missing value, various interpolation, and convenient techniques 
could be used to fill the missing value. 

C. Dataset Splitting 

The dataset needed to be divided into training and testing 
sets to avoid any phenomenon such as overfitting. Besides, the 
size of the datasets as well as the train/test split ratios can 
significantly impact the model output, thus, affecting 
classification performance [50]. For example, if there are 
patterns in the training and testing set that do not exist in real-
world data, the model performs poorly even though it cannot be 
seen in the performance evaluation. Dataset splitting is a 
practice considered indispensable and highly necessary to 
eliminate or reduce bias in training data for prediction models 
[51]. 

Based on the Rantau Panjang river dataset, 80% were 
training data, and the remaining 20% were testing data that 
would be optimally splitting the training and testing the dataset. 

D. Data Transformation 

Normalization is a scaling, mapping technique, or pre-
processing stage. For prediction or forecasting purposes, it can 
be useful when it distinguishes a new range from an existing 
one. 

Normalization is a transformation process that utilises a 
standard scale to produce numerically and comparably input 
data. After collecting input data, the data should perform some 
pre-processing to make it worthwhile for decision modelling 
[52]. As previously stated, this pre-processing should take three 
critical factors into account: 1) removed missing values from 
the data; 2) converted all non-numeric data to numerical data to 
allow for normalization (standardisation); 3) Determined how 
to select a suitable normalization technique to ensure a standard 
scale, appropriate modelling representation (benefit or cost 
criteria), and aggregation comparability to obtain alternative 
ratings. 

After the data cleaning process, river stage and rainfall data 
underwent a min-max scaler to get normalized data. Min-max 
scaler scaled the data between the minimum and maximum 
value of the data that ended up ranging between 0 and 1. 
Another function for normalizing the data was to speed up the 
learning time and performance of the model. The data were 
scaled down to a range between [0, 1] or [-1, 1]. The method's 
equation of [14] can be referred to as (12): 

𝑎norm =
( high − low )∗(𝑎−𝑚𝑖𝑛𝐴)

𝑚𝑎𝑥𝐴−𝑚𝑖𝑛𝐴
          (12) 

min A is the smallest value, and max A is the largest value 
of attribute A. 

E. Model Evaluation 

1) MAE stands for Mean Absolute Error, which is 

1

𝑛
∑  𝑛
1 |𝑦𝑖 − �̂�𝑖|            (13) 

Outliers are given less weight in this method, which is not 
sensitive to outliers. The equation of [53] can be referred to as 
(13). 

2) MAPE stands for Mean Absolute Percentage Error, 

which is 

1

𝑛
∑  𝑛
1 |𝑦𝑖 − �̂�𝑖|            (14) 

MAE is similar, but true observation is used to normalise it. 
The disadvantage is that this metric becomes problematic when 
true observation is zero. The equation of [53] can be referred to 
as (14). 

3) MSE stands for Mean Squared Error, which is 

1

𝑛
∑  𝜋
𝑖=1 (𝑌𝑖 − �̂�𝑖)

2
            (15) 

MSE is a combination of variance of the prediction and 
measurement of bias, i.e., MSE = Bias² + variance. The 
equation of [53] can be referred to as (15). 

4) RMSE stands for Root Mean Squared Error, which is 

√
1

𝑛
∑  𝑛
𝑖=1 (𝑌𝑖 − �̂�𝑖)

2
            (16) 
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It measures the standard deviation of residuals. The 
equation of [53] can be referred to as (16). 

5) R2 stands for coefficient of determination, which is 

1 −
∑  𝑛
𝑖=1 (�̂�𝑖−𝑦𝑖)

2

∑  𝑛
𝑖=1 (𝑦𝑖−�̅�𝑖)

2            (17) 

Representing the coefficient indicates how well the values 
fit in comparison to the original values. The equation of [54] 
can be referred to as (17). 

V. RESULTS AND DISCUSSIONS 

The results between the proposed models and original 
models that share the same hyperparameter setting were 
compared as shown in Table III. 

In the present study, the proposed models were evaluated 
and compared with the original RNN model proposed by 
Hochreiter and Schmidhuber [55], the LSTM model proposed 
by Rumelhart & McClelland [56] and the BI-LSTM model 
proposed by Graves & Schmidhuber [57] to get a better 
understanding of whether the proposed models could produce 
better results [58][59][60]. The proposed models had an extra 
layer called layer normalization and one activation function is 
known as Leaky ReLU. In contrast, the original models had a 
standard layer and used a sigmoid as its activation function. 
Each deep learning model needs to be compared to the proposed 
and original models to ascertain which deep learning models 
perform better [61][62]. 

TABLE III. COMPARISON RESULT 

Models MSE  MAE  RSME 
MAPE 

(%)  R2 

Training 

Time 

DRNN 

+ LN + 

Leaky 

ReLU 

0.107 0.233 0.327 4.293 
0.946 

1.08 

minute 

DRNN 0.118 0.242 0.343 4.344 
0.94 

0.38 

second 

LSTM 

+ LN + 

Leaky 

ReLU 

0.125 0.231 0.353 4.117 
0.936 

1.33 

minute 

LSTM 0.122 0.236 0.349 4.296 
0.931 

1.32 

minute 

BI-

LSTM 

+ LN + 

Leaky 

ReLU 

0.131 0.258 0.362 4.751 
0.933 

3.33 

minute 

BI-

LSTM 
0.123 0.243 0.351 4.432 

0.937 

2.39 

minute 

Table III shows that the proposed models produced a better 
accuracy result: for example, the Deep Recurrent Neural 
Network (DRNN) + LN + Leaky ReLU model produced the 
lowest MSE among other models whereas the BI-LSTM + LN 
+ Leaky ReLU model produced the highest MSE. For MAE, 

the LSTM + LN + Leaky ReLU model produced the lowest 
error and the BI-LSTM + LN + Leaky ReLU model produced 
the highest error among other models. For RSME, the DRNN + 
LN + Leaky ReLU model produced the lowest error whereas 
the BI-LSTM + LN + Leaky ReLU model produced the highest 
error. For MAPE, the interpretation was in percentage mode 
and the lower is better, where the LSTM + LN + Leaky ReLU 
model produced the lowest MAPE, and the BI-LSTM + LN + 
Leaky ReLU model produced the highest MAPE. For R2, the 
higher the interpretation is better, in which the DRNN + LN + 
Leaky ReLU model produced the highest R2 whereas the 
LSTM model produced the lowest R2. 

Comparing the proposed models with the original models, 
the DRNN + LN + Leaky ReLU model produced a low error in 
terms of MSE, MAE, RSME, MAPE and R2 which indicated 
that the proposed models were good in making a prediction, but 
the drawback was that it took longer time to train the data. For 
the LSTM model, the LSTM + LN + Leaky ReLU model 
produced the lowest error in terms of MAE, MAPE and R2 
which was slightly better than the LSTM model. For the BI-
LSTM model, the BI-LSTM produced better results compared 
to the BI-LSTM + LN + Leaky ReLU model in terms of MSE, 
MAE, RSME, MAPE, R2 and training time. The proposed 
model could not work well with the BI-LSTM model. 

Additionally, the BI-LSTM model required more training 
time compared to the other models. In addition to performance 
evaluation, training time must also be taken into account. For 
instance, it is clear that the proposed models needed more 
training time than the original model because it had an 
additional layer called the normalization layer. 

In literature, the LSTM model is regarded as the best 
performer compared to other models developed with dependent 
variables. However, in this case, the DRNN model performance 
is better compared to other models. This result can be seen in 
Table III, in which the DRNN + LN + Leaky ReLU model 
outperform other models in terms of the MSE, RSME, R2 and 
training time. The LSTM model shows the second best among 
other deep learning models with the lowest MAE and MAPE 
with the LSTM + LN + Leaky ReLU model. The BI-LSTM 
model shows the lowest accuracy among other models, one 
thing needs to be highlighted the result has also shown that the 
accuracy among the models is about the same, the differences 
are just slight, and there is a considerable gap between them. 
The DRNN model is the first place in accuracy, followed by the 
LSTM model and the lowest is the BI-LSTM model. Because 
the LSTM framework uses backpropagation and a gate to train 
the model, it takes more time to train than the DRNN model, 
which uses sequential while training the data and has no 
backpropagation and gate in the architecture. The DRNN model 
ranks lowest in terms of training time, while the LSTM model 
comes in second. Contrarily, the BI-LSTM model necessitates 
that the training data move in both past and forward directions 
to train the data, which is why the BI-LSTM model takes longer 
to train the data. 

Based on the result in Table III, only the proposed models 
with layer normalization and Leaky ReLU are deemed suitable 
for flood prediction with minimal missing value in the data 
usage which results in the lowest minimum error and good 
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accuracy. The missing value in the data can be filled by using 
the linear interpolation method to get the best possible clean 
data. The authorities may use these models as an alternative to 
anticipate flooding and make enough preparations prior to its 
occurrence. 

VI. CONCLUSION 

In conclusion, the DRNN model performs relatively well 
compared to the LSTM and BI-LSTM models with the used 
dataset. From the literature, the LSTM architecture needs 
requirements for backpropagation and a gate to train the model. 
Therefore, the LSTM model is marginally more complicated 
than the DRNN model. Meanwhile, the BI-LSTM model 
performs with somewhat lower accuracy but is still able to 
deliver a good outcome. Additionally, the BI-LSTM model 
requires the training data to move backwards and forward in 
both directions which increases the training time needed. Even 
though the performance of proposed models performs well, 
there are still many improvements that can be made using deep 
learning approaches. 

VII. FUTURE WORK 

For future work, it is suggested that additional experiments 
be conducted by combining a statistic model with the pre-
processing models to ascertain how the combined model 
performs. Currently, these models produce a good accuracy for 
one day ahead but for future work these models need to be tuned 
to produce a good accuracy for multi-days ahead. 
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Abstract—Aiming at the problems of long recognition time and 

low recognition accuracy of traditional SAR image dim target 

recognition methods, a method of SAR image dim target 

recognition based on machine vision was proposed. SAR images 

are collected and preprocessed by machine vision, and the image 

information is processed by PCA dimension reduction considering 

the linear characteristics of the data to extract image features. 

Then, the SAR image target feature key frame frequency band is 

divided by the segmentation results, and the recognition model is 

established based on the image trajectory tracking and target 

analysis. The proposed algorithm is applied and analyzed. The 

simulation results show that the proposed algorithm has good 

recognition rate, average recognition rate and false detection rate 

are 99% and 0.9%, and can effectively ensure the data processing 

performance. 

Keywords—Machine vision; SAR image; Weak target; PCA 

linear dimensionality reduction method; key frame frequency band 

I. INTRODUCTION 

Synthetic Aperture Radar (SAR) is an active microwave 
imaging radar. SAR has high range and azimuth resolution, and 
can obtain two-dimensional high-resolution images. Since the 
electromagnetic waves emitted by SAR have a longer 
wavelength and can penetrate clouds, fog, rain, smoke, haze, 
etc., SAR has a certain penetration ability and can work all day 
and all day long. Based on the above advantages, SAR is widely 
used in the military field, mainly used for: military intelligence 
reconnaissance and tracking, military terrain mapping, 
navigation and guidance, damage evaluation, etc. [1]. In 
addition, with the further maturity of SAR technology, SAR is 
also widely used in many civilian fields, such as resource 
monitoring, environmental monitoring, forest vegetation cover 
detection, disaster monitoring, and ecology, hydrology, 
archaeology, and deep space exploration. With the continuous 
development of SAR technology, the resolution of radars is 
getting higher and higher, the quality of SAR images is getting 
better and better, and new SAR images are constantly being 
produced [2]. What does not match it is that the interpretation 
of SAR images has developed slowly. The initial manual 
interpretation is completely performed by personnel based on 
the shape, size, shadow, position, and hue of the target in the 
image to extract the information in the SAR image. This method 
is not only extensive, the knowledge and the deep background 
of SAR, and the efficiency is very low, it is greatly affected by 
the subjective experience of the observer, and it is far from 
satisfying the current situation of massive SAR images that 
need to be analyzed. Target recognition in SAR images does not 
require manual intervention, and relies on computers to run 

related algorithms to automatically classify SAR image targets. 
The general target recognition step is: first extract the 
characteristics of the image target, and then recognize it through 
the corresponding recognition method [3]. 

Dim and small target recognition in SAR image is one of 
the core technologies in the automatic target detection system. 
When the distance is far, the imaging area of these targets on 
the focal plane is very small, generally not exceeding the size 
of the detector pixel. The target appears as dots in the image, 
and the signal-to-noise ratio is extremely low. The target is 
submerged by noise, which brings great difficulties to target 
detection. For more than ten years, the identification of small 
and dim targets in SAR images has been a research hotspot in 
the field of optics and infrared images [4]. The International 
Optical Engineering Society organizes an annual “Signal and 
Data Processing of Small Targets” conference to exchange new 
technologies for the recognition of small and small targets in 
SAR images. The International Optical Engineering Society 
defines the weak target as: the image size is less than 80 pixels, 
that is, less than 0.15% of 256×256. The research on the 
recognition of small and dim targets in SAR images originated 
from long-distance search and surveillance. For example, use 
wide-field telescopes to search for or track meteors, satellites or 
other moving targets in the sky, and use airborne or ground 
infrared (TV) search and tracking systems to search for long-
distance targets. It uses image processing algorithms to 
automatically recognize targets in a cluttered background and 
strong noise environment. The performance of the algorithm is 
critical to the range and intelligence of the automatic target 
recognition system. Recognition of small and dim targets in 
SAR images is a difficult subject with important strategic 
application value [5]. 

At the same time, for the research of SAR target recognition 
algorithm, most scholars try to improve the algorithm from 
different angles to improve its target recognition accuracy, 
thereby reducing background clutter and noise interference 
factors in image recognition. Literature [6] proposed that the 
one-dimensional feature extraction of principal component 
analysis is used as the input data of the encoder, and then the 
SAR target image is used as the input of the neural network to 
realize the target recognition of two-dimensional data, and 
research has proved that the depth learning algorithm of fusion 
decision layer and feature layer has good adaptability and 
robustness. In reference [7], SAR image classification method 
based on target decomposition and support vector machine is 
used to decompose and combine features in polarization and 
establish polarization classification model. The experimental 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

983 | P a g e  

www.ijacsa.thesai.org 

results show that the improved polarization image classification 
method has better classification performance and application 
effectiveness. Literature [8] proposed a view tensor sparse 
representation model based on target recognition, and used JT-
OMP algorithm to calculate the sparse representation error of 
SAR tensor image data and multi view SAR image after the 
construction of recognition dictionary. Subsequently, the 
effectiveness of the algorithm was verified in the target 
recognition database. In reference [9], considering the decline 
in accuracy of ship target image due to the motion of the target, 
it proposed to combine clustering algorithm with SAR image 
recognition, and proposed HCA ship target aggregation 
algorithm in airborne SAR image. The distance algorithm is 
used as the basis for the generation of a single image. The 
experimental results show that this method can have good 
application performance in simulation experiments. Reference 
[10] proposed a SAR target recognition method based on 
adaptive kernel dictionary learning, that is, extracting nonlinear 
feature information through data space mapping, information 
dynamic updating, and minimizing error reconstruction. 
Simulation results show that this method has good recognition 
performance. In reference [11], zero phase component analysis 
is used to achieve feature extraction, and sparse technology is 
used to optimize the convolutional neural network SAR target 
recognition algorithm. The results show that the algorithm has 
high target recognition ability and good noise robustness. 

Literature [12] designed a multi-azimuth SAR image for 
target recognition convolutional neural network (Convolutional 
Neural Network, CNN), three SAR images of the same target 
are input into the network as a pseudo-color image, making full 
use of the characteristics of SAR image data acquisition are 
improved, and the flattening operation is replaced by a pooling 
layer, which reduces the number of network parameters. The 
experimental results show that even on a small-scale SAR data 
set, the convolutional network has the characteristics of high 
recognition accuracy. Targets of different models in the same 
category also have excellent recognition performance. 
Literature [13] proposed a two-dimensional principal 
component analysis (2DPCA) and L2 regularization 
constrained stochastic configuration network (SCN) for 
integrated learning SAR image target recognition method, 
2DPCA not only It can effectively extract the feature 
information of the target and reduce the amount of data through 
sparse representation. The SCN regularization algorithm has 
fewer parameters and can effectively avoid the network 
overfitting problem and improve the recognition rate of the 
network. Although the above two methods realize the 
recognition of small and weak targets in SAR images, they take 
a long time to recognize and the recognition efficiency is low. 
Literature [14] proposes a synthetic aperture radar (SAR) image 
target recognition method based on random weighted fusion of 
single-level signal decision-making layers, and uses sparse 
representation classification (SRC) to implement the multi-
level and multi-component single-level signal representation 
obtained from SAR image decomposition. For decision-making, 
the error vector is fused by a random weight matrix, which 
contains a large number of random weights. According to the 
fusion results, different types of error statistics can be obtained. 
The decision variables are defined to reflect the correlation of 
different types. Finally, according to the minimum error is used 

to make category decision. Extensive experiments are carried 
out on the MSTAR data set and compared with many types of 
existing methods. The results show that the proposed method 
can effectively improve the overall performance of SAR target 
recognition. Literature [15] proposed a Capsule-based SAR 
image target recognition method, which uses multiple 
convolutional layers to achieve hierarchical processing, while 
using fewer convolution kernels, but the number of convolution 
kernels used in each layer gradually increases as the level 
deepens, which makes the extracted features more abstract. In 
the Primary Caps layer, the Capsule vector is composed of all 
the feature maps output by the last layer of the convolutional 
layer, so that the Capsule unit contains all the features of the 
target part or the whole to complete the complete instance of 
the target to achieve SAR image target recognition. However, 
the accuracy of the above two methods for small and weak 
target recognition in SAR images is low, resulting in poor 
recognition effect. 

When the above methods are used for SAR target image 
recognition, they only focus on improving the accuracy of 
image recognition, but are difficult to analyze the 
characteristics of weak targets in SAR images. There are many 
factors involved in target weakening, including sensor itself, 
target scattering characteristics, background environmental 
factors and the amount of information about the target's 
environment. Based on the research limitations of previous 
scholars, the research proposes to use machine vision to 
recognize small and weak targets in SAR images. The image 
recognition is achieved through visual image acquisition - data 
preprocessing - feature extraction under linear dimension 
reduction - key frame division of target features. This not only 
ensures the effective detection of weak targets, but also 
considers the linear nature of data features, which improves the 
accuracy of algorithm recognition to a certain extent. At the 
same time, experimental simulation is used to verify the 
effectiveness of the algorithm, in order to provide a new idea 
for weak target image recognition. 

II. METHOD FOR RECOGNIZING DIM AND SMALL TARGETS 

IN SAR IMAGE 

A. SAR Image Acquisition based on Machine Vision 

High-quality SAR images can better reflects the 
characteristics of the recognition target. In order to facilitate 
subsequent recognition operations and reduce the 
computational burden of the recognition algorithm, the use of 
machine vision imaging technology to collect SAR images 
enables the recognition algorithm to have relatively high 
recognition efficiency and recognition accuracy [16]. 

In the SAR image acquisition, the camera CCD is mainly 
used to convert the SAR signal into an orderly SAR signal and 
collect the target information to be identified. Considering the 
size of the target to be measured, as well as the imaging area, 
depth of field, working distance and other project requirements, 
the XF-5MDT05X65 telecentric lens is selected to cooperate 
with the camera to collect the image of the target to be 
recognized. The use of cameras to capture images has very strict 
requirements on the light source. When collecting SAR images, 
according to specific needs, choose a lighting plan to obtain the 
best lighting effect and obtain high-quality images. Considering 
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that the recognition target is a small and weak target in SAR 
image, the forward illumination method is selected, and the 
LTLNC100-W linear light source is used to light it [17]. For 
detection targets with complex structures and relatively large 
targets, it is easy to have uneven features during the acquisition 
process. In order to ensure that the characteristics of different 
regions in the collected SAR images are uniform, multiple light 
sources are used to illuminate different regions to improve the 
SAR image. The gray value is uniform level. Multiple light 
sources mainly illuminate the target in the form of superposition 
of light fields, as shown in Fig. 1. 

The top light source shown in the upper part of Fig. 1 is 
mainly aimed at the center area of the target, and the imaging 
of the edge area is achieved through the bottom light source. 
When two light sources are used at the same time, the image 
gray value can be relatively uniform and improved. The quality 
of SAR images lays the foundation for the subsequent 
identification of small and dim targets in SAR images [18]. 

B. SAR Image Preprocessing 

Hu’s invariant moments can solve the problem of image 
lens distortion in the image acquisition process, and improve 
the authenticity of image geometric moments. Then by 
inverting the radial distortion model of the image, the pixel 
coordinates of the image are restored, and the mapping 
relationship between the image pixel coordinates is grayed out 
[19]. 

Before determining the geometric shape characteristics of 

the SAR image, it is necessary to clarify the α β -order 

geometric moments contained in the SAR image: 
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     (1) 

According to the calculation result of the above formula, it 

is known that the SAR image is M N , and  ,f a b  is 

described as the actual gray value of the image, where a  and 

b  respectively represent the coordinate axis of the pixel point 

[20]. 

Suppose that in the discrete state of rotation, the sixth-order 

moments of translation, scaling, and rotation of α β , which 

contains geometric features, are derived from the ideal result of 
no distortion of geometric moments in the above-mentioned 
pattern. However, compared with the ideal result, the real SAR 
image must have a certain degree of distortion. This part of the 

error will make the pixel coordinate  ,a b  and the gray level 

 ,f a b  in the image unable to accurately correspond, 

resulting in geometric deformation of the SAR image after 
conversion [21]. 

To this end, this paper corrects the α β -order geometric 

moment of the SAR image by reversing the resolution of the 
radial camera distortion model. 

Generally, the radial distortion model is defined as: 
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According to the calculation results of the above formula, 

 ,a b  is described as the actual pixel coordinate value due to 

the influence of distortion,  ,a b  can describe the ideal pixel 

coordinate unit, and  0 0,a b  is described as the global center 

pixel coordinate [22]. Use iO  to describe the distortion 

coefficient produced by the 2i -level of the image, and set the 

distortion influence range to be related to the distance r  from 

the target point to  0 0,a b , and then: 
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It is concluded that the geometric deformation in the SAR 
image collected by machine vision can be described by the 

second-order radial distortion coefficient iK , without 

considering the influence of higher-order distortion terms [23]. 

Therefore, the ideal pixel coordinate  ,a b  is inversely 

solved by the simplified distortion calculation model obtained: 
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Fig. 1. SAR Image Imaging Scheme. 
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Bring the ideal pixel coordinates into equation (1) to obtain 

the corrected α β -order geometric moment of the SAR 

image: 

2 2

0 1 0 1

2 2
1 1

1 11 1

M M

αβ
a b

a a O r b b O r
m

O r O r 

   
     

         (5) 

The combination of formula (5) and formula (3) can obtain 
the Hu stock moment with translation, zoom and rotation 
functions, which can increase the influence factor of radial 
distortion during the acquisition process, and reduce the 
deformation caused by the acquisition of SAR images by the 
hardware device. The problem of reduced recognition accuracy 
is discussed in [24]. 

C. SAR Image Feature Extraction 

Feature extraction is an important research problem in SAR 
image target recognition. Choosing appropriate features can 
improve target recognition rate and timeliness. The definition 
of feature extraction can be divided into a narrow sense and a 
broad sense. Feature extraction in a broad sense refers to a 
transformation that uses various mathematical transformation 
methods to improve the distribution of original features in the 
feature space without changing the internal structure and 
parameters. It can compress feature dimensions, remove 
redundant features, and reduce calculations. Effect: Use the 
feature space transformation method commonly used in pattern 
recognition for feature extraction [25]. PCA is a commonly 
used linear dimensionality reduction method in pattern 
recognition. PCA takes the maximum change direction of the 
sample in a multi-dimensional space (that is, the direction of 
maximum variance) as the criterion for judging whether the 
vector is a principal vector according to the position distribution 
of the sample in the space. Realize sample compression and 
feature extraction. Suppose the projection of vector x  is y , 

w  is the projection matrix, and D can be represented by the 

inner product of x  and w , namely: 
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The purpose of PCA is to find an w  that maximizes the 

value of variance 
2E y   , 

2E y    can be expressed as: 

2 2( ) ( )T T T T

xE y E w x w E xx w w C w             (7) 

According to the theoretical knowledge of linear algebra, if 

the value of variance 
2E y    is the largest, 

2E y    can be 

expressed as: 

2 2( ) ( )T T T T

i i x iE y E w x λ w E xx λ w C λ            (8) 

2E y   , which maximizes the value of w  according to 

equation (8), is the eigenvector corresponding to the maximum 

eigenvalue of matrix xC . for the component of eigenvalue iλ , 

the variance of the principal component is also iλ , which 

represents the dispersion degree of the sample in the direction 

of the principal component. Data dimensionality reduction is 

realized by controlling the contribution in  of principal 

component iλ  to the data, and in  can be expressed by the 

following formula: 
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         (9) 

Generalized feature extraction methods basically have 
mature implementation algorithms, which have been widely 
used in SAR image target recognition. In a narrow sense, 
feature extraction is the process of extracting features that can 
reflect the essential attributes of SAR image targets [26]. 

D. Key Frame Frequency Band Division of Target Feature in 

SAR Image 

According to the above extracted SAR image features, the 
key frame frequency band of SAR image target features is 
divided. Firstly, the template matching method is used to 
construct the pixel feature point block matching structure model 
of SAR image target, as shown in Fig. 2. 

In the block matching structure model shown in Fig. 2, the 
pixel frame is used to match the template of SAR image target. 
For the target image collected in the k-th subband, the key frame 
fusion method is used to construct the frequency band division 
model of SAR image target. According to the correlation 
between key frames, the mean square error function criterion 
(MSE) of SAR image target block fusion is obtained. The 
calculation formula is as follows: 
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Where, 1 2N N  is the high-frequency band coding 

bandwidth distribution of SAR image target extracted by video 

codec framework, ( , )x yl l  is the block fusion vector of SAR 

image template, and ( , )if x y  and 1 1 2( , )if x e y e    

represent the pixels of current frame and reference frame of 
SAR image target, respectively. 

 

Fig. 2. Block Matching Structure Model of SAR Image Target. 
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The image pixel spatial fusion matching technology is used 
to realize the statistical analysis of weak and small target 
information in SAR image at each scale, and the statistical 

feature 1 2( , )G c c  is: 

1 2
1 2 1 1 2 2

( ) ( , )
( , )

( ( ))

z Length C MSE e e
G c c θ I c θ I c

h Area inside C


    


 (11) 

Where, 1c  and 2c  represent the gray coefficient and 

brightness coefficient of SAR image target respectively, and 

1z h θ、 、  and 2θ  represent the sparsity feature distribution 

function, both of which are constants greater than 0. The key 
frame detection method is used to analyze the key frames in the 
target statistical feature. The calculation formula of frequency 
band division T  of pixel key frames is as follows: 
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Where, 
'

kE  is the low-frequency band part of the similarity 

information fusion feature component, kE  is the low-

frequency band part of the SAR image target pixel space, L is 
the number of DCT blocks of the SAR image target in each 

frame, and lowL  is the number of low-frequency bands. 

E. Dim and Small Target Recognition in SAR Image based on 

Intra Coding Function 

According to the above obtained pixel key frame frequency 
band division results, track and analyze the weak and small 
targets in SAR image, mainly by constructing the intra coding 
function to realize tracking, and identify the weak and small 
targets in SAR image according to the tracking results. Firstly, 
the trajectory tracking function of each frame in the weak and 
small target area of SAR image is constructed, which is defined 
as follows: 

1( ) ( (1) ( ( )))v g Tu u u c x 
      (13) 

Where, ( )c g  is the neighborhood gray function of SAR 

image target, and ( )u   represents the trajectory tracking target 

function in key frame coding mode, which meets 
:[0,1] [0,1]u  . Thus, the information feature quantity of weak 

and small targets in SAR image is extracted, and the expression 

of association rule coefficient ( )P w  of targets in SAR image 

is obtained as follows: 
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Where, ( )I
I C

T w


  is the total number of boundary pixels of 

weak and small targets in SAR image, and I  is the spatial 
region neighborhood group of weak and small targets in SAR 
image. Then, the weak and small target recognition model of 
SAR image is constructed based on the intra coding function: 
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Where, r  represents a neighborhood of the target image 

collected in the r -th subband; ε  represents the low 

frequency band part of the average similarity information 
fusion feature component. According to the sparse prior 
representation results, the high-resolution prediction value at 

frame m  ( , )x y  of the weak target ( , )mF x y  in the SAR 

image is obtained, and the weak target recognition results of the 
super-pixel SAR image are obtained to improve the detection 
and recognition ability of the weak target in the SAR image. 

III. SIMULATION EXPERIMENT ANALYSIS 

In order to verify the effectiveness of the weak and small 
target recognition method in SAR image based on machine 
vision in practical application, a simulation experiment is 
carried out by Vega software. Radar works is an important 
module in Vega software. It can produce real-time imaging 
radar simulation images based on physical mechanism. The 
operating environment of imaging radar is a comprehensive 
simulation environment composed of natural background, 
cultural characteristics and dynamic targets. One of the 
characteristics of radar works is that radar works runs in the 
same synthetic environment as Vega and sensor vision, and 
jointly provides fully correlated output windows and radar 
images. Before using the radar works module. It is necessary to 
set Vega basic modules (system configuration, window, channel, 
object, observer, motion mode, environmental effect, etc.), and 
then set the parameters of radar works module (radar type, 
resolution, frequency band, polarization mode, RCS range, 
surface side length, motion compensation mode, speckle noise 
level, carrier speed, image output mode, etc.) are set. The 
interface of radar works module in the visualization window 
Lyn X of Vega software is shown in Fig. 3. 

The experimental parameter settings are shown in Table I. 

Radar types in radar works module include real-time beam 
ground mapping, multi killer beam sharpening and synthetic 
aperture radar. The research in this chapter is only aimed at 
SAR. Radarworks supports six radar operating bands: K, Ku, x, 
C, s and l, and four polarization modes: VV, VH, HV and HH. 
The specific imaging parameter plan of SAR is shown in Fig. 4. 

In this paper, a total of 8 SAR images are obtained through 
MSTAR database, including 26 ship targets, which are weak 
and small targets. They are used as the experimental samples 
for simulation test. The SAR image is shown in Fig. 5. 

First, the algorithm proposed in the study is tested and 
applied for verification, that is, the loss value results of the 
algorithm with or without dimension reduction processing are 
counted. The results are shown in Fig. 6. The results of Fig. 6 
show that before the algorithm is improved, the curve changes 
between the test loss value and the training loss value have a 
large difference, and when the epoch exceeds 200, the error 
trend of the two curves is large. However, the loss trend of the 
algorithm after dimension reduction is basically unchanged, 
and the difference affected by the value of epoch is small, 
indicating that the data loss has been improved. 
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Then, in order to further verify the effectiveness of this 
method, the SAR image dim target recognition method 
proposed in this paper, the multi azimuth SAR image target 
recognition method based on depth learning proposed in 
reference [12] and the SAR image target recognition method 

based on 2dpca scn regularization proposed in reference [13] 
are used to identify dim targets in SAR images, and the 
recognition accuracy of the three methods is verified, The result 
data is compared from two aspects of recognition rate and false 
detection rate, and the comparison results are shown in Fig. 7. 
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Fig. 3. Visual Operation Diagram of Vega Software. 

TABLE I. EXPERIMENTAL PARAMETER SETTING 

 Parameter 

Frame frequency of visual sampling 12khz 

Pixel set of image feature distribution 120 

Identification interval 1.5ms 

Regional pixel distribution 200*200 

Action characteristic decomposition coefficient 0.46, 0.43 

 
Fig. 4. Plan View of SAR Specific Imaging Parameters. 
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Fig. 5. SAR Image Samples. 
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Fig. 6. Comparison Results of Weak and Small Target Recognition Accuracy in SAR Images of Three Methods. 
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Fig. 7. Comparison Results of Recognition Rate and False Detection Rate. 

Fig. 7 compares the algorithms from the two aspects of 
target recognition rate and false detection rate. It can be seen 
from Fig. 7(a) that the algorithms proposed in the study show 
good recognition rates in different types of test sets, with the 
recognition rates basically above 98%, and the average 
accuracy reaching 99%, far higher than the recognition rates 
shown in [12] and [13]. It can be seen from Fig. 7(b) that the 
false detection rate of the proposed algorithm is lower than that 
of the other two algorithms, with an average of less than 0.9%, 
while the average false detection rate of literature [12] and 
literature [13] is 6.9% and 2.1%. The above results show that 
the SAR image recognition method based on machine vision 
has good recognition rate and false detection rate, and the 
overall performance is good. 

The above experimental results show that the algorithm 
proposed in this paper has a good recognition rate in weak target 
recognition, and effectively realizes the processing of image 
data information. Compare the research results with literature 
[27]. Literature [27] proposed to improve the accuracy of target 
recognition in SAR images by improving CFAR algorithm and 
operation algorithm. Its expansion and research of target data 
proposed that the dimension reduction of data considered the 
limited factors in target recognition process. The algorithm 
proposed in literature [27] has good inspection accuracy, which 
is similar to the algorithm results proposed in the research, 
which shows that the machine vision algorithm can improve the 
application performance of the algorithm. 

IV. CONCLUSION 

SAR is an active microwave imaging sensor. Its imaging 
principle is to install SAR on the radar platform, transmit 
electromagnetic waves regularly with the movement of the 
radar platform, and convert the received ground backscatter 

signal into SAR image information. SAR uses pulse 
compression technology to obtain high resolution, can work all 
day and all weather, has multi band and multi polarization 
working mode, has certain penetration ability to soil, vegetation, 
clouds, etc., and can continuously image the observation area, 
so as to identify obstacles hidden in trees and forests. SAR is 
widely used in military, geographical and national economic 
issues. Automatic target recognition (ATR) of SAR image is a 
key research direction of SAR image interpretation. SAR image 
target recognition is the combination of SAR image manual 
interpretation and computer automatic recognition processing. 
Its working process can be described as: finding out the region 
of interest in SAR image, and then classifying each region of 
interest to determine its category. Therefore, this paper 
proposes a weak and small target recognition method based on 
machine vision in SAR image, and the effectiveness of this 
method is verified by simulation experiments. The algorithm 
proposed in the study considers the impact of linear 
characteristics on data when extracting image data information, 
so it uses principal component analysis to reduce the 
dimensions of data. Different from the improvement of 
previous improved algorithms in large dimensions, the study 
pays more attention to multi-dimensional consideration of data 
information. 

 In view of the limited ability and short time, in addition to 
making some progress, there are still many technical problems 
to be solved and improved, and the practical feasibility of the 
design scheme needs to be tested and corrected in the project. 
In order to obtain ideal detection results, there are still many 
aspects of technology to be studied. 

1) This paper mainly studies the weak and small target 

recognition in SAR image under static background. In fact, the 

background may be dynamic. Further research is needed to 

realize the weak and small target recognition in SAR image 

under dynamic background. 

2) In this paper, the target is not tracked after the 

recognition of weak and small targets in SAR images. Tracking 

the target is essential to realize the real-time monitoring or 

attack of the target. Further research is needed in this regard. 

3) The engineering implementation of the weak and small 

target recognition method in SAR image studied in this paper 

needs further research, especially the setting of recognition 

method parameters. At present, the setting of parameters is 

mostly based on experience. After further research, artificial 

intelligence method can be used to set parameters. 
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Abstract—The adaptive partitioning algorithm of information 

set in simulation laboratory based on project-based learning 

data-driven and random grid is studied to effectively preprocess 

the information set and improve the adaptive partitioning effect 

of the information set. Using the improved fuzzy C-means 

clustering algorithm driven by project-based learning data, the 

fuzzy partition of information set in simulation laboratory is 

carried out to complete preprocessing of information set; The 

pre-processing information set space is roughly divided by the 

grid partitioning algorithm based on the data histogram; A 

random mesh generation algorithm based on uniformity is used 

to finely divide the coarse mesh cells; Taking the representative 

points of grid cells as the clustering center, the pre-processing 

information set is clustered by the density peak clustering 

algorithm to complete the adaptive partitioning of the 

information set in simulation laboratory. Experimental results 

show that this algorithm can effectively preprocess and 

adaptively partition the information set of simulation laboratory; 

For different dimension information sets, the evaluation index 

values of Rand index, Purity, standard mutual information, 

interval and Dunn index of the algorithm are all high, and the 

evaluation index values of compactness and Davidson's banding 

index are all low, so the algorithm has a high accuracy of 

adaptive partitioning of information sets. 

Keywords—Adaptive partitioning; data driven; information set; 

project-based learning; random grid; simulation laboratory 

I. INTRODUCTION 

Simulation experiments exist in the simulation laboratory, 
and the experimental environment, objects and equipment are 
provided by the simulation laboratory [1]. The simulation 
laboratory is a kind of simulation experiment environment 
supported by computer software and hardware technology and 
realized by software development tools [2]. By developing a 
series of simulation experiment components to simulate and 
reproduce the experimental environment, experimental 
equipment and experimental process, the experimenter can get 
rid of the bondage of the actual experimental conditions, feel 
the experimental information interactively, and realize the 
experimental process in a near real way under more convenient 
and fast conditions [3]. In the simulation laboratory, the 
experimental objects and equipment are either reproduced or 
simulated vividly, and the experimental process is completely 
controlled by the experimenter [4]. The simulation laboratory 
uses the powerful computing processing ability of the 
computer, with the help of graphics / images, simulation and 
virtual reality technologies, and has rich interface information, 

friendly interaction ability and powerful data processing 
function. In addition, it is well compatible with various 
external devices, multi-media and Internet, forming a 
wonderful simulation experiment world. Project-based learning 
is a new teaching mode, which mainly focuses on the core 
concepts and principles of the discipline, and emphasizes that 
learners can solve practical problems, participate in some 
exploratory activities and other meaningful learning tasks [5]. 
In this process, learners learn independently and construct the 
meaning of the learned knowledge through practical operation, 
and apply it in the simulation laboratory. It can effectively 
improve learners' interest in simulation experiments and 
learning quality. Once the project-based learning simulation 
laboratory is established, it is a shared resource. Although it is 
not limited by the site and time, it greatly saves material 
resources, but it will generate a large number of project-based 
learning data and increase the difficulty of data search. The 
best way to solve this problem is to study a partitioning 
algorithm, which divides all information into several categories 
through the partitioning algorithm to facilitate information 
search. For example, Sutagundar, A., et al. proposed to use the 
function of sensor cloud and fog calculation to divide in a 
better way and minimize the delay problem. Using random 
forest classifier and genetic algorithm to divide the information 
and introducing Agent paradigm, not only saved the energy of 
physical sensor nodes, but also could quickly analyze and 
divide the information on the fog server. The results show that 
the algorithm has better effect in partition accuracy, delay and 
energy consumption [6]; Flisar, J., et al. used DBpedia 
ontology knowledge base to divide information. This algorithm 
can effectively divide information sets [7], but it cannot adapt 
to all data distribution well. The partitioning algorithm 
boundary is easily discarded as noise points, resulting in low 
partitioning accuracy. In order to achieve efficient, high-
precision and high-speed information partition, Zheng, T., et al. 
designed a partitioning algorithm with low power consumption 
and high performance. In the training phase, a laser radar was 
simulated to collect the laser radar information, and then the 
designed neural network was trained using the information and 
the corresponding tags. In the testing phase, the new 
information was first divided into simple units using the range 
transformation watershed method, then, the trained neural 
network was used to divide the information. The average recall 
rate of the information partitioning of the algorithm was 0.965 
and the average precision rate was 0.943 [8], but its complexity 
was high and it was difficult to meet the real-time 
requirements, and there were limitations in the processing of 
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multidimensional information sets. The algorithm is 
susceptible to noise and the effect of boundary processing is 
not ideal. Data driving can be broadly defined as using the 
online or offline data of the system to realize various expected 
functions of the system such as data-based preprocessing, 
evaluation, scheduling, monitoring, diagnosis, decision-making 
and partitioning algorithm [9]. The random grid density 
clustering algorithm is insensitive to the input data and can 
adapt to different data distributions. Moreover, the algorithm 
has low complexity and fast calculation speed. It is suitable for 
partitioning different dimensional information and is not 
sensitive to the impact of noise [10]. 

In order to improve the precision of adaptive partitioning of 
information set, an adaptive partitioning algorithm of 
information set in simulation laboratory based on project-based 
learning data-driven and random grid is studied. First of all, the 
paper uses the fuzzy C-means clustering algorithm to carry out 
the fuzzy division of information, and preliminarily classifies 
the information. On this basis, the paper further uses the data 
histogram grid division algorithm to further roughly divide the 
information space, strengthen the classification of information, 
and avoid the problem of insufficient classification caused by 
the strong correlation between information; Then, the 
information is further clustered with the density peak clustering 
algorithm, which strengthens the aggregation of similar 
information and completes the information division. Finally, 
the experimental results show that this research method has the 
ability of adaptive partition, high precision of partition, and 
good overall application. 

II. ADAPTIVE PARTITIONING ALGORITHM OF INFORMATION 

SET IN SIMULATION LABORATORY 

A. Information Set Preprocessing of Simulation Laboratory 

by using the Improved Fuzzy C-means Clustering 

Algorithm based on Project-based Learning Data-driven 

In the simulation laboratory, the project-based learning 
method is applied to carry out simulation experiments, so that 
students can explore the selected simulation experiment 
projects according to their own interests and learning needs. 
This learning activity emphasizes the students' hands-on 
operation and comprehensive application of various knowledge 
achievements, which can improve the learning quality of each 
simulation experiment project stage and make students more 
interested in the learning process of simulation experiments. In 
the process of simulation experiments using project-based 
learning, a large number of project-based learning data will be 
generated in the information of the simulation laboratory. In 
order to further improve the learning quality of each project 
stage in the simulation experiment process, it is necessary to 
self-adapt the project-based learning data in the information set 
of the simulation laboratory [11], accelerate the efficiency of 
students viewing the project-based learning data in the 
information set of the simulation laboratory, and facilitate the 
management of the information set of the simulation 
laboratory. In order to improve the adaptive partitioning effect 
of the project-based learning data in the information set of the 
simulation laboratory [12], it is necessary to obtain the fuzzy 
version of the project-based learning data in the original 
information set of the simulation laboratory (composed of 

fuzzy attributes and fuzzy partitions). Fuzzy C-means 
clustering algorithm (FCM) generates fuzzy partitions by 
defining the value of fuzzy membership function ( ), which can 
solve the problem of hard boundary value caused by sharp 
partitions and protect the item learning data in the original 
information set. In addition, the fuzzy partition has obvious 
semantic relevance, which can well solve the inherent 
uncertainty of numerical data in the project-based learning data 
in the information set of the simulation laboratory. 

An expression called fuzzy entropy is used as the cost 
function of the objective function of FCM algorithm. The 
definition of fuzzy entropy is roughly the same as that of 
information entropy, which is more suitable for fuzzy 
clustering analysis [13]. The function of fuzzy entropy can be 
defined as: 

( )
1 1

ln
c n

ij ij

i j

E x m m 
= =

= −
        (1) 

Wherein, the project-based learning data in the information 
set of simulation laboratory is x; The fuzzy membership degree 
of the i-th attribute of the project-based learning data in the i-th 

information set of simulation laboratory is ij
; m is a weighted 

index, whose physical meaning is the fuzziness degree 
constant; The number of project-based learning data in the 
simulation laboratory information set is c; The number of fuzzy 
attributes of the project-based learning data in the information 
set of the simulation laboratory is n. 

The objective function of FCM can be defined as: 

( ) 2

1 1

1

min ,

. . 1

c n

ij ij

i j

c
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i

J v m d

s t

 



= =

=

=
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            (2) 

Where, the objective function of the sum of error squares is 

( )min ,J v
, and its value reflects the degree of compactness 

within the class under a certain difference definition [14]. The 

smaller the value of 
( )min ,J v

 is, the tighter the clustering is; 
The clustering center of project-based learning data in the 
information set of simulation laboratory is v; The Euclidean 

distance is 

2

ijd
. 

Taking information entropy as the cost function, the 
minimum error square sum objective function of FCM 
algorithm is used to solve the problem of fuzzy partition of 
project-based learning data in the information set of simulation 
laboratory. The objective function of the improved FCM 
algorithm is: 

( ) ( ) ( ), , min ,L v J v E x   = +
           (3) 

Where the Lagrange multiplier is α. 
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Substituting formula (1) and formula (2) in formula (3) can 
obtain: 

( ) 2

1 1 1 1

, , ln
c n c n

m

ij ij j ij ij

i j i j

L v m d m m     
= = = =

= − 
         (4) 

The Lagrange multiplier of the j-th attribute of the project-
based learning data in the information set of the simulation 

laboratory is j
. 

If 

0
ij

L




=


 in formula (4), the following can be obtained: 
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exp
ij

ij

j

d
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Since 1

1
c

ij

i


=

=
, the finishing formula (5) can be obtained: 
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Wherein the attribute number of the project-based learning 
data in the information set of simulation laboratory is k. 

Substituting formula (5) and formula (6) into formula (4), it 

can get: 
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             (7) 

It can be seen from formula (7) that in order to obtain the 

optimal value of 
( )min ,J v

, it is also necessary to process 
the project-based learning data in the information set of 
simulation laboratory [15]. By analyzing the physical meaning 

of 
2

1

1
c

kj

k

d
=


, it can be seen that in fact it should be the distribution 

characteristics of project-based learning data in the information 
set of the simulation laboratory, representing a distribution 
characteristic of project-based learning data in the data space 
[16]. That is to say, taking information entropy as the cost 
function of the objective function, the objective function of the 
FCM algorithm needs to obtain the minimum value. In addition 
to the membership degree [17], the actual distribution 
characteristics of the project-based learning data in the data 
space in each cluster must also be considered. For the 

convenience of later expression and calculation, 

2

1

1
j c

kj

k

d



=

=


 is 

specially used, that is, j
 is used to represent this distribution 

characteristic. 

According to the above analysis, the objective function is 
adjusted accordingly to obtain: 
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Then, according to the Lagrange function method, it can 
get: 
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Wherein the project-based learning data in the information 

set of simulation laboratory of the j-th attribute is jx
; The 

clustering center of the project-based learning data in the i-th 

simulation laboratory information set is iv
. 

Let 

0
ij

L




=


, then: 

1

1

2
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j

ij
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− 
=   
             (11) 

The fuzzy partition of the project-based learning data in the 
information set of the simulation laboratory is generated by 
iteratively optimizing the objective function formula (8) by 

updating the values of the membership function ij
 and the 

cluster center iv
. 

In order to improve the fuzzy partition effect of the project-
based learning data in the information set of the simulation 
laboratory, the fuzzy membership function of the FCM 
algorithm is determined by using the project-based learning 
data-driven method. The generation process of fuzzy partition 
of project-based learning data in the information set of 
simulation laboratory based on project-based learning data 
driven FCM is as follows: 

It is defined that the project-based learning data in the 
information set of the simulation laboratory is 

 1 2, , cD x x x=
, 1 2, , cx x x

 is the data of different 
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numerical attributes, and D is the set of Boolean attributes and 
numerical attributes; The numeric attribute set is defined as 

 1 2, , , rA q q q=
; The fuzzy partition is defined as 

 1 2, , , rP P P P=
, the fuzzy partition is the result of 

clustering the numerical attribute set A by FCM algorithm, and 

 1 2, , ,r wP f f f=
 is the fuzzy clustering partition set of 

the numerical attribute rq
. 

The improved FCM algorithm is used to cluster the data in 
the numerical attribute set of project-based learning data in 
each information set of simulation laboratory, and then the 
corresponding fuzzy partition is obtained. Each numerical 
attribute data has its own unique fuzzy membership function. 
This process is repeated several times until the fuzzy partition 
of all numeric attribute values is obtained. 

The whole preprocessing process of the project-based 
learning data in the information set of the simulation laboratory 
includes two steps: the first step is to generate fuzzy partitions 
for the values of the numerical attributes of the project-based 
learning data in each information set of the simulation 
laboratory through the improved FCM algorithm; The second 
step is to further process the project-based learning data in the 
original information set of simulation laboratory, and then 
obtain its fuzzy Version (composed of fuzzy attributes and 
fuzzy partitions). Pre definition: the Boolean attribute value 

data set is 
 1 2, , , mB b b b =

; The definition attribute set is 

Â B A=  . The fuzzy version generation process of the 
project-based learning data in the original information set of 
simulation laboratory is as follows: scan the project-based 
learning data in the original information set of simulation 
laboratory, classify the data attribute values, put the project-
based learning data belonging to the Boolean attribute in 

 1 2, , , mB b b b =
, and put the project-based learning data 

belonging to the numerical attribute in 
 1 2, , , rA q q q=

, 
and then perform classification calculation. When an item 
learning data is a Boolean attribute, its fuzzy membership 

function 
1 =

 or 
0 =

 can easily divide the fuzzy 
partition, and then obtain the fuzzy version of the Boolean 
attribute value [18]; When a project-based learning data is a 
numerical attribute, each numerical attribute in the project-
based learning data D can be converted into a fuzzy record 

according to the fuzzy partition rP
. Each fuzzy record contains 

the fuzzy attribute of the project-based learning data and the 
corresponding fuzzy membership function. 

Thus, after selecting the data attributes in the first step, an 

intermediate version of the project-based learning data 1D
 in 

the information set of simulation laboratory can be generated; 

Then, 1D
 is updated iteratively [19], until all the attribute data 

in the attribute set Â  are processed, and then the fuzzy version 

of the original project-based learning data will be obtained. 
Therefore, by applying the FCM preprocessing technology 
driven by project-based learning data, any project-based 
learning data in the original information set of simulation 
laboratory with Boolean and numerical attributes can be 

transformed into a fuzzy set 
 1 2

ˆ ˆ ˆ, , , NQ x x x=
 with fuzzy 

records and fuzzy attributes. 

B. Adaptive Partitioning of Information Set in Simulation 

Laboratory based on Random Grid 

1) Random grid partitioning of information set in 

simulation laboratory: The density peak clustering algorithm 

based on random grid partitioning is used to adaptively divide 

the fuzzy set  1 2
ˆ ˆ ˆ, , , NQ x x x=

 of the project-based learning 

data in the information set of simulation laboratory obtained in 

Section 2.1. 

In order to better adapt to the best partitioning of the fuzzy 
sets of project-based learning data in different situations, first, 
the fuzzy sets of project-based learning data are roughly 
divided by the data histogram, and then the random grid is 
divided by the grid uniformity. 

In order to adapt to the adaptive partitioning environment 
of fuzzy sets of project-based learning data, overcome the 
shortcomings of current grid division, and improve the 
efficiency and reliability of grid cell uniformity [20], firstly, 
rough partitioning of fuzzy sets of project-based learning data 
is carried out by using histograms. The steps are as follows: 

Step 1: read in the fuzzy set 
 1 2

ˆ ˆ ˆ, , , NQ x x x=
 of the 

project-based learning data and normalize it. The normalization 
formula is: 

min

max min

ˆ ˆ

ˆ ˆ

x x
x

x x

−
=

−
           (12) 

Wherein, the minimum and maximum values in the fuzzy 
set of project-based learning data in the information set of the 

simulation laboratory are minx̂
 and maxx̂

; The item learning 

data in the fuzzy set after normalization processing is x . 

Step 2: scan the fuzzy set Q of item learning data once, and 
draw the data histogram on each dimension within Q. 

Step 3: according to the corresponding data histogram of 
each dimension, determine the high-density area and the low-
density area of the fuzzy set of project-based learning data in 
the information set of the simulation laboratory, and divide the 
grid cells of the high-density area into fine ones and the grid 
cells of the low-density area into coarse ones. The specific 
operation is to use the number of data points contained in a grid 
to be equal to a given threshold β to divide, and the value of 
threshold β is related to the size of the entire fuzzy set Q. 

Although the rough grid partitioning based on data 
histogram divides the regions with different densities of the 
project-based learning data fuzzy set in different scales, the 
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distribution of the project-based learning data of the grid cells 
with the same density may still be very different, so the 
boundary of the class cannot be effectively found and the class 
with arbitrary shape cannot be effectively found. Next, the 
random grid cells are finely divided by the uniformity index. 
The steps are as follows: 

Step 1: calculate the uniformity of each random grid 
element obtained by rough division, and the formula is as 
follows: 

( )
( ) ( )

( )
1 max i i

l

i

u u
S u

u

 



 



  − 
= −   

             (13) 

Where 
( )i u   is used to represent the overall standard 

deviation of the i -dimension of the random grid unit u; 

( )i u   represents the standard deviation of the i -
dimensional project-based learning data samples of the random 

grid cell u, and 
( )lS u

 represents the uniformity of the l-

dimensional grid cell u; 1,2, ,i l = ; The closer the value 

of 
( )lS u

 is to 1, the higher the uniformity of the random grid 
cells in the fuzzy set of item learning data is. 

If 
( )lS u

 satisfies the given threshold, i.e. it is a uniform 
mesh, it will not be divided; If the uniformity is less than the 
given threshold, i.e. non-uniform mesh, go to step 2. 

Step 2: for each non-uniform grid, divide the random grid 
cell into two new grids of equal size along the worst dimension 

of 
( )lS u

, and judge whether the two new grids meet the stop 
criteria. If not, further divide them by the same method until 
the stop criteria are met. 

Step 3: stop criteria. ① The grid element is a uniform grid; 
② The grid cell is an empty grid; ③ The number of project-
based learning data points in the grid is less than a given 
threshold. 

2) Automatic selection of clustering center of information 

set in simulation laboratory: It is assumed that the center point 

of the grid unit u after random grid partitioning is 
( )1 2, , ,u u u

l

ug g g g=  and 1,2, ,u K= ; K is the total number of 

meshes; Where 
l

ug
 represents the coordinate of the center point 

of the grid cell u in the l-dimension, so the grid cell uG  can be 

expressed as: 

1 1 2 2, , , , , ,
2 2 2 2 2 2

l l

u u u u u u

side side side side side side
G g g g g g g

      
= − + − + − +      

       

1 1 2 2, , , , , ,
2 2 2 2 2 2

l l

u u u u u u

side side side side side side
G g g g g g g

      
= − + − + − +      

      

1 1 2 2, , , , , ,
2 2 2 2 2 2

l l

u u u u u u

side side side side side side
G g g g g g g

      
= − + − + − +      

               (14) 

Wherein the side length of the grid cell is side. 

The set of points in the grid cell u is 

 1 2, , ,
uhY y y y=

, and uh
 is the total number of project-

based learning data points in the grid cell u, then the 
representative points of the grid cell are: 

ˆ

ˆ

i u

i

x G

u

u

x

Y
h


=



            (15) 

Where the constant is λ; The item learning data in the fuzzy 
set of the i-th information set in simulation laboratory after 

normalization is 
ˆ

ix
. 

The local density of the grid cell’s representative point uY
 

is the number of project-based learning data points in the grid 
cell u, and the number of points in the grid cell u is: 

( )
1

ˆ ,
N

u i u

i

h f x G
=

=
           (16) 

Where, the function is 
( )f  

, 

( )
ˆ1

ˆ 2 2,

0

l l l

u i u

i u

side side
g x g

f x G

other


−   +

 = 



, so the local density of 

uY
 is u uh =

. 

The nearest distance between the grid cell’s representative 

point uY
 and the higher density representative point oY

 is 
taken as the distance value of the grid cell’s representative 

point uY
, which is recorded as ud 

, and the formula is as 
follows: 

( )
:
min

o u
u ou

o
d D

 
 =

           (17) 

Wherein ud 
 is the distance between the grid cell’s 

representative point uY
 and the grid cell’s representative point 

oY
. 

An improved adaptive method is designed to complete the 
automatic selection of cluster centers when the information set 
of simulation laboratory is adaptively divided, and the exact 
number of cluster centers is selected without manual 
intervention, so as to improve the accuracy of cluster center 
selection. The determination function is: 

( )
ˆ ˆ 0
i

C i
  − 

           (18) 
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ˆ
2
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           (19) 
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Wherein the density of the representative point î
C

 of the 

grid cell of the î -th cluster center is î
C

; The mean value of 

the representative point density of all grid cells is 
( )î

 
; 

The minimum distance between the representative point of grid 
cell and the representative point of cluster center in the same 

cluster is î
C

; The expectation of all î


 is 
( )î

E 
. Formula 

(18) indicates that the local density value of the representative 
points of the grid cell is greater than the average value of the 
local density of all the representative points in the grid cell. 
This determination method satisfies the condition that the 
clustering centers of the project-based learning data in the 
information set of the simulation laboratory are often 
distributed in the relatively high density area in the density 
peak algorithm. The determination method of formula (19) 
satisfies the condition that the relative distance between the 
cluster centers is relatively long. Therefore, when the grid 
cell’s representative point object meets the above two formula 
conditions, the grid cell’s representative point is selected as the 
cluster center. 

3) Classification of project-based learning data points in 

the information set of simulation laboratory: The nearest 

neighbor algorithm in the density peak clustering algorithm is 

used to classify the item learning data points in the fuzzy set of 

the remaining information set of simulation laboratory. After 

the selection of the representative points of the cluster center is 

completed, the remaining non cluster center representative 

points are classified into the class of the representative points 

closest to them and with local density greater than the point in 
î


-descending order, and the data points in the project-based 

learning data in the fuzzy set of the original information set in 

simulation laboratory are assigned to the class of the 

representative points of the grid cells. 

When the project-based learning data in the fuzzy set of the 
information set of the simulation laboratory is adaptively 
divided, the object of the boundary point is the representative 
point of the grid cell. Firstly, the set of boundary grid cell’s 
representative points in the current cluster is calculated 

according to the density parameter C , to find the grid cell’s 
representative points with the highest density in the boundary 
point set, and take the density of the representative points as 
the threshold to divide the core representative points and noise 
points, so as to reserve the representative points with the 
density greater than or equal to the density threshold as the 
core representative points in the cluster; The noise 
representative points in the current category that are smaller 
than the density threshold are removed, and the project-based 
learning data points in the grid where the noise representative 
points are located are also removed. 

4) Adaptive partitioning process of information set in 

simulation laboratory: The specific steps of the adaptive 

partitioning of the information set in simulation laboratory are 

as follows: 

Step 1: use the project-based learning data in Section 2.1 to 
drive FCM, preprocess the project-based learning data in the 
information set of the simulation laboratory, and obtain the 
fuzzy set of the project-based learning data; 

Step 2: normalize the item learning data in the fuzzy set; 

Step 3: roughly mesh the fuzzy set of project-based 
learning data according to the data histogram; 

Step 4: perform random mesh refinement on the coarse 
divided mesh according to the uniformity to obtain several 
disjoint mesh elements; 

Step 5: map the project-based learning data points to the 
corresponding grid cells, obtain the representative points of 
each grid cell from formulas (14) and (15), and count the 
number of project-based learning data points contained in each 
grid cell; 

Step 6: calculate the local density u  of the representative 

point uY
 of the grid cell according to formula (16); 

Step 7: arrange the grid cell’s representative points in 

reverse order according to î


, and calculate the high density 

distance ud 
 of each grid cell’s representative point according 

to formula (17); 

Step 8: adaptively determine the representative point of the 
cluster center by formula (18) and formula (19), classify it into 
the class of the grid representative point with the shortest 
distance and the local density greater than the point according 
to the p-descending order, and classify all data points in the 
project-based learning data in the original information set of 
simulation laboratory into the class of the grid representative 
point; 

Step 9: calculate the boundary point set of the current class 

from the density parameter C , select the representative point 
with the highest density in the boundary point set, and use the 
density of the point as the threshold for dividing the core 
representative points and noise points of the current class, and 
eliminate the representative points in the current class that are 
smaller than the density threshold and other item learning data 
points in the grid cell where the representative points are 
located; 

Step 10: return the final clustering result, that is, complete 
the adaptive partitioning of the simulation laboratory 
information set. 

III. EXPERIMENTAL ANALYSIS 

Taking the sensor simulation laboratory of a university as 
the experimental object, the simulation laboratory realizes 
semi-automatic interactive control through animation, video or 
virtual reality technology. The structure of the simulation 
laboratory is shown in Fig. 1. 

The simulation laboratory integrates the resources such as 
computers, instruments and equipment, tested points and their 
data into the network for sharing, and realizes the functions of 
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remote or remote testing, control, data acquisition, fault 
monitoring and on-site monitoring. The networked simulation 
instrument can obtain the measurement information from any 
place and at any time. 

Bus data 

acquisition card

Communication 

instruments

The sensor

Basic computer hardware 

operating system

User graphical interface 

signal processing analysis

Network

The client

The server

 

Fig. 1. Structure Diagram of Simulation Laboratory. 

In the process of sensor simulation experiments in the 
project-based learning mode conducted by the university 
students in the simulation laboratory, tens of thousands of 
project-based learning data of different dimensions are 
generated, forming a high-dimensional information set in 
simulation laboratory and a low-dimensional information set in 
simulation experiment. Both information sets contain four 
types of project-based learning data, namely, carrier data, 
modulation data, excitation data and vibration data. Using the 
algorithm in this paper, the information sets of two simulation 
laboratories are divided adaptively, which proves that the 
algorithm in this paper has a good adaptive partitioning effect. 

Taking the information set of low dimensional simulation 
experiment as an example, the information set is fuzzy 
partitioned by the algorithm in this paper, and the results of 
fuzzy partitioning are shown in Fig. 2. 
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Fig. 2. Project-based Learning Data in the Original Low-dimensional 

Simulation Laboratory Information Set. 

Using the quantitative attribute Income, the effect of fuzzy 
partition of the project-based learning data in the information 
of the low-dimensional simulation laboratory is analyzed. The 

value range of the Income attribute is 
 0,9Income

 (the 
unit is thousands). The number of fuzzy partitions of project-
based learning data in the information set of simulation 
laboratory is defined as 4, which are "Around 1", "Around 3", 
"Around 5", "Around 7"; The analysis results of fuzzy partition 
effect of the algorithm in this paper are shown in Fig. 3. 

According to Fig. 3, after preprocessing the project-based 
learning data in the original low-dimensional information set of 
simulation laboratory using the algorithm in this paper, the 
fuzzy partitions obtained are related to each other, that is, they 
have strong semantic relevance, and the curves of each fuzzy 
partition are relatively smooth, which solves the problem of 
"sharp partition", protects the boundary value, and thus protects 
the project-based learning data. The Income value 
corresponding to the highest value of the fuzzy membership 
degree of each fuzzy partition corresponds to the set Around 
value, which indicates that the algorithm in this paper has 
better fuzzy partition effect of the information set in simulation 
experiment, that is, better preprocessing effect of the 
information set. 

The algorithm in this paper is used to adaptively partition 
the project-based learning data in the low-dimensional 
information set of simulation experiment. The adaptive 
partitioning results are shown in Fig. 4. 

According to Fig. 4, the algorithm in this paper can 
effectively divide the project-based learning data in the 
information set of the simulation laboratory. After the rough 
division, the description between the project-based learning 
data is relatively fuzzy, and the noise points are not 
distinguished. After the random grid refinement, the boundary 
area between the project-based learning data is further refined, 
and the noise point data is effectively divided into isolated grid 
cells; According to the grid cells finely divided by random 
grid, four kinds of project-based learning data are obtained 
through clustering processing, and the noise data scattered 
outside the project-based learning data is better removed. 
Experimental results show that the proposed algorithm can 
effectively partition the information set of simulation 
laboratory. 
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Fig. 3. Fuzzy Partition Effect. 
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(a) Coarse mesh partition results 
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(b) Results of random mesh fine partition 
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(c) Adaptive clustering results 

Fig. 4. Adaptive Partitioning Results of Project-based Learning Data in 

Low-dimensional Simulation Experiment Information Set. 

The external evaluation indexes Rand index, Purity and 
normalized mutual information (NMI), internal evaluation 
indexes compactness (CP), separation (SP), and relative 
evaluation indexes including Davies bouldin index (DBI) and 
Dunn validity index (DVI) are used as evaluation indexes. The 
higher the value of Rand index is used to measure the 

percentage of correct division, the higher the adaptive 
partitioning accuracy is, the value range is [0, 1]; Purity 
represents the purity of the partitioning result, and the value 
range is [0%, 100%]. The higher the value is, the better the 
partitioning result is; NMI is to evaluate the consistency 
between the clustering results and the real categories through 
the mutual information between the clustering results and the 
real categories. The value is between [0, 1]. The higher the 
value is, the better the classification effect is; The lower CP 
means that the closer the clustering distance within the class is, 
the better the compactness is, and the value range is [0, 1]; The 
higher the larger of SP is, the farther the cluster distance and 
the distance between clusters are, and the value range is [0, 1]; 
The closer the intra class distance is, the farther the inter class 
distance is, the better the partitioning effect is; The smaller 
DBI means the smaller the intra class distance and the larger 
the inter class distance, the better the partitioning effect is, and 
the value range is [0, 1]; The larger the DVI means the greater 
the distance between classes and the smaller the distance 
between classes, and the better the partitioning effect. The 
value range is [0, 1]; The effect of adaptive partitioning of 
information set in simulation laboratory by the algorithm in 
this paper is analyzed. For high-dimensional information set of 
simulation experiment and low-dimensional information set of 
simulation experiment, the test results of adaptive partitioning 
of information set in simulation experiment by the algorithm in 
this paper are shown in Table I. 

According to Table I, the RAND index of the algorithm in 
this paper is relatively high when adaptively dividing the 
information sets of low-dimensional and high-dimensional 
simulation laboratories, which is close to 1, indicating that the 
algorithm in this paper adaptively divides the information sets 
of different dimensions with high accuracy; The purity is also 
high, which is close to 100%, and the NMI is high, which is 
close to 1. This shows that the results of adaptive partitioning 
of different dimension information sets in this algorithm are 
very similar to the actual results; SP and DVI are both large, 
close to 1, CP and DBI are both small, and close to 0, which 
indicates that the algorithm in this paper adaptively partitions 
the information set with a large inter class distance and a small 
intra class distance, and has a better adaptive partitioning 
effect; Comprehensive analysis shows that for different 
dimension simulation laboratory information sets, the 
algorithm in this paper can accurately and adaptively partition 
the information sets, and has better adaptive partitioning effect 
of the information sets. 

In order to further verify the performance of the algorithm 
studied in this paper, the algorithm in the literature [6] and the 
algorithm in the literature [7] introduced in the introduction are 
used as the comparison method to test the RAND index results 
in different dimensions, and the test is repeated five times. The 
results are shown in Table II. 

It can be seen from Table II that under different 
dimensions, the lowest RAND index of this method is 0.96, 
close to 1. The RAND index of literature [6] method and 
literature [7] method is 0.89 and 0.88 respectively, which is far 
lower than that of this method. This shows that the adaptive 
division accuracy of this method is the highest and has certain 
applicability. 
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TABLE I. TEST RESULTS OF THE PROPOSED ALGORITHM FOR ADAPTIVE PARTITIONING OF SIMULATION EXPERIMENTAL INFORMATION SETS IN DIFFERENT 

DIMENSIONS 

The evaluation index 
Low-dimensional simulation laboratory information 

set 
High dimensional simulation laboratory information set 

Rand index 0.98 0.97 

Purity 97.5% 98.2% 

NMI 0.96 0.98 

CP 0.01 0.02 

SP 0.97 0.97 

DBI 0.02 0.03 

DVI 0.96 0.98 

TABLE II. COMPARISON OF RAND INDEX RESULTS OF DIFFERENT METHODS IN DIFFERENT DIMENSIONS 

grou

p 

Methods in this paper Literature [6] Method Literature [7] Method 

Low-dimensional 

simulation laboratory 

information set 

High dimensional 

simulation laboratory 

information set 

Low-dimensional 

simulation laboratory 

information set 

High dimensional 

simulation laboratory 

information set 

Low-dimensional 

simulation laboratory 

information set 

High dimensional 

simulation laboratory 

information set 

1 0.98 0.97 0.89 0.87 0.88 0.81 

2 0.99 0.96 0.88 0.88 0.81 0.75 

3 0.97 0.98 0.85 0.84 0.86 0.78 

4 0.98 0.97 0.86 0.85 0.72 0.79 

5 0.99 0.97 0.89 0.82 0.83 0.82 

IV. CONCLUSION 

In order to deeply analyze the large amount of information 
generated by the simulation laboratory, it is necessary to 
accurately partition the information. An adaptive partition 
algorithm of simulation laboratory information set based on 
project-based learning data-driven and random grid is studied. 
The fuzzy C-means clustering algorithm in project-based 
learning data drive preliminarily divided the information, 
avoiding the constraints of time, space and other conditions. In 
the information space, the grid division algorithm of the data 
histogram was used to further divide the information, 
weakening the correlation between the data. Then, the grid 
division algorithm of the data histogram was used to cluster 
similar data, thus further enhancing the classification effect of 
the data. Through experiments, it is verified that the method 
can still maintain high classification accuracy in different 
dimensions, and has good application effect. However, there 
are still some shortcomings in this paper. Some heterogeneous 
data may appear in the data generated by the simulation 
laboratory, which is easy to be excluded as abnormal data 
when classifying. In future research, it is also necessary to 
strengthen the research on the classification and re clustering of 
heterogeneous data. 
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Abstract—The H1N1 virus, more commonly referred to as 

swine flu, is an illness that is extremely infectious and can in some 

cases be fatal. Because of this, the lives of many individuals have 

been taken. The disease can be transmitted from pigs to people. 

This research presents an artificial neural network (ANN) 

classifier for disease forecasting, as well as a technique for 

detecting people who are sick based on the geographic region in 

which they are found. The source codes for these two algorithms 

are provided below. These coordinates serve as the foundation for 

the GIS coordinates that are utilized in the method for assessing 

the extent to which the illness has spread. The ICMR and NCDC 

datasets were utilized in the study. They used Dynamic Boundary 

Location algorithm to detect swine flu affected person’s location, 

the researchers discovered that the accuracy of the proposed 

classifier was 96 standard classifiers. 

Keywords—Swine Flu; influenza; machine learning; GIS; 

classifiers; ANN; virus; algorithm 

I. INTRODUCTION 

The swine flu is very contagious and spreads quickly. 
Potential vectors for the propagation of the disease include air 
and water. The influenza virus strain is also known as H1N1, 
which is another name for the H1N1 virus. Virus outbreaks 
might be global or local in scope, but they invariably end in      
the loss of human life. More than one country has reported 
human cases of influenza virus infection. It affects the 
respiratory system in humans. The WHO estimates that the 
influenza virus kills between 250,000 and 500,000 people 
each year, infecting 5 to 15% of the world's population and 
causing respiratory illnesses and other complications. Due to 
influenza-related infections, the United States of America 
loses between $70 billion and $170 billion. This has a huge 
impact on the economics of the rest of the globe [1] [2]. 

An artificial neural network (ANN)-based system for 
swine flu categorization and forecasting is suggested in this 

paper. GIS coordinates of the person who is infected are 
acquired, and the second approach is used to locate the 
individual's position, as outlined in the article. The algorithm 
determines how far the sickness may spread, and it is 
constantly being updated as more people become ill. 
Confinement zones are defined by a set of boundaries 
generated by an algorithm. Machine learning may help in the 
analysis and exploration of patterns in a dataset. Machine 
learning-based classifiers take in data from training datasets 
and then use that data to make predictions. 

Contribution from us: We present a cutting-edge technique 
that use machine learning to reliably forecast the incidence of 
swine flu in real time. Sore throats, chills, weariness, nausea, 
runny noses, body pains, coughs, and fevers are all common 
symptoms of swine flu infections. In certain cases, a cough 
may accompany these symptoms. ANN classifiers are able to 
predict whether or not a person has swine flu with a "Yes" or 
"No" answer, despite the difficulty of the task. We've come up 
with a supervised classifier as a solution to this problem. The 
classifier's output is sent into the proposed boundary 
algorithm, which generates the disease's sphere of influence's 
outer border. 

II. LITERATURE REVIEW 

The Table I shows the Literature review of swine flu 
affected areas and the limitation of each paper. In this, we 
explain the main research gap of the latest significant state of 
the art approaches. Based on Table I we found research gaps 
in Machine learning for predicting location. We have seen 
various kinds of research papers and we conclude that most of 
the research papers are used Support vector machine, Random 
forest, Artificial Neural Network, NavieBayes, Ad boost and 
KNN. The main gap is quality of dataset is not used, accuracy 
and no comparisons are not made. 
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TABLE I. LITERATURE REVIEW 

Ref No Approach Limitations Gaps 

 [3] 

Describe the use of social network plat forms to track 

people infected with swine flu based on their post on 

social media like twitter 

Social media data like twitter is not 

trust worthy 
No detection method is discussed 

 [4] 
Discusses the symptoms of the disease along with the 

hotspot detection 

No comparisons 

made 

No proper dataset 

And detection mechanism 

 [5] 
Discusses 7 ML 

Classifiers for influenza detection 

Dataset was 

randomly selected and consisted of 

31268 records over a period from 

2008-11 

The number of 

records and time period both are less 

 [6] 

Study and review of the Existing ML techniques that 

could detect other diseases were performed. The 

techniques like SVM, Random Forest, ANN, Naïve 

Bayes and Adaboost are used. 

No classifier was proposed. 

Only standard base line algorithm were 

used 

A quality dataset was not used for the study 

 [7] 

Use deep learning neural network architecture for 

predicting thoracic disease using x-ray images. 50 

layers Resnet architecture is used. Dynamic routing 

approach is used in between convolution layers 

No classifier was 

Proposed. Data set is specific to 

application 

Semi supervised 

approach not used in location information 

 [8] 
Predicts and localization of disease done simultane 

ously. The use of deep earning classifier is used 

Classifier is nor 

explained 
A quality dataset was not used for the study 

 [9] Larger dataset are required to get better results Gaussian distribution not used 
No comparisons 

made 

 [10] 

Images of pneumonia may be identified and pinpointed 

thanks to a model constructed using deep learning. 

Utilizes a segmentation-based approach. 

Dataset was small 
Average 

segmentation approach is used 

[11] 

It has been hypothesised that there exists a system that 

is capable of concurrently learning discriminative brain-

region localization and sickness detection. The data came 

from ADNI, which was used as the source. The 

algorithm that will be used to categorise the data has 

been suggested. 

The model works well for small 

patches 

Classifier for 

prediction is not available 

[12] 

Proposed a classifier based on Random forest 

algorithm on individual symptoms of swine flu. 

Probability [reduction of each symptoms was detected 

leading to the disease of swine flu 

Dataset of GCI 

used is small 

Did not perform 

proper clustering to detect hotspot of the 

disease 

[13] 

Create a concept for an artificial neural network 

(ANN) that loops back on itself. In comparative 

testing, the performance of the suggested method is 

Superior than that of SVM and Naive Bayes. 

Algorithm and 

dataset not described properly 

No comparisons 

made 

[14] 
Discusses the methods like density estimation, Model 

based approaches to clustering 

Detection process 

is not mentioned 

A quality dataset was not used for the 

study 

[15] 

Uses Machine learning 

Techniques to find hotspot in fabrication technology. 

A combination of classification and feature extraction 

process are used 

SVM kernel was 

used with an accuracy of 78% 
Accuracy is low 

[16] 

Detects hotspot in online 

Forums. The proposed algorithm works in 

collaboration with K Means and SVM. The centre of 

the cluster is the hotspot 

Apart from 

Detection. No 

proper algorithm 

is used to identify 

 the hotspots 

No comparisons 

made 

[17] 
Uses KNN algorithm to find hotspot with ML algorithm 

and 

A proper dataset is 

not used 

Segmentation of 

cluster region not specified 

[18] 

Applied a ML-based hotspot identification approach 

that includes lithography data into the development of 

the SVM during the learning phase. True alarms are few 

and far between. 

Did not detect all hotspots 
together 

No comparisons made 

[19] 

Used feature extraction with tensor generation in CNN 

that has spatial relationships. The learning process is 

further extended to batch learning. Used gradient 

decent approach with low false alarm 

Comparison Between different 

methods learning’s not specified 
A quality dataset was not used for the study 
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III. METHODOLOGY 

Dataset 

The ICMR supplied the data utilized in the study. 122751 
cases of swine flu have been verified and 115517 people have 
recovered from the infection, making up 1264443 entries in 
the database. Between 2015 and 2021, 7336 Americans lost 
their lives as a result of various causes around the country. 
Shown in Table II are the dataset's most essential features. 

TABLE II. DATASET 

No of Records 1264443 

Positive Cases 122751 

Recovered 115517 

Deaths 137234 

No of Training Records 1002200 

No of Test Records 250551 

The Table III shows the attributes that was selected for the 
study after performing a feature selection. 10 attributes where 
selected for the study. 

TABLE III. ATTRIBUTES SELECTED FOR THE STUDY 

Sl. No. Symptoms/Attributes 

1 Fever 

2 Chills 

3 Fatigue 

4 Body/Muscle ache 

5 Loss of Appetite 

6 Headache 

7 Dry Cough 

8 Sore throat 

9 Running/stuffy nose 

10 Age 

The Proposed System architecture of the system is 
displayed in Fig. 1. The ICMR and NCDC data sets supply the 
information that is used in the recommended technique. The 
recommended approach can determine whether or not a person 
is sick, and hence at danger, when GIS coordinates are used to 
find a likely hotspot for the Swine Flu. The purpose of this 
research is to identify cases of swine flu using the application 
of machine learning. This goal has been accomplished as a 
direct consequence of implementing the classifier that was 
recommended [30]. 

For the purpose of anticipating Swine Flu symptoms, this 
system makes use of an implementation that is based on 
artificial neural networks. Even though there are 10 separate 
tones being sent into the network in Fig. 2, it only produces 
two distinct tones. The missing layer, which is composed of 
two hidden levels, has had a total of eight nodes removed from 
it. The artificial neural network (ANN) is a type of classifier 
that sorts incoming data by employing a multilayer feed 
forward back propagation method. The technique of modeling 

makes use of the activation function that is associated with 
the sigmoid function. Using this procedure, swine flu can be 
identified in one of two different ways: Training and tests are 
included in this package. Each individual neural network 
must be trained on all ten characteristics that comprise a 
record in order to function properly. Please be aware that this 
is an activity that will be logged. 

The Table IV show the parameters of Artifical Nural 
Network(ANN), it takes 10 input nodes, two output nodes , 
two hidden layer( each hidden layer contain four nodes)and 
used backpropagation method. The Activation funcation is 
Sigmoid funcion. 

 

Fig. 1. Proposed System Architecture. 

TABLE IV. PARAMETERS OF THE ANN 

Number of input nodes 10 

Number of output nodes 2 

Number of hidden layers 2 

Number of nodes in hidden layer 8 

Paradigm 
Multilayer Feed-Forward Network 

(Backpropagation) 

Weight updating rue Delta weight 

Activation function Sigmoid function 
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Fig. 2. Flow of ANN using Selected Features. 

The Fig. 3 describes the how Artifical Neural 
Netwok(ANN) works. 

If you go through the data set, you will learn about the 
classes. To categorise all records, this process is repeated as 
many times as necessary. Errors in training will be propagated 
backward and new penalties or delta error values will be 
applied if necessary. The figure shows how the algorithm for 
making predictions works in a visual way. Next, a random 
weight is supplied to each node in the artificial neural network 
to "initialize" it. Every node has been given a certain 
threshold. Calculating how much of a miscalculation occurred 
begins by determining the difference between projected and 
actual data. Efforts are taken to minimize the chance of 
making a mistake. An optimization condition must be met in 
order for checks to be performed. The output error can also be 
affected by errors that occur in the hidden layers. At every 
step of this procedure, it is necessary to use the gradient 
Descent function. It is important to meet the erroneous criteria 
in order to generate an accurate forecast for swine flu. A total 
of four data sets are available for training [31]. 

 

Fig. 3. Flowchart of the Proposed Algorithm. 

Proposed Predicting Algorithm 

Algorithm Prediction Detecting Diseases Formation 

Input Weights wi node Threshold 

L1 Begin 

L2 { 

L3 Initialize the network 

L4 WI<-Random 

L5 Node<-Threshold 

L6 f=Output Expected - Output Observed 

L7 f1= Set of f<- minimize error 

L8 Repeat L6 to L7 until optimization criteria 

L9 End 

L10 Output Error <- 1/n sigma i=1 to n (Expected - Output)2 

L11 Hidden error <- Back Propagation method 

L12 If Error criteria checking -> False Go to Line 10 

L13 Repeat Until Expected = Output 

L14} 

L15 End 

For the suggested classifier, a random seed is used to 
initialize the ANN network's weights. Each node has its 
unique threshold. The node is activated when the reset 
threshold is met. The total number of mistakes in each node's 
output is calculated. By using it, we may get an accurate 
estimate of the variance between what was expected and what 
was really achieved, which is known as the error value. Each 
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node in the network calculates the ANN's error. By utilizing 
the new value, we may achieve a reduced level of node-level 
inaccuracy. Errors should be kept to a minimum as the 
primary goal of the project. To determine hidden layer errors, 
the output error is first decreased. 

The gradient descent function has been used to lower the 
total amount of error in our calculations. It is still possible for 
the gradient descent process to reach a point of convergence 
even while the data cannot be separated linearly. Each time an 
incorrect number is rectified, a little amount is deducted from 
the overall sum. When an error number rises, the error value 
that was there just before the rise is displayed on the screen as 
well. Because of this, the function is referred to as "decent." 
The gradient descent technique can be used to break out of a 
loop if an error continues to occur [32]. 

For starters, only 20% of the data is really used for 
training. Our second iteration uses the first 20% of data, as 
well as the remaining 20% of data. More than half of the 
records are still in use in the third iteration. We were able to 
use about 80% of the data in the final dataset. Approximately 
20% of the entries in the database are taken from which a 
sample of the full database may be utilized for testing. At the 
conclusion of each cycle, the accuracy or detection rate is 
shown in the Table V. With a 96 percent accuracy rate, the 
classifier is clearly doing its job. For your perusal, Table 5 
displays the matrix of perplexity. There were 39450 positive 
test findings, and 1861 27 negative test results were uncovered 
in this investigation. The values are shown in their proper 

places on the table. Classifier's findings from past study are 
summarized in the table that follows. 96 percent of the time, 
the proposed neural network-based classifier works as 
expected. The Fig. 4 shows the accuracy and detection graph 
[33]. 

Testing data Confusion Matrix: 

It is standard practice to use Table VI a confusion matrix 
to explain the performance of a classification model (also 
known as a "classifier") on a set of test data for which the 
actual values are known and finally Table VII shows the 
classifier values accuracy is 0.96[34]. 

Classifier Values: 

TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negative 

Performance of Training and Testing 

The Fig. 6 shows the performance of training and testing 
i.e., Training loss and epochs, 

The Accuracy rate of Training and Testing, here we 
execute code in python programming the Epoch are from one 
to five. Here the final loss 0.1111 and accuracy rate is 96% in 
Fig. 5. 

Training Data Accuracy Rate 

TABLE V. SYSTEM  ACCURACY RATE 

Ieration 
Upper value for 

-ve case 
Lower value for +ve case 

Required Threshold 

value 

Number of Records per 

iteration 

No. of correctly 

classified patterns 

Accuracy for each 

partition 

1 0.287656 0.565139 0.4263975 202310 192196 78.00 % 

2 0.3315276 0.524858 0.4281928 404621 192194 76.00 % 

3 0.7904 0.379523 0.584976 606932 212425 84.00% 

4 0.878156 0.335547 0.6068515 809243 232656 96.00 %  

 

Fig. 4. Graph of Accuracy/Detection Rate. 
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TABLE VI. CONFUSION MATRIX 

Correct P Incorrect N Result 

39450 9217 positive 

10184 186127 negative 

TABLE VII. CLASSIFIER VALUES 

Recall TP/(TP+TN) 0.17488 

Precision TP/(TP+FP) 0.79481 

F-measure (2*Precision*Recall)/(Precision-Recall) 0.448440 

Accuracy (TP+TN)/(TP+FN+FP+TN) 0.96690 

 

Fig. 5. Results of Training and Testing. 

 

Fig. 6. Performance of Training and Testing. 

IV. PROPOSED DYNAMIC BOUNDARY LOCATION 

ALGORITHM 

Pseudo code 

Algorithm Dynamic Boundary Location Algorithm INPUT 

ICMR Dataset, Distance D=50, GIS Co-ordinates 

L1 Begin 

L2 Read-> Training Data, Distance, GIS Co-ordinates L3 For 

L4 Each training data record L5 Do 

L6 { 

L7 Mark first data point ->X 

L8 Identify points B1, B2, and B3 -> D/2 from X L9 Plot 

point ->GIS 

L10} 

L11 End Do 

L12 if region of B1 B2 B3 locate ->X1 L13 X1<- Shortest 

Distance point-> X L14 Else 

L15 X1<- Outside region B1 B2 B3 

L16 Locate nearest Boundary point <- X1 L17 Repeat L5 to 

L10 

L18 until END of training data record 

 

Fig. 7. Working of Proposed Dynamic Boundary Localization Algorithm. 

This Fig. 7 article provides an explanation of the Dynamic 
Boundary Localization technique. To phrase it in a different 
way: Imagine that X is the location where the first case of the 
flu or swine flu was found. As a point of reference, Google 
Maps is utilized, and the value of the country/region/Distance 
area is selected based on the location of the point X. Let's say 
D represents a distance of 50 kilometers in this scenario. 
From point X, mark the locations of points B1, B2, and B3 at 
a distance of D/2 in the north, south, and east directions, 
respectively. This location houses the outermost cluster. The 
maximal possible spread of the illness. Find the data point that 
is geographically closest to each point (x1, x2, etc.) that makes 
up the triangulated region so that you may create tiny clusters 
or joint clusters. If a data point is located outside of the region 
that was triangulated, this indicates that the disease has spread 
to a location that is not included in the triangulation. In this 
stage, the algorithm will need to dynamically expand the area. 
This is accomplished by looking for the boundary point that is 
geographically closest to the data point that is located outside 
the boundary. The boundary points X3 and B3 are the ones 
that are located the most closely to one another. It is 
necessary to repeat the stages from B3 to B4 to B5 to B6 
once more. The algorithm first creates a zone in the shape of a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

1007 | P a g e  

www.ijacsa.thesai.org 

triangle, and then it expands to the north, south, and east sides 
of the triangle. If it grows on just three of the globes or Earth's 
sides, then it will encompass all of the other four sides [35]. 

V. RESULTS AND DISCUSSION 

The suggested classifier has a consistent upward trend over 
the length of the learning process. According to Table IV, 
there was a success rate of 78% in the first 20% of data that 
were looked at. The right classification was applied to a total 
of 197252 items. The accuracy of the classifier increases from 
80 percent after the third iteration to 84 percent after the 
fourth iteration, and then to 92 percent after the fifth iteration. 
We can ensure that our classifiers continue to improve as we 
increase the number of iterations that we feed into them as 
well as the quantity of training data that we feed into them by 
utilizing the techniques of machine learning [36]. This is an 
easy assignment to do because the ANN classifier that was 
explained has an accuracy rate of 96 percent. Fig. 4 provides a 
visual representation of the ANN (artificial neural network) 
prediction classifier detection rate. Table V presents the 
matrix of ambiguity for your review and consideration. In the 
database, there are a total of 39450 positive entries in addition 
to 186127 negative records [37]. 

The Table VIII show the comparison of results with 
existing literature i.e., it will be compared with Machine 
learning algorithms and get the accuracy results. The Dynamic 
Boundary Location Algorithm (DBLA) and finally we get the 
96 accuracy. 

TABLE VIII. COMPARISON OF RESULTS WITH EXISTING LITERATURE 

Literature Approach Accuracy % 

[12] Kakulapati et al. 

2020 

ANN and Random Forest 

algorithm 
87 

Proposed D B L A classification method 96 

[8] Li et al. 2013 
Bayesian and Markov 

network 
83 

[20] Xue et al. 2018 Regression and ANN 81 

[21] Biswas et al. 

2015 
ANN classifier 78 

[22] Srinivas et al. 

2018 
Naive Bayesian Classifier 84 

[3] Kostkova et al. 

2014 
Cross correlation 76 

[23] Volkova et al. 

2017 
Neural networks 87 

[24] Raval et al. 

2016 

feed-forward neural network 

construction 
73 

[25] Singh and Kaur 

et al 
support-vector-regression 91 

[26] Tate et al. 2017 Random forest 78 

[27] Byrd et al. 2016 
Web based sentimental 

analysis Twitter 
86 

[28] Xue et al. 2019 support-vector-regression 89 

[29] Rao et al. 2021 Hybrid voting algorithm 73 

 

Fig. 8. Results of the Second Technique was Provided for Dynamic Border 

Localization. 

 

Fig. 9. The Output from Both the Existing Standard Literature and the GIS 

Tools. 
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Fig. 10. Localization of Confirmed Swine Flu Cases using Proposed Dynamic 

Boundary Location Algorithm. 

The total number of genuine positives was 9217, whereas 
the number of erroneous negatives was 10184. The method for 
predicting the spread of swine flu has an accuracy rate of 96 
percent overall. According to the findings, the accuracy of the 
classifier is measured at 17.4 percent recall. According to the 
findings of the test, the accuracy was found to be 79.48 
percent, and the F-measure was found to be 44.84 percent. 
The results of the experiments are presented in Table VII, 
which also serves as a comparison of the experimental 
outcomes of the recommended classifier with previously 
published research. The ANN classification algorithm that has 
been presented in this article cannot be compared in any way 
to the approaches that have been discussed in the previous 
paragraphs. Fig. 8 illustrates the results of the second 
technique that was provided for dynamic border localization. 
This method was proposed before [38]. The Fig. 9 and Fig. 10 
show the output from both the existing standard literature and 
the GIS tools that are now available thanks to the method's 
superior area localization accuracy and GIS co-ordinate 
precision. 

VI. CONCLUSIONS 

The use of localization for predictive purposes about swine 
flu is covered in great detail in the study. Both prediction and 
location may be accomplished with the use of algorithms. A 
back propagation classifier based on an artificial neural 
network should be considered as a first step. The Indian 

Council of Medical Research (ICMR) is the source of the data 
that feeds the algorithm. The classification process is broken 
up into two distinct steps by the classifiers. In the first step, 
instances of swine flu are identified, and in the second stage, 
positive cases are localized with the use of an algorithm 
known as the dynamic boundary. The locations in the world 
where this extremely contagious virus is spreading may be 
easily identified, and containment zones may be set up in 
regions where the prevalence of the disease is high. Eighty 
percent of the data in the dataset is utilized in the training of 
the classifier. During the testing phase, there are an infinite 
number of potential combinations and permutations that might 
result in a record testing positive or negative. In order to 
assess the level of accuracy achieved by the methodology, a 
wide variety of well-established machine learning approaches 
were used as benchmarks. The recommended classifier has a 
detection rate that was significantly higher than the detection 
rates of the typical classifiers that are currently being utilized. 
The likelihood that the algorithm has gotten the answer correct 
is 96 percent. In order to evaluate the precision of the dynamic 
boundary method, many different GIS tools were utilized. It 
has been demonstrated that the localization accuracy 
achieved using the dynamic boundary technique is on par 
with that achieved using more conventional GIS tools. 
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Abstract—Today the growing level of automation and the 

new concept of online technologies are transforming the 

traditional industry. Value is generated with the help of Industry 

4.0 technologies that not only increase the efficiency and agility of 

supply chains, create new products and offer new ways of 

connecting businesses and consumers but also have a major 

impact on the traditional tax system. This study aims at 

determining changes in the modern industrial economy and 

substantiating possible directions for transforming the tax system 

to adapt it to the requirements of Industry 4.0. The objective is to 

identify the relationship between the digitalization of the 

economy, the use of blockchain technologies, robotics, 

automation, M2M technologies offered by Industry 4.0, and 

taxation. The article demonstrates how these technologies 

influence taxes and proposes measures to address possible tax 

issues. The authors of the article have concluded that the reasons 

(and goals) for transforming the current tax system as a result of 

the development of Industry 4.0 technologies are as follows: 1) to 

increase or stabilize tax revenues to compensate for tax losses 

and finance new education needs; 2) to introduce innovations for 

the development of Industry 4.0 and further digitalization of the 

economy; 3) to create an automatic tax administration system. 

Keywords—Digitalization; cryptocurrency; blockchain; 

robotics; automation; innovation; tax 

I. INTRODUCTION 

New technologies, principles, and approaches to 
production, automation, and robotics are influencing the level 
of employment [1], the amount of operating costs [2, 3], tax 
revenues [4], and the traditional taxation system as a whole 
[5]. 

The existing taxation system is built on the principles that 
have not changed over a long time, namely: fairness (all 
people pay taxes in proportion to their income and 
capabilities); certainty (the elements and overall organization 
of tax payments are clear); convenience (the mechanism for 
paying taxes should be as easy as possible for taxpayers); 
efficiency (the cost of administering taxes should be 
minimum) [6]. 

In our opinion, technological progress and globalization 
determine other priorities for socio-economic development, 
the specifics of production and sources of income [7], 
transforming the structure of tax systems, the organization of 
tax collection, shifting emphasis from one taxation object to 
another, expanding tax bases or reducing benefits [8, 9]. Thus, 
we want to answer the following questions: what are the 
consequences of the modern taxation system for introducing 

Industry 4.0 and the digitalization of the economy as a whole? 
How will the introduction of Industry 4.0 affect the taxation 
system’s organization? How will Industry 4.0 technologies 
affect the tax structure and will new taxes be introduced? 

Literature Overview 

Different scholars are trying to answer these questions 
about the impact of the changes brought by Industry 4.0 on the 
development indicators of enterprises, households, and 
countries as a whole. Within the framework of studies [10, 
11], an attempt was made to determine the potential tax 
implications for enterprises using new technologies and 
approaches to their production. The impact of Industry 4.0 on 
the tax strategy is analyzed in [12, 13]. Some studies 
conducted by specialists in taxation [14, 15] dwell on tax 
evasion in the digital economy. Recently, more and more 
scientific works have been prepared on the relationship 
between new technologies (such as robotics and the 
blockchain system) and taxes [15, 16]. Much attention is paid 
to electronic tax administration and control [17, 18]. 

Since digitalization, robotics, M2M technologies, and 
blockchain lead to significant changes both in national tax 
systems and in international taxation [19], some scholars offer 
several approaches to solving emerging problems: 1) to apply 
taxation to new technologies and their products and 
applications, for example, to extend traditional taxes to such 
objects as personal data, cryptocurrencies, and imputed 
income of robots [20]; 2) to replace digital transactions and 
shortfalls in revenues by traditional taxation objects in the 
form of tangible assets and/or increase tax pressure and the 
degree of progressive taxes already levied on such objects 
[21]; 3) to build a new tax system and transfer it to automatic 
taxation using blockchain technologies [22]. 

We believe that participants in global economic processes 
are entering a new technological era, therefore the 
development of Industry 4.0 does not affect individual spheres 
but rather concerns the whole world community. 

Thus, the article aims at studying changes in the modern 
industrial economy and substantiating possible directions for 
transforming the tax system for its adaptation in the context of 
the development of Industry 4.0. 

The research tasks are as follows: 

• To reveal the main technological changes as a result of 
the development of Industry 4.0 and the digitalization 
of the economy as a whole; 
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• To identify economic changes in connection with the 
development of Industry 4.0; 

• To analyze the consequences for the tax sphere, the 
impact on taxation objects and tax bases, which will 
cause economic changes in connection with the 
development of Industry 4.0; 

• To propose measures in the tax sphere that need to be 
taken to solve the problems that arise. 

The research hypothesis is as follows: economic changes 
as a result of the development of Industry 4.0 technologies 
affect (and will affect) the tax policy and tax system, which 
requires the transformation of the modern tax system and the 
use of both traditional and innovative tax tools. 

II. METHODS 

To solve the above-mentioned tasks, we used theoretical 
and empirical methods of research, tested in scientific research 
devoted to the economic and information spheres of social 
development. Among the theoretical methods, we include the 
collection and analysis of scientific sources on the topic [23]. 
We used empirical research methods (expert survey) to collect 
quantitative data [24] with mathematical processing of results 
using the Kendall concordance coefficient (W) [25]. 

The study was conducted in three stages from February to 
April 2022 at the Financial University under the Government 
of the Russian Federation. 

At the first stage of the study, we examined scientific and 
analytical works on the research topic. 

The analysis of the relevant publications allowed us to 
identify the main technological changes as a result of the 
development of Industry 4.0: the digitalization of the 
economy, the use of blockchain technologies, robotics, 
automation, M2M technologies (machine-to-machine, data 
transfer directly between devices). 

At the second stage of the study, we communicated online 
with the experts. The expert survey was carried out in Russian 
via e-mail. 

The e-mails containing the above-mentioned questions 
were sent to 68 respondents, including 39 employees of high-
tech companies from the top 15 of the Techuspekh 2020, 14 
employees of analytical and information technology 
departments of the central office of the Federal Taxation 
Service of Russia, and 15 lecturers of the Financial University 
under the Government of the Russian Federation. The 
respondents were asked to justify their answers in a free form. 
As a result, we received answers from 61 experts. 

In connection with the research topic, the experts were 
asked the following questions: 

1) What are the consequences of digitalization, the use of 

blockchain technologies, robotics, automation, and M2M 

technologies for the economy and the tax sphere? 

2) What measures should be taken in the field of taxation 

to offset the negative (positive) consequences of this 

influence? 
All the respondents were informed about the purpose of 

the survey and that the authors planned to publish its results in 
a generalized form. 

When receiving the answers, we asked the experts, 
depending on the significance of emerging problems, to 
arrange the consequences for the economy and the tax sphere 
on a scale of order, and to assign points. After that, each 
consequence of the economy and the tax sphere was ranked 
according to the points assigned by the experts. 

For a more objective analysis of the data obtained during 
the expert survey, the consistency of expert opinions was 
measured through the mathematical processing of the results 
using the Kendall coefficient of concordance (W): 

W = 12S/n2(m3-m), 

where S is the sum of the squared deviations of all the 
ranks of each consequence for the economy and the tax sphere 
from the average value; n is the number of experts; m is the 
number of estimated economic/tax consequences. 

Then the information obtained during the expert survey 
was processed to determine the impact of each consequence 
on the economy and the tax sphere, as well as to build a rank 
transformation matrix and calculate the arithmetic average of 
impacts for each consequence of the development of Industry 
4.0 for the economy and the tax sphere, respectively. 

The final impacts determine the significance of the 
consequences of Industry 4.0 for the economy and the tax 
sphere from the viewpoint of experts. All calculations were 
carried out using Excel 365 programs and the Stattech online 
service (https://stattech.ru/).  

III. RESULTS 

The analysis of the expert survey has revealed the main 
consequences in the economy and taxation due to the 
introduction of new technologies and forms of doing business 
(Table I). 

TABLE I. THE KEY ECONOMIC AND TAX CONSEQUENCES OF INDUSTRY 4.0 

Changes Consequences 

Economy Ranking Impact Taxation Ranking Impact 

Digitalization Increasing the purchase and sale of 

digital services and digitized goods 

1 0.27 Reducing tax revenues on the consumption of 

traditional goods and services 

1 0.36 

Protecting personal and corporate data 3 0.14 Protecting personal and corporate data 4 0.14 

Growing transnational stateless 

income 

4 0.11 Erasing the tax base when taxing profits upon 

concluding agreements with citizens of other 

countries without their physical presence in these 

countries  

3 0.16 
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Use of 

blockchain 

technology 

Transparent operations  6 0.05 Possibility of a fundamental change in the tax 

administration system based on the automatic 

calculation of tax liabilities and their withdrawal 

from accounts  

5 0.02 

Free access to transaction information 8 0.02 

Minimizing the risk of losing 

documents 

9 0.03 

Robotics, 

automation, 

М2М 

Reducing the number of low-skill jobs 7 0.04 The need to compensate for the losses of social 

taxes that are currently paid by those employed in 

production  

 

2 0.32 

Lack of personnel 5 0.10 

Growing unemployment and income 

inequality 

2 0.24 

Note: based on the results of an expert survey 

According to the calculation of the Kendall's coefficient of 
concordance (W) (W = 0.69), it can be argued that the expert 
opinions coincide since the value of W > 0.5 indicates the 
objectivity of the survey results. This circumstance allows 
determining the impact of economic and tax consequences in 
connection with the development of Industry 4.0. 

In conformity with the calculation results, digitalization 
has the greatest impact on the economy and taxation. Thus, the 
most important consequences are an increase in the purchase 
and sale of digital services and digitized goods (0.27), and the 
associated decrease in tax revenues on the consumption of 
traditional goods and services (0.36). 

The robotics and automation of production which increase 
unemployment and income inequality (0.24) are no less 
important. As a result, it is necessary to compensate for losses 
in social taxes that are paid by those employed in production 
(0.32). 

TABLE II. THE MEASURES TO BE TAKEN TO SOLVE TAX PROBLEMS 

Changes Consequences for the tax 

sphere 

Measures to be taken to 

solve problems 

Digitalization Reducing the amount of 

tax revenues on the 

consumption of traditional 

goods and services 

Introduction of a tax on 

digital goods and services 

or expansion of the 

existing tax base 

Protection of personal and 

corporate data 

Introduction of a tax on 

the collection and use of 

personal data for Big Data 

owners  

Erosion of the tax base 

when taxing profits upon 

concluding agreements 

with citizens of other 

countries without their 

physical presence in these 

countries  

Alignment of national 

legal norms with 

international tax 

legislation by improving 

transfer pricing for digital 

goods and services 

Use of 

blockchain 

technologies 

Possibility of a 

fundamental change in the 

tax administration system 

based on the automatic 

calculation of tax 

liabilities and their 

withdrawal from accounts 

Development of a plan, 

tools and methods for 

implementing blockchain 

technologies for 

automated tax collection 

and unification of tax 

administration 

Robotics, 

automation, 

М2М 

Need to compensate for 

the losses of social taxes 

that are currently paid by 

those employed in 

production 

Determining the 

possibilities of 

introducing new 

compensatory forms of 

taxes (tax on robots, 

universal basic dividend, 

etc.). Introduction of a tax 

credit for education and 

retraining loans  

Note: based on the results of an expert survey 

Further analysis of the expert survey determines the 
appropriate tax measures that need to be taken in order to 

overcome possible consequences for the tax sphere in 
connection with the development of Industry 4.0 (Table II). 

IV. DISCUSSION 

As our analysis showed, the main technological changes 
caused by the development of Industry 4.0 are the 
digitalization of the economy, the use of blockchain 
technologies, robotics, automation, and M2M technologies 
(machine-to-machine, data transfer directly between devices), 
which has a direct impact on changes in the tax sphere. 

The digitalization of the economy will manifest itself in 
various aspects of business sectors, which will affect the 
development and adaptation of the tax system both in the 
context of international cooperation and in the context of the 
development of taxation systems at the national level. Let us 
consider the typical examples faced in practice by taxation 
specialists and researchers. We presented all the examples 
taking into account the rank of the consequences for the 
economy and taxation received as a result of our study. 

A. Digital Goods and Services and their Tax Administration 

Under the research results [22], industrial enterprises will 
annually reduce costs by 3.6% and increase revenues by 2.9% 
over the next five years due to the digitization of products and 
services, and the development of new digital services. From a 
tax standpoint, this is a positive trend since income growth 
also increases tax revenues. However, scholars highlight [13] 
that digital goods reduce the tax base in several ways: firstly, 
the cost of digitized goods is lower (for example, books and 
audio albums); secondly, digital goods and services can be 
paid for not in cash but in the form of barter (subscription to 
advertising, newsletter, and other forms of generally B2B 
communication services); thirdly, digital goods are sold via 
the Internet (the buyer might be from one country, the seller 
from another), therefore there is stateless income that is less 
subject to the current tax laws. 

Thus, some countries do not rely on growing revenues 
from the sale of electronic goods and services of domestic 
manufacturers and review their taxation systems in order to 
adapt them to the changes caused by total digitalization. This 
grants foreign IT companies more access to their markets [26]. 
However, as the results of our expert survey show, these 
trends may lead to a decrease in the level of protection of 
personal and corporate data, so the access of foreign IT 
companies will be severely limited by the national legislation 
of countries [27], thereby hindering the development of digital 
goods and services. 
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B. The Use of Tax Instruments as a Way to Protect Personal 

Data 

An additional way to protect information can be the use of 
tax instruments [28]. At the World Economic Forum of 2011, 
personal data was recognized as a new asset, whose 
possession and use can generate income [9]. In the EU, it is 
allowed to tax enterprises that collect, integrate, and use such 
data in their activities but this right has not been implemented 
yet [13]. In France, an attempt was made to introduce a tax on 
the collection of personal data for Big Data owners (the 
taxation of Google, Amazon, and Facebook was considered a 
pilot project) but the corresponding law was not adopted. The 
reasons include the lack of statistics and schemes for 
calculating the company's profit from owning such data: on 
the one hand, their collection and use generate income; on the 
other hand, it is rather difficult to calculate its share in total 
income [29]. 

Researchers [1] believe that work has begun to protect 
national tax systems and minimize the risks of tax non-
payment by digital companies and platforms. One of the 
proposals is the introduction of specific taxes (a tax on 
purchases of goods and services via the Internet, or a turnover 
tax on commercial activities on the web) to prevent the 
liability of digital businesses. 

Currently, additional provisions on the taxation of foreign 
supplies of digital services and goods are being introduced 
into the tax codes of some countries. Since 2017, all digital 
goods and services provided by foreign companies are subject 
to an indirect tax (Goods and Services Tax) of 10% in 
Australia; 15% in New Zealand, 8% in Japan; a 5% VAT rate 
on online purchases in Taiwan [2]. 

C. Transfer Pricing of Digital Services 

Another feature of the development of Industry 4.0 is 
transnationalization, therefore an important aspect for tax 
purposes is the transfer pricing of digital services [19, 30]. 
According to the experts [17], this can be either quite difficult 
(if the company's smart connection is installed between a data 
center located in one jurisdiction and factory floors located in 
another jurisdiction) or relatively simple (when the intellectual 
property developed in one jurisdiction (country) is licensed in 
another jurisdiction). 

In the first case, the company's departments where the 
production facilities are located should, according to transfer 
pricing rules, pay for the asset (smart connection) the fair 
market price that a third party could pay for them. However, it 
is almost impossible to determine the price due to the 
uniqueness of the asset. Thus, the current transfer pricing 
models are not always useful. In the second case, when 
licensing, legal rights to intellectual property usually remain in 
the country where it was developed, and economic rights are 
transferred to a foreign jurisdiction. There are no changes in 
the location of investments: investors use transfer pricing and 
record the costs of a unit in the country where the property is 
developed, and the profit is received by a unit in another 
country that has economic rights [11]. Although it is quite 
easy to set the price, tax evasion is still possible since, on the 
one hand, the expenses in the country of the developer (the 
parent company) will reduce the tax base; on the other hand, 

the affiliated party might incur minimum expenses and receive 
excess profits due to lower tax rates. Therefore, the transfer 
pricing of companies using new technologies remains open 
and requires additional research. 

D. Blockchain Technologies’ Effect on the Organization of 

the Taxation System 

According to the experts [21], the use of blockchain 
technology will provide internal revenue service field offices 
with free access to the operations of enterprises as it allows 
them to simultaneously and automatically calculate tax 
liabilities, withdraw funds from bank accounts to pay taxes, 
and eliminate the gap between reporting and paying taxes. 
Thus, the functions of tax authorities can be significantly 
reduced, as well as the number of the administrative staff of 
local tax offices. At the same time, the use of blockchain in 
order to obtain taxation data will reduce the likelihood of tax 
disputes and audits. 

The first changes might be the elimination of tax returns 
and the transition to digital tax accounts, which allows one to 
view and update tax information, receive timely news, and pay 
tax liabilities. Consequently, society will have a single, 
centralized digital tax system or platform that will work in real 
time. Many countries have already been taking steps in this 
direction. They aim to create a modern and efficient internal 
revenue service field office, easy to use and with simplified 
administration in the form of digital taxation. 

E. The Impact of Robotization Processes, Automation, and 

M2M on Changing the Taxation Organization and System 

The introduction of robots into industrial production is 
quite expensive [31]. To renew assets and maintain the 
competitiveness of industrial enterprises in the world, a tax 
credit (R&D) is used [32], which allows for a reduction of the 
tax base by the amount of an enterprise's costs for the 
development and implementation of innovations [19]. 

Besides the advantages of robotics and fully automated 
production (increase in productivity [33] or wages [34]), there 
are also disadvantages, in particular, a reduction in the number 
of jobs, a decrease in demand for low- and medium-skilled 
workers, an increase in the income gap, i.e. the risks of 
growing unemployment [12]. 

According to the study results [15], one of the solutions to 
growing income disparities can be the redistribution of income 
with the help of fiscal tools. It is worth mentioning that there 
are several ways in which such tools can be used for 
equalization purposes. For example, the introduction of 
progressive taxes: in the short term, a larger redistribution can 
be achieved by combining an increase in tax rates for 
property, the establishment of progressive income taxes, and 
government programs to support those affected by 
digitalization and globalization [22]. 

Another way to address the issue of income inequality 
with the help of fiscal tools is to introduce a tax on robots 
[35], i.e. taxing the contribution of robotics and artificial 
intelligence to the economic results of enterprises. According 
to scholars [15], such a tax can slow down (at least 
temporarily) robotics advancement and provide the income 
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necessary to finance the adaptation of people through 
retraining programs for dismisses. However, there is an 
opinion [4] that a serious disadvantage of taxing robots will be 
the erosion of the tax base and the very concept of robot for 
tax purposes because this category can include any semi-
automatic mechanism. The scholars [4] emphasize that there is 
a high risk of evading such a tax since elements of robotics 
will be embedded into mechanisms that are not robots. A 
possible solution is to create a state trust and introduce 
universal basic dividends financed by income from the total 
capital. Thus, an increase in automation and robotics will 
cause an increase in the income of enterprises that implement 
them. The automatic distribution of profits in the form of 
universal basic dividends will be carried out through a state 
trust that owns a share of such enterprises, which will solve a 
complex social problem [4]. 

At the same time, it is impossible to digitalize, introduce 
robotics and use digital platforms without highly qualified 
specialists, retraining production personnel, and improving the 
digital skills of enterprise management [36]. In this regard, we 
believe it is necessary to introduce loans for students who 
obtain higher education in the field of science, technology, 
engineering, and mathematics and are employed in their 
specialty [16], or an earned income tax credit when taxing the 
income of teachers who train highly qualified personnel. In 
Russia, a preferential mortgage program for IT specialists has 
been developed and is being implemented [37]. 

V. CONCLUSION 

The study results have confirmed the hypothesis that 
economic changes as a result of the development of Industry 
4.0 technologies affect (and will affect) the tax policy and tax 
system, which requires the transformation of the modern tax 
system and the use of both traditional and innovative tax tools. 

Transformation of the tax system change the traditional 
instruments of taxation: the adoption of a progressive tax (for 
individuals and legal entities); the expansion of taxation 
objects that emerge due to the digitalization of the economy 
(electronic goods and services, personal data, Big Data); the 
introduction of R&D and/or investment tax credit, tax credit 
for student loans, and preferential mortgage mechanisms for 
young professionals. 

Under the influence of Industry 4.0, innovative tax 
instruments are being created and introduced into the practice 
of taxation. In our opinion, the most promising are the 
introduction of a tax on robots as a tax on the contribution of 
robotics and artificial intelligence in the economic results of 
enterprises; taxes on the digital economy (on payments made 
for the purchase of goods and services via the Internet, or from 
the turnover from commercial activities on the web). 

The limitations of the study include the limited sampling 
of experts and the geographical representation of experts, as 
well as the authors' deliberate limitation of focus on 
technological changes of a certain group: digitalization, 
blockchain technologies, robotics, automation, and the use of 
M2M technologies. 

This study lacks expert sampling and geographical 
diversity. In this regard, further research should dwell on the 

transformation of taxation as a result of the development of 
such digital technologies as 3D printing, virtual and 
augmented reality technologies, digital twin technology, 
artificial intelligence, Big Data, etc. 
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Abstract—The article aims to determine the nature of 

changes in the attractiveness of the labor market of megaprojects 

from the perspective of megapolis residents under the conditions 

of digitalization and the long-lasting pandemic of COVID-19. 

The paper develops a scientific-methodological and categorical-

conceptual apparatus with the support of empirical methods with 

distance methods. The study shows that the attractiveness of the 

labor market of megaprojects has undergone certain changes for 

megapolis residents under the current conditions. The factors of 

the attractiveness of the labor market of megaprojects are of a 

stable nature in the minds of megapolis residents. The main 

advantage of the work is the identification of trends in the 

changes of the megaproject labor market and the relationships 

they have. The study reveals both general and private trends. 

The obtained results can be used for further study of the 

megaproject labor market and the improvement of the social 

policy of the state and megalopolises in the conditions of 

digitalization and the prolonged pandemic. 
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I. INTRODUCTION 

The fourth industrial revolution (4IR) and the 
digitalization of all spheres of life are conceptually changing 
the structure of the labor market and the system of socio-
economic relations. The more rapid the digitalization, the 
more contradictions arise and the greater the resistance from 
certain segments of society. The complexities associated with 
the COVID-19 pandemic are added to this tangle of 
contradictions. The world economy is undergoing structural 
changes with an emphasis on mass digitalization and remote 
forms of employment. The global recession hits small and 
medium-sized businesses the hardest, service businesses suffer 
losses [1]. Transforming the market for goods and services, 
the introduction of artificial intelligence reduces customer 
confidence, worsens the labor market [2], and furthers social 
inequalities. The coronavirus pandemic worsens the plight of 
workers, increases their dependence on employers and the 
digital environment. 

Megaprojects are implemented under special conditions. 
Recently, large projects are mainly social and concern water 
supply, social housing [3], and infrastructure development. 
Their effectiveness in a digital environment depends on the 

management system that is created [4, 5], the adopted 
decision-making procedures, timing forecasting technologies 
[6], risks, and funding procedures. With weak management, 
megaprojects threaten regional ecology [7] and local 
communities [8] and conflict with the Sustainable 
Development Goals (SDGS). Amid the COVID-19 pandemic, 
several projects aim to curb the dangerous virus, while others 
try to make super profits by degrading the environment and 
the living conditions of the population. Such approaches 
adversely affect the labor market of megaprojects. 

The introduction of digital services and artificial 
intelligence into the sphere of human resources (HR) only 
partially compensates for the effect of negative factors on the 
labor market. Innovative technologies based on digitalization 
contribute to the development of social partnerships [9], 
especially in megapolises. Young people find themselves in a 
contradictory situation. On the one hand, they are the most 
adapted to digitalization, constant change, and the application 
of themselves in new areas of business. They easily enter the 
labor market with the help of social networks, quickly obtain 
information about all kinds of changes. Young professionals 
change their views on employment in the international labor 
market, on the forms and content of work itself [10], their 
behavior in the workforce. Under these conditions, it is 
necessary to develop mechanisms to attract the attention of 
young people, to improve their motivation [11], and to create 
favorable working conditions for entering megaprojects [12]. 
Higher education [13] and the role and professionalism of 
recruiters are growing in importance. IT professionals are in a 
better position, as the demand for them is only growing in 
both megaprojects and megapolises. 

At the same time, in the context of the pandemic, it is 
difficult for young professionals to compete with experienced 
workers in large companies who have earned the trust of 
employers and have a strong hold on their jobs. While at the 
beginning of the pandemic, it was mostly young people who 
sought remote work, by the second year, more and more age-
matched residents of large cities had joined the ranks. 
Unemployment in various sectors of the economy is growing, 
which to some extent encourages young people and 
experienced workers to seek jobs in megaprojects in remote 
areas. 
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The acuteness of the problem of providing megaprojects 
with personnel has not yet led to the development of a precise 
method for promoting the attractiveness of the megaproject 
labor market among megapolis residents. This process is 
further complicated by the prolonged COVID-19 pandemic. 
The present paper may become an element in the system of 
measures to improve the effectiveness of megaprojects by 
means of competent and technologically advanced provision 
of the workforce for them with a focus on megapolis residents. 

II. MATERIALS AND METHODS 

A. Design and Hypothesis 

The present study is part of a research project and the next 
stage in identifying the nature of the impact of the 
digitalization of the economy and the use of artificial 
intelligence on the social environment and labor market in 
general [14], and on the labor market of megaprojects in 
particular. The peculiarity of this work is that it takes into 
consideration the impact on the labor market of such a 
negative factor as the limitations of the pandemic. The work 
develops a scientific-methodological and categorical-
conceptual apparatus, which allows achieving the goal of the 
study by solving scientific problems. The study puts forward 
hypotheses and develops a set of approaches and methods in 
the combination developed specifically for this study. The 
research team is formed with a specific allocation of tasks and 
functions, the order of the research is determined. The priority 
of the research team is the observance of scientific ethics in 
conducting the research. 

The goal of the study is to determine the nature of changes 
in the attractiveness of the megaproject labor market from the 
perspective of megapolis residents under the conditions of 
digitalization and the long-lasting COVID-19 pandemic. To 
achieve the goal, the following research objectives are set for 
the study: 

1) To determine the degree of readiness of megapolis 

residents to enter the megaproject labor market in the context 

of the digitalization of society and the prolonged pandemic of 

COVID-19. 

2) To reveal the essence of changes in megapolis 

residents’ assessments of megaproject attractiveness factors. 
The hypotheses proposed by the team of authors are as 

follows: 

H1. The attractiveness of the megaproject labor market has 
undergone significant changes for megapolis residents in the 
context of digitalization and the long-lasting pandemic of 
COVID-19. 

H2. Megapolis residents’ assessment of the megaproject 
labor market is contingent on their sex, age, and sphere of 
work and is predictable. 

The comprehensive study consists of two stages: the first 
stage lasting from January 10, 2020, to June 10, 2021, with a 
sample of n=719 people (2021.1) and the second stage from 
July 1 to December 30, 2021, with n=1098 (2021.2) people 
with a general population of n=12’500’000. The sampling 
error is 3.75% with a 95% confidence level for the first stage 

of the study and 3.5% with a 95% confidence level for the 
second stage. The main quota characteristics in the study when 
selecting respondents are gender, age, level of education, and 
work experience. 

The decision to organize two stages of the study (two 
studies) is due to the possibility of differences in the views of 
megapolis residents at the start of the pandemic after a certain 
cycle of it and in the context of the prolonged pandemic, 
which has led to moral and psychological exhaustion, 
deterioration of health, pressure on the part of the government 
and the employer management, changes in the labor market, 
and the transformation of the structure of the market of goods 
and services. 

Analysis of socio-demographic characteristics of the 
respondents (Table I) shows that in both studies, women are 
more active than men in almost the same ratio. It is natural 
both in view of the general ratio of the male and female 
population of the country and the higher activity of women in 
sociological surveys. 

The age ratio of the respondents differs between the two 
stages to some degree. The proportion of metropolitan 
residents who participated in the sociological survey under the 
age of 25 has increased (from 67% to 76%). At the same time, 
the number of respondents under 18 years old has significantly 
increased (from 2% to 27%). Analysis of other age groups 
shows that the older generation, even among young people, is 
tired of numerous sociological surveys conducted on various 
occasions (health care, banking, political priorities...) by 
various state and commercial structures. 

TABLE I. SOCIO-DEMOGRAPHIC CHARACTERISTICS OF THE 

RESPONDENTS (IN %) 

Characteristics of respondents Share 

 2021.1 2021.2 

Sex male 31% 30% 

female 69% 70% 

Age 14 - 18 years old 2% 27% 

19 - 25 years old 65% 49% 

26 - 35 years old 22% 18% 

36 - 55 years old 9% 3% 

56 - 65 years old 1% 2% 

over 65 years old 1% 1% 

Level of 

education 

higher 39% 15% 

incomplete higher 38% 35% 

secondary special 15% 18% 

secondary 7% 31% 

elementary 1% 1% 

Work 

experience 

1 year 26% 68% 

1-3 years 

 

35% 20% 

4-5 years 18% 7% 

6-10 years 11% 2% 

over 10 years 10% 3% 

Nature of 

work 

activities 

executive 13% 4% 

specialist 48% 59% 

government official 11% 14% 

blue-collar worker 15% 12% 

self-employed 9% 8% 

unemployed 4% 3% 

The age shift also affects the level of education. The share 
of respondents with higher education is significantly lower 
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(from 39% to 15%), while the group with secondary education 
has grown (from 7% to 31%). The latter are interested in 
discussing their future with the opportunity to participate in 
megaprojects as a mechanism of upward social mobility. The 
labor market itself, in turn, is in dire need of a great number of 
specialists with specialized secondary education. The 
provision of the market with highly qualified personnel is also 
a problematic issue. 

Work experience in proportion to age has shifted toward 
one year. A significant reduction is observed in the number of 
managers (from 13% to 4%) and respondents with over four 
years of experience (from 21% to 5%). This suggests that 
experienced employees and managers have become less active 
in discussing their future in terms of participation in 
megaprojects. They are more comfortable working in their 
positions in the metropolitan city of Moscow. 

B. Data Collection and Sample 

The study is organized and conducted collaboratively by 
the Humanities Department of the Russian State Social 
University (RSSU) and the Department of Economic 
Sociology and Management of the Sociology Department at 
the Lomonosov Moscow State University (MSU). 

The research methodology is based on the sequential use 
of a group of methods, beginning with empirical ones. The 
data obtained in the course of empirical research serves as a 
basis for statistical processing, systematization, comparative 
analysis, and discussion. 

First, a questionnaire was prepared for a sociological 
survey, which underwent expert evaluation. The indicators are 
assessed using the Likert scale. The scaling went through five 
levels, from complete disagreement to complete agreement 
with the definition. Due to the pandemic restrictions, the 
sociological survey was conducted remotely using special 
programs (Google Form), cloud conference platform Zoom, 
and VoIP service Skype. 

The cause-and-effect relations on the problems of selecting 
priority attractiveness factors and their antipodes are 
discovered in the course of in-depth interviews. The 
respondents for the in-depth interview are selected randomly. 
In the first study, the in-depth interview involves 18 
respondents, in the second study – 21 respondents. The 
content and structure of the in-depth interview are developed 
taking into account the results of the conducted surveys. 

Systemic conclusions to determine the nature of changes in 
the attractiveness of the megaproject labor market for 
megapolis residents in the conditions of digitalization and the 
prolonged COVID-19 pandemic are developed based on a 
focus group. The focus group consists of Russian and foreign 
experts in the field. In the first study, the focus group includes 
eight experts, and in the second study – nine experts. 

In light of the changes in the social environment due to the 
digitalization of society in the context of the long-lasting 
COVID-19 pandemic, the categorical-conceptual apparatus on 
the issue is developed (finalized). 

The term “megaproject” is composite. It refers to a set of 
projects that are aimed at achieving a specific goal, 

interconnected by tasks, place, and time, and provided with 
the necessary resources. In this study, under the megaproject 
labor market, we understand the nature and totality of the 
supply of jobs by the composite employer uniting the set of 
organizations that offer jobs as part of a large project 
(megaproject) at all stages of its realization, as well as the 
totality of demand for those jobs by potential participants in 
the project. Due to the highest concentration of labor resources 
of different specializations and qualifications in megapolises, 
the paper will consider the possibility of their participation in 
the planned and ongoing Russian and foreign megaprojects. 
Digitalization of society is the process of introducing 
information and communication, digital technologies in all 
socio-economic structures and spheres of life. By artificial 
intelligence (AI), we understand intelligent computer 
programs, systems tasked with creating intelligent reasoning 
and actions. Sometimes, AI is designed to look like robots, 
including human appearance [15]. 

The attractiveness of megaprojects is determined by 
attractiveness factors, which include the most significant 
factors that ensure the desire (aspiration) of megapolis 
residents to participate in the megaproject. On the eve of the 
sociological survey, the expert group ranked the attractiveness 
factors to include them in the questionnaire. For this purpose, 
a matrix of pairwise comparisons is used. The sample consists 
of the 10 most significant factors, including such factors as 
gaining work experience in a large project, interest in 
communication with different people, opportunity to make a 
career, as well as receiving a good salary. 

The draft of the survey is tested in a pilot study on the 
sample of the citizens of Moscow living in the Ostankinskiy 
District of the North-Eastern Administrative Okrug of the city. 
This study used the “snowball”, the respondents passed on the 
invitation to participate in the sociological survey through 
their social communication channels. 

III. RESULTS 

The study demonstrates that the ratio of megapolis 
residents willing to enter the megaproject labor market and 
participate in megaprojects remains the same. The greatest 
part of the respondents is to a certain extent ready to leave the 
megapolis (or stay in it) to participate in megaprojects (Fig. 1). 

 

Fig. 1. Response Options to the Question, “Are you Ready to Offer Yourself 

in the Megaprojects Labor Market?” Source: Own Research, 2021. 
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It should be noted that the duration of the pandemic and 
the desire of the leadership to digitalize the private part of the 
people does not produce a significant effect on the position of 
megapolis residents. The share of the respondents completely 
ready to change the place of work (study) and take part in the 
megaprojects remains within 19-20%, and categorically refuse 
such opportunities the same 7% of the respondents. The rest of 

the sample fluctuates between being partially ready or 
partially not ready to participate in megaprojects (57-58%). 

The factors of attractiveness proposed for evaluation also 
remained approximately within the same limits of expert 
preferences. The changed conditions of the digitalization of 
society and the long pandemic have only partially changed the 
desires and aspirations of megapolis residents (Fig. 2). 

 

Fig. 2. Response Options to the Question, “What Attracts you most to a Megaproject?” Source: Own Research, 2021. 

Among the leading attractiveness factors are the 
opportunity to gain experience working in a major project 
(70% of respondents), interest in interacting with different 
people (60-61%), the opportunity to make a career (54-58%), 
and getting a good salary (53-57%). Some changes are 
observed in the evaluation of the importance of other 
attractiveness factors. The importance of satisfaction with 
participation in a large megaproject is slightly decreased (from 
34% to 27%). Total denial has increased with respect to the 
importance of megaprojects (from 1% to 5%), as well as of 
becoming a pioneer in a big business (from 22% to 25%). 

At the bottom of the table of attractiveness factors, with 
less than 1% of the vote are the same factors, but with some 
changes in the values (Table II). 

TABLE II. FACTORS WITH A LOW LEVEL OF ATTRACTIVENESS IN THE 

LABOR MARKET MEGAPROJECTS (IN %) 

n/n Factors of the attractiveness of a 

megaproject 

% 

2021.1 2021.2 

1 Implementation of professional skills 0.1 0.1 

2 If the company is international – the 

opportunity to communicate in a 

foreign language 

0.1 0.2 

3 Access to information 0.1 0.1 

4 Any project is better than deployment 

in the army 

0.1 0.2 

At the same time, slightly higher is the importance of the 
opportunity to communicate and gain experience in a foreign 
language in an international company (from 0.1 to 0.2%) and 
to take part in a megaproject instead of serving in the army 
(from 0.1 to 0.2%). 

In general, the study reveals the nature of the views of the 
residents of the Moscow metropolitan area on the megaproject 
labor market in the context of the digitalization of society and 
the prolonged pandemic. 

IV. DISCUSSION 

Comparative analysis of the sociological surveys reveals 
that the desire to enter the labor market of megaprojects 
generally remains unchanged among megapolis residents. 
However, taking into account changes in the age composition 
of respondents, their work experience, and professional skills, 
we can conclude that young people under 25 years old, mostly 
with secondary, specialized secondary, and incomplete higher 
education, are more favorable to megaprojects. They endured 
the pandemic digitalization with the least losses, being in 
educational institutions for the most part of it. The share of 
opponents of participation in megaprojects remains 
consistently small (7%). 

The study also demonstrates a great number of those in 
doubt (over half of the respondents). This is explained by the 
instability of the situation: the economic crisis, the ever-
changing restrictions, contradictory actions on the part of 
leadership to combat the COVID-19 pandemic, problems for 
small and medium-sized businesses, and increasing demands 
for skills and digital competencies on the part of employers. 
This group of respondents above all needs guarantees of the 
stability of employment in a big company in a decent position, 
as well as favorable working conditions. This is consistent 
with several studies [16]. 
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The focus group experts are also sure of the hypothetical 
readiness of megapolis residents to enter the megaproject 
labor market under the condition of a high salary. This, 
however, applies mostly to young people with modest 
professional skills. Executives and highly qualified specialists 
will offer their services in this labor market reluctantly and 
involuntarily. Middle-aged and older respondents are least 
inclined to change the atmosphere of the Russian capital for 
dubious prospects in megaprojects. This is especially true for 
IT, logistics, and marketing specialists. These specialists were 
able to adapt to the constantly changing conditions and 
requirements of the megapolis administration and company 
management in the rich metropolitan labor market. They have 
developed several measures and implemented solutions to 
bypass (overcome) the next pandemic restrictions on 
movement, forced-voluntary vaccination, and remote labor 
and social activities. At the same time, they have the 
opportunity to partially or fully participate in megaprojects 
remotely, without leaving the megalopolis. The digitalization 
of the socio-economic sphere allows this to happen. This 
confirms the general trend of fragmented hypothetical desire 
and remote participation of megapolis residents in 
megaprojects. 

Here it needs to be pointed out that a part of megapolis 
residents of various ages, being driven to despair by 
restrictions and oppression, openly and sometimes 
aggressively oppose such restrictions. 

The in-depth interview reveals cause-effect relationships in 
determining the priority of attractiveness factors. The desire of 
megapolis residents to enter a new labor market to gain 
experience in a major project appears to be stable and strong. 
This seems logical for young people since, in the course of the 
pandemic, older workers have developed mechanisms for 
survival and retention of their positions. In megaprojects 
young professionals see an opportunity to rapidly develop 
their career, realize their creative potential, get a good salary, 
raise their social status, and get an opportunity to join a 
promising ambitious team. These findings correlate with 
several studies. 

Work in a megaproject usually involves interaction with a 
large number of workers of different professions and areas of 
work. This arouses steady interest among megapolis residents. 
At the in-depth interview, they express their hopes to work 
with a good manager, in a favorable social and psychological 
climate with a friendly attitude to all employees regardless of 
their age, gender, social status, socio-ethnic features, and 
religious affiliation. The importance of these aspects in 
attracting and retaining employees in companies has been 
emphasized by various researchers [17, 18]. 

At the same time, in-depth interviews express concerns 
about entering the process of mass recruitment, the fear of 
“getting lost” in large teams, the difficulty of adaptation, 
especially on the part of talented young people. 

The respondents’ desire for good salaries is based on 
considerable and usually sustainable financing of large 
projects. This also implies high salaries in all positions of the 
megaproject. It should be noted that the concept of good 
wages among the megapolis residents differs significantly 

from the views of the regional population. This acts as a 
deterrent to attracting megapolis labor resources to 
megaprojects. There is also a certain differentiation in the 
level of wages by age. For the majority of young people, the 
requests are lower than those of older age groups. These 
aspects are reflected in the works of researchers exploring the 
problem of personnel motivation. 

The ambitiousness of work in the projects remains 
generally at the same level. For the most part, young people 
express their desire to be pioneers in the implementation of 
large-scale digital projects that would significantly advance 
the digitalization of the Russian economy. To a certain extent, 
the respondents point to the pandemic restrictions being 
lighter in the remote regions that could potentially become the 
site of the megaproject. However, these statements do not 
carry much meaning. Youthful enthusiasm, the desire to create 
the groundwork for a great career remain among the priorities. 

The focus group experts conclude that in the second stage 
of the study, the main attractiveness factors have the greatest 
effect on the age group under 25 years old. This points to the 
emergence of a private trend of the decrease in age in 
assessing the effectiveness of the impact of the factors of the 
attractiveness of the megaproject labor market from the 
perspective of megapolis residents under the conditions of 
digitalization and the prolonged COVID-19 pandemic. At the 
same time, the results support the discovered dependence of 
the labor activity of megapolis residents in megaprojects on 
their age: the younger the age, the higher the communicability, 
labor activity, and readiness to relocate and change the place 
and conditions of work. This dependence was taken into 
account by the leadership of the Soviet state in the design and 
successful implementation of megaprojects. 

The opportunities to apply professional skills in the 
megaproject and have access to its information remain in the 
zone of low demand. This is especially characteristic of young 
people who have only basic professional skills and limited 
work experience that had little to do with digital services and 
was rather a part-time job in the service sector in low-skilled 
positions, offline distribution of advertising. Focus group 
experts note young people’s desires and simultaneous fears 
with respect to mastering new digital technologies and being 
socially secure. To some extent, this falls in line with the 
works of other researchers [10, 19, 20]. Somewhat higher is 
the share of proponents of communicating in a foreign 
language and military evaders. This comes as a result of the 
opportunity to gain greater career prospects by knowing a 
foreign language, as well as of a tougher approach to military 
personnel in the fight against the pandemic in the army. 

Overall, it can be argued that there has emerged a common 
downward trend in the age of metropolitan residents willing 
to enter the megaproject labor market in the face of 
digitalization and the long pandemic of COVID-19. 

V. CONCLUSION 

The study establishes that the attractiveness of the labor 
market of megaprojects has undergone certain changes for 
megapolis residents under the conditions of digitalization and 
the long-lasting pandemic of COVID-19. This partially 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

1021 | P a g e  

www.ijacsa.thesai.org 

confirms the first hypothesis. The essence of these changes 
lies in the plane of age and the sphere of work. The work 
confirms the dependence of megapolis residents’ employment 
in megaprojects on their age revealed in the first stage of the 
study: the younger the person, the higher their 
communicativeness and labor activity, readiness to relocate 
and change the place and conditions of work. To a certain 
extent, this confirms the second hypothesis that megapolis 
residents’ assessment of the megaproject labor market 
depends on gender, age, and sphere of work and has a 
predictable nature. 

Attractiveness factors have not undergone major changes 
in terms of significance, which points to the validity of the 
conducted expert assessments and the stability of opinions of 
megapolis residents. Those megapolis residents having real 
opportunities to enter the rich labor market of the capital are 
steadily attracted to megaprojects by the opportunity to gain 
experience in a major project, the interest of communicating 
with different people, the opportunity to make a career, and a 
high salary. 

The study reveals (proves) general and private trends. 
Among the discovered general trends are the reducing age of 
megapolis residents wishing to enter the megaproject labor 
market in the context of digitalization and the prolonged 
COVID-19 pandemic, as well as the trend of fragmented 
hypothetical desire and remote participation of megapolis 
residents in megaprojects. Of private nature is the trend of the 
reduction of age in assessing the effectiveness of the impact of 
factors in the attractiveness of the megaproject labor market. 

The results of the comparative analysis may be of interest 
for further research on the peculiarities of socio-cultural and 
socio-economic life in the context of the long-lasting COVID-
19 pandemic with the concentration of digitalization on 
individual social aspects (QR codes). Furthermore, the results 
of the analysis may be used in covering the staffing needs of 
emerging and existing megaprojects, to be attentive to people, 
and to improve the social policies of the state and 
megapolises. 
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Abstract—The research peruses development of scientifically 

based toolkit to create and assess promising types of intellectual 

capital transformed into digital innovations for “open 

innovation" system. It is determined that in theory terms 

“intellectual, informational and digital capitals” are interrelated 

categories; efficient merge of informational and digital capitals 

minimizes information security risks; merge of informational 

and digital capitals provides a long-term multiplicative 

synergetic effect demonstrating constant transformation of 

innovative ideas into digital innovations. The following is 

suggested: structural and logical scheme method for creation and 

assessment of informational capital and scenarios for the 

synergetic development of informational and digital capitals. 

Keywords—Informational and digital capitals; informational 

security risks; synergy; open innovation; transformation 

I. INTRODUCTION 

In order to keep and maintain high financial corporate 
status, commercial organizations (corporations) should 
constantly develop promising trends of intellectual capital 
generation and its application according to the principle 
“intellectual capital available in corporation means future 
potential innovations” in the “open innovation” system. 
Modern digitalization of business processes calls for digital 
innovations development that first of all requires intellectual, 
informational and digital capitals synergy in the “open 
innovation” system. Timely transformation of intellectual, 
informational and digital capitals into digital innovations is 
hampered by the lack of inclusive understanding of the 
“informational and digital capitals” essence, as well as the 
processes of their generation, assessment and application. 
Poor methodological and practical background for creation of 
a toolkit for generating and assessing intellectual, 
informational and digital capitals - which could provide for 
development of digital innovations - limits corresponding 

transformation. In this regard, substantiation of theoretical and 
methodological provisions and practical trends for creation 
and development of a toolkit for generation and assessment of 
intellectual informational and digital capitals with its 
subsequent transformation into digital innovations in the 
"open innovation" system is a key issue for foreign and 
national science and practice. Therefore, it determined 
relevance of the current research topic. 

Achievement of the research goal suggests the following 
tasks: investigation of the essential characteristics of concepts 
- “intellectual informational capital” and “intellectual digital 
capital” identifying cross links; consider possibility to 
transform intellectual, informational and digital capitals into 
digital innovations in the "open innovation" system. 

Working hypothesis of the study is based on the need to 
develop scientifically based toolkit for intellectual, 
informational and digital capitals generation and their 
assessment according to the principle, stipulating that 
intellectual capital available in corporations means future 
potential innovations” in the “open innovation” system, which 
is aimed at further digitalization of business processes in the 
moment in time and for long-term perspective. Theoretical 
significance of the study lies in deeper and more expanded 
understanding of intellectual, informational and digital 
capitals’ generation and assessment, their transformation into 
digital innovations in the “open innovation” system. Some of 
the theoretical and methodological aspects of the research are 
proposed as tutorial and methodological materials for some 
disciplines of educational programs, as well as for retraining 
programs and advanced training of the corporations’ 
employees working in the assessment, financial and 
innovation spheres, etc. Practical significance of the research 
lies in development and application of specific methods, 
models and practical provisions that serve to shape 
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methodological and practical basis for educational processes, 
assessments of intellectual, informational and digital capitals, 
and transformation of the latter into digital innovations; that 
will determine future implementation of a new methodological 
toolkit that ensures development and promotion of 
corporations’ digital innovations in the “open innovation” 
system. 

The role of intellectual capital in stimulating the transition 
of healthcare networks to digital technologies is reflected very 
well in the study of F. Schiavone et al. [1]. In particular they 
studied creation of an information panel to monitor key 
performance indicators (KPIs) in digital healthcare networks. 
It is aimed at improving health policy by means of developing 
an integrated meso-level structure based on the central role of 
intellectual capital components (structural, relational, human). 
In the context of pandemic uncertainty, which demonstrated 
the need for digital information technologies, the study of K.S. 
Al-Omoush, D. Palacios-Marqués, and K. Ulrich [2] on the 
interaction of intellectual capital, supply chain flexibility, 
collaborative knowledge creation and corporate sustainability 
during unprecedented crises such as Covid-19 is of high 
interest. The data was analyzed with the software for modeling 
structural equations with partial least squares (Smart-PLS). S. 
Kusi-Sarpong et al. [3] noted the connection of intellectual 
capital, including human, structural capital, and digital 
technologies capital - blockchain, embedded in supply chain 
management that ensures sustainable production. 

In the study [4], special attention is paid to determination 
of the investments impact into intellectual capital as they 
describe the trends of industrial revolution 4.0 and intellectual 
capital in the era of FinTech. 

E. García-Meca and I. Martínez [5] recognize how 
information influences intellectual capital while investment 
decisions making, and point out that certain characteristics of 
the firm affect the use of intellectual capital information. 

Intellectual capital plays strategic role in achieving 
sustainable development goals and defining future, as noted 
by G. Secundo, V. Ndou, P.D. Vecchio and G. De Pascale [6]. 
A. Kalkan, Ö.Ç Bozkurt and M. Arman [7] point to the 
connection of intellectual capital, innovation, organizational 
strategy and firm efficiency, revealing the impact of 
intellectual capital, innovation and organizational strategy on 
the activities of the companies operating in Antalya, Turkey. 

F. Ricci, V. Scafarto, S. Ferri and A. Tron [8] insist that 
disclosure of information related to digitalization is a form of 
disclosure of information about intellectual capital that 
provides investors with potentially valuable data. 

Taking into account the above, recognition of the 
connection between intellectual digital and information 
capitals becomes clear as it is the basis for digital innovations 
development in corporations in the “open innovation” system, 
which must be constantly improved and developed in the 
conditions of economic processes digitalization. 

II. METHODOLOGY 

A. Identification of Intellectual Capital and Innovations 

Cross Links 

Considering that the best method for measuring 
intellectual, informational and digital capitals, which are the 
basis for digital innovations’ development in corporations in 
the “open innovation” system, is the method that reflects their 
economic content and its generation is carried out in the 
following sequence of stages: 

Stage 1: identification of the connection between 
intellectual capital and innovations. Its result is identification 
of the resource for innovative activity in corporations in the 
future, i.e. their intellectual capital. 

Stage 2: ensuring the synergy of intellectual capital 
assessment and innovations, which is based on the principle 
stating that “intellectual capital available in the corporation is 
its future innovations". Its result is the determination of the 
factors for productive reproduction of intellectual capital that 
limit innovations including organizational innovations. 

Stage 3: alternative direction for interpretation and 
evaluation of the intellectual information capital in 
corporations. Its result is provision of the characteristics for 
intellectual information capital in corporations, which is 
designed to ensure informational security of intellectual 
activity. 

Stage 4: interpretation of the intellectual digital capital in 
corporations, its interaction with human and informational 
capital. Its result is justification of the fact that digital 
innovations represent interconnection of human, informational 
and digital capitals in "open innovation" system. 

Theoretical and methodological foundation of the research: 
works of the international and Russian scientists and 
practitioners, Oslo Manual, internal regulatory corporations’ 
framework. Methodological base of the research: system, 
process and logical scientific approaches to study processes of 
promising corporative types of intellectual capital generation 
and assessment aimed at subsequent transformation into 
digital innovations in the "open innovation" system. 

Each stage of the research required general scientific and 
special methods to achieve proper efficiency, they were: 
analysis and synthesis, generalization and detailing, inductive 
and deductive, selective observation, grouping, formalization, 
analogy, abstract-logical, monographic, analytical, 
comparative, economic-statistical and economic-
mathematical. Information sources were selected for the 
period of 1998-2022, taking into account the principles of 
complexity, relevance, transparency, materiality, 
comparability with the best international practices, 
consistency, preference, objectivity, reliability, relevance and 
up to date information . 
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J. A. Schumpeter [9] essentially connects initiation of 
innovations with generation of intellectual capital 
prerequisites. V. L. Inozemtsev [10] clearly names intellectual 
capital as opportunity for innovations, L.V. Yurieva et al. [11] 
highlight innovations as organizational intellectual capital 
element, V. P. Bagov et al. [12] consider it as an intellectual 
resource that predetermines organization’s ability to produce 
and sell its innovative products. 

L. Edvinsson and M. S. Malone [13], B. Lev [14], A. Pulic 
[15] consider innovative component of organizational 
intellectual capital as a separate type of capital. 

According to J.A. Schumpeter [9] determines practical 
implementation of scientific and technical initiatives and 
inventions as the essence of innovation, whereas underlining 
the meaning of an entrepreneur as a person of business 
amongst invention and innovation confirms importance of 
human capital. 

Yu. V. Vertakova, E. S. Simonenko [16] point out that 
accomplishment of an invention or a discovery in a particular 
human activity area transforms underlying ideas of the 
invention into an innovation that contributes to new ideas 
emerge, eventually causing generation of new products 
(technologies). They associate invention with high-level 
innovation, defining products and technologies, social, 
economic, environmental and managerial processes as the 
subject of change. In the result there is an innovative spiral 
cycle: “scientific and technological progress - idea - 
innovation - scientific and technological progress - idea - 
innovation - ...” 

In the Center for Economic and Social Research of the 
Republic of Tatarstan [17] new phenomenon, discovery, idea, 
method, etc., presented as a result of research, development / 
empirical work on increasing particular sphere of business 
efficiency is called innovation; its implementation creates 
innovation taking into account condition of human 
involvement that changes along with development of socio-
cultural systems and regions. Innovation is shaped based on 
investment into new equipment, technologies, regulation 

systems, labour organization and etc., that together shape 
intellectual organizational capital. In general, organizational 
capital of corporation is assessed according to the principle 
“inventions available in the patent portfolio mean future 
innovations”. 

V.V. Platonov [18] recognizes innovation capital 
(industrial property, technological know-how) as a part of 
organizations’ intellectual capital along with the network, and 
human and organizational capitals. 

B. Lev's model [14] “Value Chain Blueprint” describes 
intellectual capital on the basis of corporation's determination 
for innovations and integrates 9 parameters: internal renewal 
availability (research, personnel development, organizational 
processes); integrated acquired abilities (technologies, 
investment business); intellectual property; technological 
feasibility for innovations (clinical tests, approvals, 
prototypes); business networks (alliances, integrated 
corporations, customers and suppliers associations); customers 
(marketing alliances, brand value, value, customer drain); 
business on the Internet (website traffic, online orders, 
alliances on the Internet); performance (sales, including 
licenses, profit, market share, new products); future growth 
(periods for bringing new products to the market, planned 
initiatives, increase in results, etc.). 

Human capital is described along with traditional qualities 
of a person: knowledge, skills, qualifications, competence, and 
other characteristics correlated with personality as well as 
innovations capability. 

“Social innovation” term is always put together with the 
concept of “intellectual capital”, which comes up [19] when 
strengthening human factor via creation and introduction of 
systems for modernized personnel policy, professional 
retraining and growth of employees, social and professional 
adaptation of newly hired, bonuses and assessment of work 
results. It should be emphasized that K. Marx [20] when 
characterizing the economic category "capital" underlined its 
social aspect. 

TABLE I. INFLUENCE OF FACTORS ON INTELLECTUAL CAPITAL FOR EVERY THREE PAST YEARS, ACCORDING TO FORM 4 - INNOVATION -ADAPTED FOR 

ORGANIZATIONS IN STAVROPOL REGION, UNITS 

 

Factors  

Factors’ impact 

1 –unessential  2 – essential 3 – crucial  4 –No clear answer  5 – Not applicable  

Human capital 

Lack of qualified personnel  137 105 22 185 204 

Organizational capital 

Uncertain economic benefits from 

intellectual property utilization 
94 95 27 247 190 

Stakeholders’ capital 

Lack of own financial resources  66 181 94 157 155 

Lack of State financial support  76 159 46 189 183 

Lack of information on new 

technologies 
150 70 22 197 214 

Lack of information on sales markets  152 64 20 200 217 

Underdeveloped cooperation networks  124 67 15 235 212 

Underdeveloped innovations’ 

infrastructure (intermediaries, 

information, legal, banking and other 

services) 

143 68 25 237 180 

Total 711 609 222 1215   1161 

Source: calculation provided by the authors V.V. Manuylenko, G.A. Ermakova [19] 
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V.V. Manuylenko, A.A. Mishchenko [21] associate 
intellectual capital availability with personnel innovations 
emerge and regular improvement of erudition level with a 
professional team. Surely there is an opposite effect of 
intellectual capital sales and social or personnel innovations. 

E.V. Petrukhina [22] recognizes following functions of 
organization's intellectual capital: education and future 
development of intellectual property; promotion of 
employees’ innovative thinking, businessmen, scientists, and 
management teams that shape and test key models for 
reproduction within a single economic system or systems 
units. 

Aggregated intellectual capital, as noted by V.V 
Manuylenko, G.A. Ermakova [19], performs the function of 
corporations’ innovative development. In terms of 
reproductive performance intellectual capital of corporations 
is simultaneously a prerequisite and result of innovations 

creation process showing the result of previous or current 
innovative activities in the “open innovation” system. I.e., 
intellectual capital of corporations is a resource for future 
oriented innovative activities. Following the logics of the 
research, assessment of both intellectual capital and 
innovations in corporations is a challenging study issue. 

A. Synergy of Intellectual Capital and Innovation 
Assessment 

Considering available intellectual capital in corporations 
for future innovations, intellectual capital of corporations is 
assessed according to Form 4 – innovation (adapted). Still, in 
Form 4 – innovation “Information about organization’s 
innovative activity” the following parts draw special attention: 
factors limiting innovation and organizational innovations. 

Factors affecting each type of intellectual capital in 
organizations (human, organizational, stakeholders’) – 
Table I. 

TABLE II. ASSESSMENT OF POSSIBILITIES FOR CHANGES IN INTELLECTUAL CAPITAL DEVELOPMENT WITH ORGANIZATIONAL INNOVATIONS UTILIZATION IN 

CORPORATIONS OF STAVROPOL REGION, UNITS 

Indicators 
YY 

2010 2011 2012 2013 2014 2015 2016 2017 2018 

Number of corporations implementing 

organizational innovations during past three years 
7 4 9 8 6 4 2 3 8 

Number of corporations with no organizational 

innovations  
435 459 455 449 438 450 690 650 811 

Organizational innovations / Human capital 

Innovations concerning shift working hours  

 
4 3 2 4 2 2 2 1 1 

Introduction of corporative knowledge management 

systems  
4 2 3 1 0 2 0 0 2 

Personnel development means (corporate and / or 

individual trainings, creation / development of 

personnel training and advanced training 

institutions) 

6 4 7 8 6 4 2 3 7 

Introduction of new methods for employees 

motivation 
0 0 0 0 0 0 1 0 1 

Organizational innovations / Organizational capital 

Development and implementation of new or 

significantly corrected corporate (shareholders’) 

strategy  

5 3 4 5 4 4 2 2 2 

Introduction of modern (IT-based) management 

methods in corporations 
6 4 5 5 2 2 2 3 4 

Development and introduction of new or 

significantly updated organizational structures in 

corporations  

7 4 4 5 4 4 2 2 2 

Application of modern systems for quality control, 

certification of goods, works and services  
6 3 3 5 4 4 1 2 5 

Creation of units specializing in research and 

development, implementation of scientific and 

technical achievements (technology and 

engineering centers, small innovation corporations) 

3 2 1 3 2 2 2 1 2 

Transferring certain functions and business 

processes to specializing contractors (outsourcing) 
3 2 2 3 4 4 2 1 2 

Organizational innovations / Stakeholders’ capital 

Introduction of modern logistics and supply 

systems for raw materials, materials, components 

("just in time", etc.) 

4 3 3 3 2 1 2 1 4 

New forms of strategic alliances, partnerships and 

other types of cooperation networks with product 

consumers, suppliers, Russian and foreign 

manufacturers  

2 1 1 3 2 2 2 1 1 

Source: calculation provided by the authors V.V. Manuylenko, G.A. Ermakova [19] as per data provided by Federal State Statistics Service for the North Caucasus Federal District [23] 
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Among the factors affecting intellectual human capital the 
following should be noted: lack of qualified workers, 
intellectual organizational capital, i.e. uncertain economic 
benefits from intellectual property utilization, intellectual 
stakeholder capital, i.e. factors associated with generation of 
financial resources: lack of own funds and/or State financial 
assistance; informational factors: lack of information about 
new technologies and sales markets; at the same time, such 
factors as underdeveloped cooperation networks and 
innovation infrastructure (intermediary, information, legal, 
banking and other services) should be also taken into account. 
Among significant financial nature factors that affect 
intellectual capital of organizations there is a lack of own 
funds and/or State financial assistance, which is followed by 
factors of underdeveloped innovation infrastructure, 
insufficient information about new technologies and sales 
markets as well as underdeveloped cooperation networks. No 
clear response was noted for such factors that affect 
intellectual capital of organizations as uncertain economic 
benefits from intellectual property utilization, underdeveloped 
innovation infrastructure and cooperation networks [19]. In 
general, when determining influence of factors on intellectual 
(human, organizational, especially stakeholders’) capital, first 
prevail those corporations that have no clear response or with 
no applicable factors, then there are those that note 
insignificant, significant and crucial influence. 

It should be noted that Form 4 – innovation – combines 
factors of efficient reproduction of intellectual capital 
(scientific and technological progress, the level of IT literacy, 
innovation and intellectual property policies, modern market 
infrastructure, institutional environment, etc.). 

Alternative area for human, organizational and 
stakeholders’ capitals development is organizational 
innovations. Merged application of intellectual capital and 
organizational innovation causes overturn of the principle: 
“intellectual capital existing in the organization means future 
innovations”, ultimately creates opposite effect in the “open 
innovation” system. Intellectual capital in corporations 
influences creation and implementation of organizational 
innovations, which in turn affects intellectual capital, 
changing the demands, as well as its content (ratio between 
human, organizational and stakeholders’ capital). 

In the corporations of Stavropol Region, organizational 
innovations affect generation of human, organizational and 
stakeholders’ capitals – Table II. 

Organizational innovations mainly develop towards 
improvement of human capital in the area of personnel 
development (corporate and / or individual training, creation / 
development of personnel training and advanced training 
institutions). These organizational innovations serve to 
minimizerisks with personnel insufficient scientific 
qualifications. From the standpoint of intellectual capital 
future development it is not good that in the region number of 
corporations with no organizational innovations prevails (435 
- 811 units) over the number of corporations that have ones (2 
– 9 units). Increase of corporations that do not carry out 
organizational innovations makes it difficult to reveal 
synergistic effect on the principle “intellectual capital 

available in the corporation means future innovations” in the 
“open innovation” system. 

In developing countries above human capital, resources 
and networks Oslo Manual [24] recognizes priority of 
information and communication technologies, their ownership 
and application by organizations. By the level of innovative 
development innovations are classified according to the 
criterion of technological parameters that takes into account 
essence of innovations, i.e. complex attraction of new digital, 
information and communication technologies. In the current 
environment, information and digital technologies become a 
priority issue demanding identification of characteristics for 
human, informational and digital capitals. According to 
KPMG research, factors hampering introduction of innovative 
technologies in Russia as well as in the world are insufficient 
maturity of processes / low automation, low level of IT-
literacy of employees. Among the threats for digitalization 
Russian and world experts recognize the risks of information 
security, etc. [25-27]. 

B. Characteristics and Assessment of Corporations’ 

Intellectual Information Capital: Alternative Point of View 

V.A. Medvedev [28] puts together informational capital 
and level of control over information. V.L. Inozemtsev [10] 
designates databases as part of structural capital elements. 
B.B. Leontiev [29], L. Edvinsson and M.S. Malone [13] 
recognize information systems as constituent parts of 
organizational capital, and B.B. Leontiev [29] adds up 
accumulated knowledge bases. 

In developing countries, information and communication 
technologies, their ownership and application by organizations 
are predominantly distinguished. In 1972, K.D. Arrow [30] 
identified link between special economic behaviour of 
intellectual resources and information creating and handling 
processes. 

In existing environment, encoded and materialized 
information is represented in human capital. According to P.F. 
Drucker [31], knowledge is “information” that changes 
something or somebody or else is the cause of action that 
provides opportunities for different and more effective actions. 

Corporations’ financial managers should provide access to 
sources of knowledge and information, which are 
subsequently transformed into separate production resources 
for specific use. Constant monitoring of information relevance 
and demand serves its transformation into corporations’ 
valuable resource, which is ensured only with creation of 
developed information and communications infrastructure, 
assumed that only up-to-date information processing 
technologies and information exchange are applied. IT-
specialists categorized as intellectual workers are in demand. 

Creation and development of corporations’ intellectual 
capital is subjective to correctly built information exchange 
system. Paragraph 23 of Oslo Manual [24] pays special 
attention to information needs of analysts and politicians when 
they accumulate information about innovation activities or 
determine set of indicators. According to the golden rule of 
information mobilization, information exceeding value or its 
collecting costs makes its accumulation reasonable. At the 
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same time, it is important to take into account distinctive 
properties of corporations’ intellectual capital, i.e. information 
asymmetry and liquidity. Processing of information results in 
knowledge that reflects human capital - when put together it 
represents powerful competitive tool. Science being one of the 
constituent parts of intellectual activity produces new 
knowledge, that is, new information; in order to transform it 
into knowledge it is advisable to present it and combine it with 
existing knowledge, establishing value of received 
information, attributing it to structure (superstructure), and 
providing guidelines for its application. Thus, knowledge 
existing in time interval t + 1 is a complex functional relation 
of received information and human knowledge in 
corporations. As a result, importance of information in 
creation and development of intellectual capital in 
corporations, which should meet uniqueness requirement, is 
confirmed. The link between intellectual information and 
human capital of corporations becomes evident. In terms of 
liquidity degree information systems usually have medium 
liquidity, whereas databases and accumulated knowledge 
bases are low liquid. 

As a result, it is fair to set aside intellectual information 
capital of corporations intended to ensure information security 
of intellectual activity; its functioning reveals risks of 
insufficiency and inconsistency of information capital in the 
existing environment, etc. 

C. Characteristics of Intellectual Digital Capital of 

Corporations, its Interaction with Human and 

Informational Capital 

Considering that corporations’ "intellectual capital" 
concept is constantly changing over time, and accelerated 
introduction of digital technologies in economy and social 
sphere is one of the national development goals [32], 
intellectual digital capital is of great importance for Russian 
corporations. Information and digital technologies can ensure 
operation of corporations 24/7/365. Digitalization represents 
integration of digital technologies in order to improve 
project’s performance by means of key processes adjustment 
[33]. Modern digital technologies are focused on transforming 
traditional business models and business processes in already 
existing industries. Innovations grounded in digital 
technologies create new electronic financial products and 
services and bring up to date their forms. 

Technical financial industry having technological 
foundation shall incorporate provisionally basic end-to-end 
technologies: telecommunications, Big Data technologies, 
Internet of Things, industrial and simulated intellect, as well 
as interdisciplinary technologies: neuro-technologies, 
distributed ledger systems, elements of robotics and sensor 
technologies, quantum, new production technologies, 
technologies of virtual and augmented reality. 

Hence, for most corporations, efficient digitalization 
process indicator represents “digital versions” of already 
existing conventionally traditional solutions, optimization 
results for actual business processes, whereas implementation 
of innovative changes in business models indicates future 
prospects. Corporations with limited digital technologies may 
provide basic services, such as balance sheet regulation, in the 

"open innovation" system – Table III. 

There are criteria for assessing satisfaction level of digital 
customers: regular compliance of requirements to provided 
services, timely receipt of information about digital products 
and services, assessment of the ratio between results and 
resources spent on digital products and services purchase, risk 
level at digital products or services receipt, overall satisfaction 
with digital products and services, digital customer feedback. 
Creation and development of digital stakeholders’ capital in 
corporations should be aimed at exceeding stakeholders’ 
expectations. It is true that digital stakeholders’ capital in its 
essence represents digital asset value, expressed in relations 
with stakeholders, i.e. digital clients, which when efficiently 
managed by a corporation on the basis of special marketing 
activities maximizes value and ensures competitiveness, and 
in the quantitative aspect justifies amount of discounted cash 
flows obtained from real and potential stakeholders, i.e. digital 
clients, and excludes mobilization costs, that is lifetime value 
of real and potential stakeholders. 

TABLE III. BASIC DIGITALIZATION AREAS FOR CORPORATIONS IN THE 

“OPEN INNOVATION” SYSTEM 

Areas 
Digital format 

functions  
Financial technologies 

Regulation and 

assessment of 

assets and 

liabilities 

Assets and liabilities 

regulation in digital 

format  

Big Data, block chain 

Financial 

consulting 

Financial consulting in 

digital format 
Big Data, artificial intellect  

Management 

Accounting 

Online accounting  Cloud technologies 

Online reporting SaaS 

System solutions 
Cloud technologies, block 

chain  

Infrastructure 

solutions 

Identification solutions 
block chain, artificial 

intellect, Big Data, SaaS 

distributed ledger and 

automated (smart) 

agreements 

artificial intellect, block 

chain 

Information Security 

computer education, 

artificial intellect, 

predictive analytics, block 

chain  

Source: information provided by the author V. V. Manuylenko 

One of the key corporation’s competitive advantages is 
highly qualified personnel, namely central competence of 
corporation (capability to digital training and personnel 
development, infrastructure for long-term future growth) – 
employees with their own experience and qualifications, as 
well as unique abilities to digitalize economic processes. 
According American economist E. Denison study in 1929-
1982, American economy growth occurred by 32% due to new 
labour force mobilization, 1.4% - due to increase of education 
level, 28% - progress in knowledge; 19% – new investment, 
17% – modernization of production structure and labour 
organization [34]. Top three new key competencies of future 
demand include: flexible and critical thinking, creativity, 
emotional intelligence, which distinguish person from 
machine. Most demanded specialists for implementation of 
transformation programs are business analysts in process 
optimization and data analysis. Digitalization and innovation 
professional personnel should include IT specialists with 
different background (from data analytics, robotics and 
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interface design up to cyber security and integration), IT 
auditors with knowledge and skills in obtaining and analyzing 
digital information technology data [35], top risk 
management, internal audit, compliance, experts from other 
technological organizations that include various types of 
economic activities and research institutions. Creation, 
assessment of intellectual digital capital in the “open 
innovation” system should include professional judgment of 
specialists. 

It is clear that initially digital intellectual capital causes 
risks of staff deficiency, insufficient level of scientific 
personnel qualifications and low scientific specialization. At 
the same time, introduction of financial technologies raises up 
threats of digital fraud in financial sector, leading to 
information security risks that also reveals links between 
intellectual, informational and digital capitals. Risks 
complementary to corporations’ intellectual digital capital 
functions are defined as possibility of wrong digital decision 
making. Synergy effect of merged intellectual, human, 
informational and digital capitals functioning should ensure 
development of digital innovations. Hence, digital innovations 
represent result of human, informational and digital capitals 
interaction, implementation of which results in relations and 
links rising up between corporations and digital clients in the 
“open innovation” system, that represents intellectual digital 
stakeholders’ capital. 

III. RESULTS 

A. In Theoretical Block of the Research 

• determined that innovative activity in the “open 
innovation” system derives from corporations’ 
intellectual capital elements; 

• all types of innovations are based on technologies, 
among which - in the context of digital economy 
development - informational and digital technologies 
draw special attention; that makes necessary to 
research intellectual, information and digital capitals, 
i.e. basis of digital innovations development in the 
“open innovation” system; 

• established connection between the concepts of 
organizations’ “intellectual capital” and “social”, 
“personnel” innovations, which mainly is reflected in 
strengthened human factor by means of development 
and introduction of modernized personnel policy 
systems, regular improvement of personnel / team 
education level, etc.;  

• identified corporations’ intellectual informational 
capital function in the "open innovation" system, i.e. 
provision of information security for intellectual 
activity; 

• described supplementary risks of corporations’ 
intellectual digital capital functioning at initial stage 
(staff deficiency, personnel scientific qualifications 
level, low scientific specialization) and subsequent 
threats caused by digital fraud possibilities in financial 
sector, leading to information security risks in the 
system "open innovation". 

B. In Practical Block of the Research 

• considering that available intellectual capital in 
corporations represents future innovations, Form 4 – 
innovation – was adapted to corporations’ intellectual 
capital assessment in the following areas: factors 
limiting innovations, organizational innovations; 

• found that development of intellectual capital in most 
corporations is complicated by insufficient 
consideration of affecting factors (corporations with no 
answer or no factor prevail, organizational capital is 
affected by uncertainty of economic benefits from 
intellectual property utilization) that makes necessary 
call for professional judgment in assessment process in 
order to eliminate controversial interpretation of 
results, errors and manipulations, as well as decrease of 
corporations that carry out organizational innovations, 
whereas their influence is noted on building up human, 
organizational and stakeholders’ capital in corporations 
of Stavropol Region; 

• based on corporations’ intellectual capital assessment 
according to adapted Form 4 – innovation, its key 
advantages and disadvantages are identified – 

Table IV; 

• indicated sequence of intellectual capital assessment 
stages based on adapted Form 4 – innovation, as 
follows: 1) determination of the factors influencing 
intellectual capital, 2) assessment of changes 
possibility in intellectual capital development via 
organizational innovations, 3) identification of the key 
advantages / disadvantages of intellectual capital 
assessment by Form 4 – innovation, 4) generation of 
motivated professional judgment of specialists; 

• found that most corporations consider digitalization 
processes efficiency indicator in the “open innovation” 
system as “digital versions” of conventionally 
traditional existing solutions, results of actual business 
processes optimization, whereas innovative changes in 
business models are taken for future projections. 

TABLE IV. KEY ADVANTAGES AND DISADVANTAGES OF CORPORATIONS’ 

INTELLECTUAL CAPITAL ASSESSMENT ACCORDING TO ADAPTED FORM 4 – 

INNOVATION 

Advantages Disadvantages 

Development of scientific level 

with actually obtained results of 

intellectual activity. 

Lack of internal regulatory 

framework governing intellectual 

capital assessment process. 

Development of inventive level 

represents a fact of created 

patented inventions, and good 

perspectives for inventing object 

Based on non-formalized methods, 

expert assessments method with 

subjective nature, which do not 

represent importance of intellectual 

capital in added economic value 

and its impact on the market value.  

 

Development of design level is 

demonstrated in patented 

industrial samples and applications 

of industrial design and exterior of 

commercial product submitted for 

patenting. 

Tendency to collection of 

quantitative indicators, and their 

application without strict analytical 

dependencies. 

Software creation represents No mechanism for transfer of ideas 
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object for development of 

officially registered computer 

programs and / databases and / 

purchased applications for the 

official registration of computer 

programs and / databases 

and high technologies into market 

products / or intellectual potential 

into capital 

No mechanism for transforming 

human and stakeholders’ capital 

into capitalized assets, since market 

qualifications are recognized via 

certificates and licenses, reputation 

– via brands, knowledge – via 

intellectual property rights. 

 

No demo effect of ultimate goal 

from intellectual capital application 

that breaks main property of capital 

- its ability to generate income. 

Lack of tools for assessing and 

regulating risks associated with 

intellectual capital the functioning. 

Source: research provided by the authors V. V. Manuylenko, G. A. Ermakova [19] 

C. In Methodological Block of the Research 

• established link between human and informational 
capital, when knowledge in a time period t + 1 
represents complex function of received information 
and knowledge of a subject of business – i.e. a person 
in a corporation; 

• determined that informational capital in the “open 
innovation” system reflects quality of information 
systems, databases, incorporating efficiency of 
information application, administrative systems and 
organizational structures, information products and 
technologies, etc., eventually performing a function of 
ensuring information security for intellectual activity; 

• proposed that quality of information systems is 
assessed by means of satisfaction level of internal 
clients – employees of corporations, taking into 
account main theoretical and methodological 
provisions of the assessment – Fig. 1. The following 
are priorities for modernization projects: automation of 
information system, improvement of transparency and 
quality of information, availability of up-to-date 
information, regularity, efficiency and timeliness of 
information receipt, importance of regional aspect in 
information systems operation in terms of global 
trends. Assessment of satisfaction level with 
information systems by internal clients allows identify 
at relatively low costs wide range of problem areas, 
and represents efficient tool for development of 
informational capital. It is important that corporative 
cultures accept informational systems expressing 
affiliation of informational and cultural capitals; 

• merged performance of intellectual, human, 
informational and digital capitals ensures development 
of digital innovations, causing synergy effect in the 
“open innovation” system. In digital economy 
environment, particularly these types of corporations’ 
intellectual capital penetrating into each other create 
intellectual wealth, and obtain strategic national 
importance; 

• outlined main areas of digitalization in traditional 
corporations in the context of functions revealed in 
digital format and financial technologies in the "open 

innovation" system (management accounting - system 
solutions - cloud technologies, block chains, API; 
infrastructure solutions - information security - 
computer learning, artificial intelligence, predictive 
analytics, block chains, etc.); 

• determined that at the initial stage digital intellectual 
capital is accompanied by risks of lack of personnel, 
low level of personnel scientific qualifications, low 
scientific specialization of personnel; subsequently 
introduction of financial technologies causes threats of 
developing digital fraud in financial sector, leading to 
information security risks in “open innovation” system. 

• found that synergy of intellectual, informational, digital 
and human capitals in corporations contributes to 
development of digital innovations in the “open 
innovation” system. 

IV. DISCUSSION 

The authors believe that developed toolkit for creation and 
assessment of intellectual, informational and digital capitals 
aimed at digital innovations development requires steady 
upgrade of information and digital technologies in the “open 
innovation” system. I. Kukhnin, specialist of Deloitte CIS 
Research Center [36], evaluated technologies in terms of their 
potentials as follows: artificial intelligence - 0.88, computer 
learning - 0.84, predictive analytics – 0.82, deep learning - 
0.79, and Big Data - 0.78, block chain - 0.54, augmented 
reality - 0.58 and virtual reality – 0.55. The best effect of 
digital technologies application was brought by solutions on 
Big Data and predictive analytics - 40%, robotization - 38%. 
Big Data and predictive analytics are used in the following 
key areas - operational intelligence and analytics - 52%, 
customer service, sales and marketing - 35% [25-27]. 

It is important to take into account that information and 
digital technologies development has certain specifics in 
corporations in terms of their different business activity types. 
Analysis of cross sector integration of industrial CIOs from 
more than 90 countries, conducted by Gartner [37], shows the 
following ranking of economic activities according to 
potential impact of digital transformation: media – 30%, 
banking and investment services – 26%, telecommunications – 
25%, insurance and transport – 22%, services – 19%, 
government – 18%, healthcare – 17%, retail – 15%, housing 
and utilities, industry – 14%, healthcare providers – 13%, 
education – 12%, wholesale trade – 11%, natural resources – 
7%. 

Corporations’ digital innovations development implies: 

• identification of logical links between the terms: 
“intellectual capital” and “social”, “personnel” 
innovations; 

• identification of informational capital assessment 
stages; 

• identification of risks linked with intellectual capital 
creation and application. 

• Corporations’ digital innovation development is 
possible in the following areas: 
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• corporations’ digital strategy; 

• intellectual capital development trends; separate 
research of intellectual stakeholders’ capital of 
corporations was carried out by S.S. Galazova et al. 
[38]; 

• optimal combination of human, informational and 
digital capitals: E.A. Posnaya et al. [39], T.V. 

Shabunina et al. [40]; E.V. Rodionova et al. [41] – 
regional level; 

• complex intellectual capital reproduction: E. 
Zhilenkova et al. [42]; 

• intellectual digital capital creation risk management: 
V.A. Kunin and D. Mikhailovsky [43]. 

 

Fig. 1. Logical and Structural Chart for Creation and Assessment of Informational Capital in Corporations (Developed by Authors V. V. Manuylenko, G. A. 

Ermakova) 
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V. CONCLUSIONS 

It is important to note that development of digital 
innovations predominately on intellectual, informational and 
digital capitals foundation in the “open innovation” system 
serves to reduce research and development costs, create 
potential for efficiency improving as well as potential synergy 
between informational and digital innovations. Thus, 
conception was created and implemented as follows: 
intellectual informational and digital capitals functioning in 
corporations simultaneously with human and stakeholders’ 
capital represent future potential digital innovations in the 
“open innovation” system. Research possibilities are limited 
with underdeveloped legislation that regulates digital 
economics processes, which predetermine development of 
digital innovations in corporations. Different corporations may 
independently formulate guidelines for digital innovations 
development based on proposed scientifically grounded 
toolkit. 
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Abstract—Assistance humanoid robots (AHR) are the 

category of robotics used to offer social interaction to humans. In 

higher education, the teaching staff supports the acceptance of 

AHRs as a social assistance tool during the learning activities, 

with the whole responsibility of the correct operation of the 

device and providing a more comprehensive view of the 

objectives and significance of AHR use. On the other hand, 

students deal with AHRs either as a friend or control figures as a 

teacher. This paper presents an algorithm for AHRs in oral 

assessments. The proposed algorithm focuses on four 

characteristics: adaptive occurrence, friendly existence, 

persuasion, and external appearance. This paper integrates 

AHRs in higher education to improve the value of psychological 

and social communication during oral assessment where can 

assist students in dealing with challenges, such as shyness, 

dissatisfaction, hesitation, and confidence, better than a human 

teacher can. Thus, AHRs have increased students’ self-

confidence and enriches active learning. 

Keywords—Algorithm; humanoid robot; social robots; oral 

assessment; assistance robots; higher education; adaptive behavior 

robot 

I. INTRODUCTION 

Robots are becoming beneficial components of the 
educational ecosystem. With their different capacities, which 
range from the ability to see people and their environment to 
the ability to reason and explain circumstances and people’s 
emotions, robots are becoming useful components of the 
educational ecosystem. These robots have a physical presence 
as well as multimodal interaction skills, which are equally 
crucial. With their human-like look, humanoid robots bring 
even another dimension to our understanding of social cues and 
body language: Keys to more intuitive and natural human–
robot interaction and robots in education interacting [1]. 

As humanoid robots become more prevalent and people 
engage with them, the social intelligence of artificial agents is 
receiving attention. The important social skills presented by the 
standardized evaluation method for humans, Evaluation of 
Social Interaction (ESI), include approaches, speaking, turn-
taking, gazing, and gesturing. When speaking to others, people 
employ co-speech gestures to accentuate their words, convey 
their intentions, or give detailed descriptions. Co-speech 
gestures have been shown to have strong impacts in numerous 
social science studies [2], and a neuroscience study supports 
motions are created by human professionals. The only 
movements that may be made are those that were considered 
during the design stage, even though hand-produced gestures 

are natural and human-like. Furthermore, it takes significant 
human effort to create links between gestures and verbal 
phrases [4]. 

Due to their physical resemblance to humans, humanoid 
robots can give real-time feedback and interact with people 
more effectively. They have improved social abilities and are 
designed to show emotion through gestures, intonation, and 
facial expressions, as well as to respond with the right body 
language [5]. They can also display feelings, including shock, 
fear, rage, and disgust. Compared to human teachers, 
humanoid robots can assist in resolving issues connected to 
shyness, frustration, reluctance, and confidence. Humanoid 
robots are being widely employed in many nations, particularly 
for special education, and can assist students in dealing with 
challenges, such as shyness, dissatisfaction, hesitation, and 
confidence, better than a human teacher can. One of the factors 
contributing to humanoid robots’ success in achieving learning 
objectives is that they never get tired, regardless of how many 
mistakes a pupil makes. Some humanoid robots support 
telepresence, which enables instructors to connect to the 
classroom remotely using display systems, which are typically 
built into the torsos of robots [6]. 

So, in the present paper, we focus on oral assessment to 
improve the value of psychological and social communications 
during oral assessment and to increase students’ self-
confidence and enrich active learning. 

The remaining of this paper is organized as follows. 
Section 2 stated the problem statement. Section 3 is related to 
the work presented here. Section 4 presents an algorithm for 
AHRs. Section 5 describes the four recognized characteristics: 
adaptive occurrence, friendly existence, persuasion, and 
external appearance. These are described in Section 6. We 
conclude the paper and point future directions in Section 7. 

II. PROBLEM STATEMENT 

Assistance humanoid robots (AHRs) in higher education 
have become an enriching teaching tool. They are different 
from portable devices such as smartphones, and tablets. AHRs 
have been described as human-looking forms with a head, 
arms, legs, and torso. Moreover, AHRs have characterized 
automation, repeatability, flexibility, digitization, 
anthropomorphism, body motion, and interaction [7]. 
Furthermore, AHRs encourage students to interact with reality 
in studying halls during the oral assessment process [8]. 
Consequently, AHRs have been characterized by personifying, 
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which provides more social interaction with students, such as 
instantly addressing them by name. In this environment, robots 
provide students with a more honest and realistic interaction 
than other technological devices [9]. 

On the other hand, dialogues support social interaction and 
create a shared experience of knowledge. Dialogue flow also 
provides a significant factor in increasing the quality of 
conversations [10]. As a result, a high degree of dialogue flow 
corresponds to favorable self-esteem, has an influence on the 
individual understanding of belonging, and can encourage 
solidarity [11]. 

Since dialogue flow can encourage social bonds and satisfy 
social conversation needs, education institutions should 
manage this knowledge when considering using AHRs in 
student oral assessments. Consequently, this can contribute to 
promoting dialogue between students and AHRs, especially in 
oral assessments. This paper has presented an algorithm for 
designing AHRs in higher education and put the main features 
of its external appearance and behavior. 

III. RELATED WORK 

Artificial intelligence, sensors, mechatronics, and power are 
all components of humanoid robots. The main aim of modern 
humanoid robots is to acquire the ability to recognize visual 
expressions and perceptions to solve tasks, such as correctly 
predicting the emotion of a human by monitoring their visual 
facial expressions. Therefore, the only information that 
humanoid robots need supplied is the data that will supply 
enough relevant information to be processed, allowing them to 
do and expand the range of learning and performing activities 
that are already available to them. It will be up to the 
algorithms and other methodologies, such as deep learning and 
neural networks, to extract the features from photos that have 
been given to them. All these goals for humanoid robots 
present considerable difficulties and processing power needs, 
and it should be highlighted that a humanoid robot cannot 
employ this kind of enormous computing power alone. To 
install the cloud, which will further analyze the information 
and give it back to the humanoid robot, the humanoid robots 
must absorb, integrate, and collect the information from the 
environment [12]. 

Research in the disciplines of robotics that is currently 
considered critical technologies include multisensory 
perception, cognition, and man-machine interaction. Robotic 
systems are given theses and procedures from the field of 
artificial intelligence (AI). Significant biological principles can 
be used as recruiting tools and role models for robots. With 
remarkable accuracy, the human body is replicated in its 
greatest potential kinematic form. The main new area of 
research in AI is humanoid, complicated mechatronic systems 
inspired by biology. The psychological features of humanoid 
robots are just as fascinating as their technological ones [13]. 

More robots are being created for use in practical fields, 
such as education, healthcare, eldercare, and other assistive 
applications. For robots to have a positive impact on human 
life, there must be natural human–robot interaction (HRI). A 
human-like interaction is built on an understanding of the other 
person’s needs and emotional condition at the time of the 

interaction. To achieve this goal, Chiara and others proposed 
an ecological technology called thermal infrared imaging, 
which can give information on physiological characteristics 
related to the subject’s emotional state. This ecological 
technology was presented and surveyed here. The technology 
can lay the foundation for the continued development of 
powerful social robots as well as for HRI. In the literature, 
thermal IR imaging has already proven effective for identifying 
emotions. This review can serve as a roadmap and encourage 
the usage of thermal IR imaging-based affective computing in 
HRI applications, which are meant to enable a natural HRI 
with a focus on people who find it challenging to convey their 
feelings [14]. 

Aburlasos et al. [15] proposed an organized and 
comprehensive modeling behavioral method to guide the 
activities of two interactive NAO robots with the goal of 
gradually evoking the Gestalt game in the mind of an autistic 
child. More specifically, the goal is to teach Gestalt’s game 
first to robots and then to autistic children. In the end, children 
with autism will discover that playing with other children is 
more fun than playing alone with robots. 

Teaching robots using hand gestures is now possible thanks 
to a framework developed by Mazhar et al. [16]. The 
background invariant robust hand gesture detector is the 
foundation of the suggested system. This was accomplished by 
applying a modern convolutional neural network that has 
already been trained, Inception V3, to the classification of 10 
hand movements. The experiment validates the effectiveness of 
the suggested framework and guarantees a natural way to 
program robots. The combination of Kinect V2 and Open Pose 
allows the robot to understand its distance from the human 
worker to ensure the safety of nearby human coworkers. 

Alemi, Meghdari, and Haeri [17] conducted a study in 
which they attempted to examine the attitudes of young EFL 
learners toward RALL. An experiment with a humanoid robot 
acting as a teacher’s helper was carried out in a private 
kindergarten in Iran. They monitored the students’ motivation, 
interaction, and anxiety as they studied with the humanoid 
robot. The outcomes demonstrated that the students’ 
motivation increased because of their positive interactions with 
the humanoid robot. Additionally, they showed no indicators of 
nervousness while engaging with the humanoid robot during 
the learning process since it made the classroom feel 
welcoming. In conclusion, this study has served as a superb 
model for subsequent investigations using humanoid robots in 
second robots, which are seen as attractive and practical 
instruments in language learning and teaching circumstances. 
They can also accommodate the various needs of the students. 

The field of social robotics is undergoing significant 
change because of neuroscience-based human–robot 
interaction, which is also improving our understanding of the 
human brain. Recent findings have demonstrated that more 
sophisticated analysis techniques and the trend of gathering 
data during real-time, embodied interactions with robots can 
deepen our understanding of the fundamental mechanisms 
underlying social cognition beyond simply perceiving robots in 
screen-based experiments. The development and design of the 
next generation of social robots, the same robots that may one 
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day function as social companions who support and care for 
their owners, stands to benefit from the additional (and natural) 
knowledge gained from this basic human brain research [18]. 
However, in less than 10 years, major problems about human–
robot interaction have emerged from the field of neuroscience, 
such as: How can our relationships with these unique, 
mechanical companions benefit from the complex neural 
architecture of the human brain? How does the representation 
of social cognition evolve as robots become more pervasive in 
our social lives? Future research fusing human neurology and 
social robotics will shed light on how to live with autonomous 
robots that connect with us socially. 

IV. HUMANOID ROBOT IMITATION LEARNING 

Imitation learning refers to a humanoid robot’s acquisition 
of skills or behaviors by observing a teacher demonstrating a 
given task. With motivation from neuroscience, imitation 
learning is a significant portion of AI, and human-computer 
interaction, and in turn, is taking a part in the future of robotics 
[19]. Another approach to imitation learning depends on trial 
and error, which introduces valuable models to understand 
desired behavior from a set of collected instances [20]. 

Imitation learning works by extracting features about the 
instructor’s actions and the surrounding environment, including 
any manipulated objects, and understanding a mapping 
between the current position and revealed behavior. Traditional 
machine learning algorithms do not scale to high-dimensional 
agents with high degrees of freedom. Particular algorithms are 
therefore needed to build satisfactory representations and 
predictions to simulate motor processes in humans [21]. 

In the complete method of robotic imitation learning, 
demonstration teaching provides a teaching sample containing 
made options, operation characterization characterizes the 
options within the teaching sample as valid forms that the 
golem will acknowledge. The last word goal of imitative 
learning is to create the robot “master” behavior, which implies 
that the robot has got to reproduce the behavior and generalize 
the behavior into different unknown scenes. The method that 
robots use the teaching data to “master” behavior will be 
referred to as operation imitation. This thought methods of 
operational imitation are roughly divided into three categories: 

activity biological research, inverse reinforcement learning, 
and adversarial imitation learning. 

V. FROM HUMAN ASSESSMENT TO ROBOT 

Although oral assessment has a wide record in examination 
practice in higher education and is a well-established 
component of such proceedings, concerns remain regarding its 
use. Therefore, there has been some move away from oral 
assessment for students, partly through a consideration of 
validity, trustworthiness, and justice [22]. 

Given the long history of oral assessment, which has some 
distinct advantages, it reflects the oral form document of 
communication that dominates professional practice. Also, it 
can test the limits of a student’s knowledge and understanding. 
Moreover, it is thought to be an especially practical way of 
assessing individual types of capabilities. Furthermore, it 
supports intra-personal differences, such as trust and self-
awareness [23]. 

AHRs have become an essential component of higher 
education infrastructure as teachers; they might take over 
assigned tasks that professors carry out. For example, AHRs 
deliver hints upon request to students [24]. 

In this case, the AHR keeps students’ inspiration at a high 
level by prompting them. AHRs can be friends with students 
and share learning with them. Also, AHRs could assist in 
preserving student inspiration at a high level by encouraging 
them. Consequently, the AHR can play a valuable role in oral 
assessments. Oral assessment supports active learning through 
its empowerment of creating confidence among teaching staff 
and students during the oral assessment process of AHR 
technology [25]. That is, in turn, it may create more confidence 
for professors and higher education about the integration of 
AHR technology into their strategy. 

VI. PROPOSED ALGORITHM 

This paper presents an algorithm for AHRs, which is 
described by four recognized characteristics: adaptive 
occurrence, friendly existence, persuasion, and external 
appearance. This is detailed in this section. 

 
Fig. 1. The AHR Generates Gestures during Dialogue Acts Information. 
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A. Friendly Existence 

Friendly existence expresses sociable presences. Students 
tend to humanize robots as technological devices, such as the 
AHR, and treat them socially when the technology shows 
social cues. The aim of this algorithm is to investigate the 
dialogue flow with AHR in the real oral assessment 
environment and to examine the extent to which oral flow is 
present in AHR–student interactions. Algorithm 1 described in 
Fig. 1 shows how AHR generates gestures.Dialogue acts as 

information in oral assessments. This algorithm classifies 
dialogue gestures into categories and develops conceptual 
models to understand the intention of dialogue during oral 
assessment. Algorithm 1 can be compatible with generating 
hand gestures. It limits the whole arm’s movements and 
manages the five fingers’ movements. Also, there is a lack of 
head and torso motion. Another limitation can be indicated by 
eye gazing control issues. Algorithm 2, described in Fig. 2, 

generated laughing gestures during the dialogue assessment. 

 
Fig. 2. The AHR Generates Laughing Gestures during Dialogue Information. 

B. Adaptive Occurrence 

Adaptive occurrence represents adaptiveness as a key 
characteristic of oral assessment quality. Regarding AHRs in 
oral assessment, perceived adaptiveness may be expressed as 
the extent to which students consider the AHR to keep in touch 
with their individual learning assessment needs. For example, 
an AHR selects to begin a dialogue with the student to offer 
assistance, as depicted in Algorithm 3 in Fig. 3. According to 
Algorithm 3, student assistance suggests more known 
keywords to help the AHR understand the student-robot 
dialogue. Then, the AHR solves the problem itself, or student 
assistance can offer more additional information to enhance the 

AHR’s understanding. The problem includes understanding 
keywords or informing unclear messages not inserted into 
loaded sound files. This assistance provides an appropriate 
learning pace and introduces personal feedback during the oral 
assessment. 

Furthermore, an AHR can address the unclear content in 
the oral assessment, as depicted in Algorithm 4 in Fig. 4. 

Concerning the social behavior of AHR is a key facet of 
adaptiveness. The AHR stimulates social interaction in oral 
assessment with students by calling students by their name and 
capturing a photo, as depicted in Algorithm 5 in Fig. 5. 
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Fig. 3. The AHR Starts a Dialogue for Student Assistance. 

 
Fig. 4. The AHR Adapts the Dialogue Content. 

 
Fig. 5. The AHR Adapts Social behavior with Students. 

C. Persuasion 

According to Fig. 6, AHR provides students with more 
trust and persuasion through its physical shape like humans, 
which adds more flexibility and comfort during student-robot 
interaction. Also, the AHR design provides feedback based on 
social norms and friendship relations. Moreover, the AHR 
introduces a personalized service with the mutual gaze 
communicated along with contextual information. 

Additionally, it incorporated traditional communicative 
processes, such as jokes. Through jokes, the AHR can deal 
with students with double-friendly interaction. Consequently, 
jokes can motivate students toward effective cooperation and 
create a community-centered learning environment. Also, jokes 
encourage students in the learning process and enrich social 
interaction. 
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Fig. 6. Persuasion Features of the AHR. 

 
Fig. 7. External Appearance of the AHR. 

D. External Appearance 

AHR appearance should be designed to correspond to 
dialogue requirements in oral assessments. This appearance 
can be described as flexible. AHR dialogue contains different 
alternatives for each social interaction of dialogue, such as a 
greeting, end dialogue statement, jokes, and different keywords 
of various intentions. Fig. 7 explains the appearance of the 
AHR in detail. 

VII. DISCUSSION 

To answer the research questions in this study according to 
the above analysis, we think it is possible for the robot to act as 
a tutor and automatically guide freshmen to conduct a group 
test. 

We expect robots to judge students’ answers fairly.  In the 
past, when human teachers conducted oral tests, they 
sometimes let students pass the assessment with a looser 
standard. In addition, human teachers cannot maintain a certain 
concentration, objectivity and fairly for a long time, and robots 
can easily do it. However, we can find in the robot was not 
sensitive to students answers. In fact, sometimes the students 
should to try several times before the robot could receive the 
sound and recognize it. Although some monosyllabic words 
were heard by the robot, there may be some problems    
because of the pronunciation problems. 

For example, since the pronunciation of numbers is very 
basic, this can be a blow to students. In the first case, students’ 
pronunciation will affect the correct answer rate on the test. 
From the perspective of language teachers Technical problems 
can be overcome. Where, we suggest that when using a robot 
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to conduct the oral test, the robot need to practice 
pronunciation before conducting formal test. It also could give 
the students the opportunity to pronounce before the test. 
Besides, the teacher could modify the way that students answer 
questions (e.g., by answering with whole sentences instead of 
just numbers) to make up for the robot’s lack of recognition of 
monosyllables. A further test can be conducted by native 
speakers to compare the reception of sound to find out if this 
situation is mainly due to the pronunciation of foreign language 
learners or the experimental environment. Also about the 
design of the test, the robot can say the correct answer after 
each question to let the students know the correct answer or 
pronunciation immediately. 

On the other side, Human–robot interaction also can be 
enhanced peer–peer interaction.  When someone answers right, 
the peers cheer. Through their peers’ affirmation, students can 
improve self- confidence or reduce the sense of distrust of their 
own pronunciation. In addition, in group learning students can 
learn important lessons from the answers made by other 
students. 

VIII. CONCLUSION AND FUTURE WORK 

Humanoid robots play a catalyst role in higher education 
because they include human-like forms that support student 
satisfaction. They also encourage students to generate 
contemporary fluencies. The prosperous performance of 
emerging AHRs in learning needs cognizance of the 
investment principles on the part of those carrying out the 
performance. Oral assessment is a critical process in higher 
education. Consequently, oral assessment supports active 
learning through its empowerment of creating confidence 
among teaching staff and students during the oral assessment 
process of AHR technology. That is, in turn, it may bring 
professors and higher education more confidence about the 
integration of AHRs technology into their strategy. This paper 
has discussed an algorithm for applying AHR in oral 
assessments in higher education. This algorithm also depends 
on four perceived characteristics: adaptive occurrence, friendly 
existence, persuasion, and external appearance. Moreover, it 
presents the experiences of human–robot interaction. 

In future work, we intend to discover substantial 
distinctions between oral assessment guided by the teaching 
staff and AHRs. Also, we hope to develop the proposed 
algorithm by adding more characteristics. We desire to be able 
to use the AHR to direct oral tests so that professors can 
exchange roles and monitor and assess students’ complete 
ability and change the way the oral test is conducted. 
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Abstract—This study was developed following the upheaval
caused by the spread of the Coronavirus around the world.
This global crisis greatly affects security systems based on facial
recognition given the obligation to wear a mask. This latter,
camouflages the entire lower part of the face, which is therefore
a great source of information for the recognition operation. In
this article, we have implemented three different pre-trained
feature extractor models. These models have been improved by
implementing the well-known Support Vector Machines (SVM)
to reinforce the classification task. Among the investigated archi-
tectures, the FaceNet feature extraction model shows remarkable
results on both databases with a recognition rate equal to 90%
on RMFD and a little lower on SMFD with 88.57%. Following
these simulations, we have proposed a combination of classifiers
(SVM-KNN) that would prove a remarkable improvement and
a significant increase in the accuracy rate of the selected model
with almost 4%.

Keywords—Masked faces; deep learning; AlexNet; ResNet50;
FaceNet; classifiers combination

I. INTRODUCTION

According to the World Health Organization (WHO) [1],
there have been 517.648.631 confirmed cases of COVID-19,
including 6.261.708 deaths, until May 13th, 2022. That is
considered an astonishing number after three years of the
virus’s appearance and despite all precautions taken. Therefore,
the Centers for Disease Control and Prevention (CDC) [2] em-
phasize social distancing and obligation to wear masks in order
to minimize contamination and reduce the hazardousness of
this virus. Except that, wearing a mask causes the performance
degradation of security systems based on the identification of
people by their faces, since the mask hides a large part of the
face, hence the loss of a large amount of information. Thus,
existent techniques for faces recognition implemented before
this crisis, must have an improvement and some adjustment
to live up to the expectations of users of face-based security
systems, as stated by the National Institute Of Standards and
Technology (NIST) [3]. The performance of facial recognition
algorithms submitted before March 2020, when the World
Health Organization declared a global pandemic, was exam-
ined in a previous NIST report published in July. The error rate
of these pre-pandemic algorithms was found to be between 5%
and 50% in this first investigation, which confirms that these
systems have become ineffective.

The degradation of identification systems, causes several
problems. So, frauds and wanted persons take advantage of
the mask, for illegal immigration and crimes commitment
without being recognized. Community access control and face

identification have become almost an impossible mission when
a grand portion of the face is covered up by a mask. Due to
these issues, face masks have essentially challenged existing
face recognition strategies.

The epidemic situation, ensures the emergence of two new
axes of research: [4]

• Face mask detection: consists of checking whether
the individual is wearing a mask or not, and it is an
interesting task in public squares and areas with fulls,
where wearing a mask is mandatory.

• Masked face recognition (MFR): is used to identify
people wearing masks on the basis of the remaining
part of the face (the eyes and the forehead parts)

Our interest in this paper is the second axis. we have
implemented a recent technique to identify masked faces using
a deep learning-based method for extracting features. To train
our model, two databases are used: Simulated Masked Faces
Recognition database(SMFRD) and Real-World Masked Faces
Database(RWMFD) presented in [5], specially designed to
evaluate the performance of masked faces recognition methods.

An interesting preliminary phase in the recognition opera-
tion is the pre-processing of the images. However, the quality
of the detection influences the accuracy of the identification,
so we chose the MTCNN algorithm to have an exact and
correct detection. Regarding the feature extraction task, we
have opted for three pretrained models that are very recog-
nized in the field of facial recognition, which are AlexNet,
ResNet50 and FaceNet. For the classification process we have
chosen a classifier which has proven a huge success in image
classification, it is the Support Vector Machine(SVM). Finally,
we have proposed, a classifiers combination (SVM-KNN) to
enhance the performance of the classification process.

This study is organized as follows: The Section 2 provides
the related works about masked faces recognition. While
Section 3 highlights the motivation and the contribution of
the paper. Section 4 discusses the state-of-the-art methods.
Section 5 presents the used method. The remainder of the
paper stated the experiments and the concluding statements
based on experimental results.

II. RELATED WORKS

Obviously, the issue of partially hidden faces has existed
for a long time, since there are several factors other than
wearing a mask such as a beard or mustache, sunglasses or
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even makeup that changes the original features for masquerade
reasons. But recently, the obligation to wear a mask makes the
problem even worse and the dilemma of recognizing occluded
faces has become at the head of research in computer vision.
Consequently, significant increase in MFR research effort,
extending existing MFR methods and yielding promising ac-
curacy results.Then, search across major digital libraries to
track growing research interest in the mission of occluded face
recognition (OFR). A series of search strings are formulated
to find leading repositories the article covers the use of
deep learning techniques only in the context of face-based
recognition. MFR article search results retrieved from Web of
Science, Scopus, IEEE Xplore, Wiley, Ei Compendex, ACM
Digital Libraries and EBSCOhost. These warehouses include
articles on recent popular seminars, journals and conferences
articles from five years.

Fig. 1. Diagram of Research Efforts on MFR from 2017 to 2022.

As shown by Fig. 1, the importance of research in the
field of Occluded and Masked Faces recognition (OFR and
MFR) witnesses a noticeable increase in parallel to exhausting
researches [6] [7] [8].

Except that, this diversity does not mean the effectiveness
of the applied techniques, because until now there is no
masked face recognition method whose performance exceeds
or equals that of unmasked face identification techniques. As
a result, the achievement of the methods used post-pandemic
remain unsatisfactory for real-time systems and high-traffic
sites with high security requirements. As of late, researches
have proposed many useful methods. They basically consist
of three categories:[9]

• Generate a typical model of the occlusion is-
sue(restoration model),

• Occlusion removal approach,

• Deep learning-based approaches.

,

A. Restoration Model

This approach consists of generating the hidden part of the
face considering that the nose, mouth and chin carry a large
amount of information. For the improvement of the recognition
efficiency reasons and to generate the lost features of face,
there are two restoration models: robust structured error coding
and robust subspace regression [9].

• Robust structured error: The occlusion produced by
the mask presents a spatial continuity. By this, an error
caused has a specific spatial structure. This makes the
reconstruction of the low-rank structure of the face
image from the data damaged by occlusion necessary,
to have a correct identification and minimize the rate
of false positives and true negatives. For instances,
authors in the literature [10] presented an improved
robust principal component analysis (RPCA) method.
At the beginning, the method consists in decomposing
the learning matrix M by a lower rank matrix, which
ensures obtaining a lower rank content matrix L and
a sparse content matrix S. In this way, the recovery of
the lower subspaces of the training sample is achieved.
This method considers how to restore low-ranked
structures from training samples that are error-prone
but sparsely structured. This effectively suppresses the
effects of sparse noise and provides strong efficiency.
In order to increase interclass information between
low-ranked matrices of different face categories, ref-
erence [9] has expressed all training patterns as obser-
vation matrix D. After decomposing the matrix D, we
get a low-ranked matrix A with no occlusion and a
sparse error matrix E. The RPCA is applied to the
submatrix A and the resulting subspace is used as
an occlusion dictionary for facial images. The image
reconstruction was then identified and the error size
was classified according to the sparse representation
classification and occlusion dictionary.[9]

• Robust subspace regression: This model is gener-
ated by projecting high-dimensional feature data from
different categories of facial images onto a low-
dimensional subspace. Next, an independent subspace
is set in the occlusion part, and the occlusion of the
face image is expressed using the existing dictionary
atom to realize a powerful recognition effect of the
occlusion face. Currently, robust subspace solutions
for occluded face detection primarily include sparse
representation, collaborative representation, and ob-
struction dictionary learning.

B. Occlusion Removal Approach

This model aims to estimate the position of occlusion
through two error indices. The first is in the form of local
similarity error between the original image and the partially
occluded image, while the second aims to the spatial local
error caused by the occlusion. Otherwise, the method consists
in locating the hidden areas of the face and eliminating
them completely from the feature extraction and classification
process. In this context, one of the most famous approaches
is that based on segmentation. According to the literature
[11], authors segmented the face in small local zones. These
latter, contain the occluded part to be eliminated and which
will be detected by the support vector machine (SVM). Then
the last phase is to use a mean-based weight matrix for face
identification.

Several techniques have been proposed to remove the
concealed part of the face, including the exemplar based
Image in-painting technique proposed in [12]. As well as, the
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structural similarity index measure and principal component
analysis technique [13].

C. Deep Learning-Based Approaches

Currently, Deep learning has proven huge success in several
areas, especially in FR. This comes down to the efficiency
of deep features compared to others that are over shallow.
The most recognized research works in occlusion face are
based on this type of features, taking the example in [14],
an efficient partial face recognition approach was proposed,
this is Dynamic Feature Matching (DFM) approach, based on
the combination of the Fully Convolutional Network (FCN)
with Sparse Representation Classification (SRC). The method
is intended to recognize partial faces of arbitrary size. Another
model proposed to identify hidden faces called BoostGAN
model [15]. The main idea of this model is to use the occluded
face to elaborate the non-occluded face and this latter will
then be used to recognize the person. Except that, in the case
of large occluding surfaces such as face masks, GAN-based
methods are hard to regenerate the details of the key points on
the visage.

Table I presents the performance of some MFR methods.

TABLE I. SUMMARY OF SOME MFR METHODS PERFORMANCE

References Model Dataset Accuracy
GuiLing, W.[9] Mask separation RMFRD 95.22
Priya, G.[11] MBWM-SVM GTAV 94.75
He,L.[14] Dynamic Feature Matching CASIA-NIR-Distance 94.96

III. MOTIVATION AND CONTRIBUTION OF THE PAPER

The failure of current methods to correctly identify masked
faces in the same way as non-masked face recognition tech-
niques motivates us to explore a new solution to overcome
this shortcoming. Drawing on the significant performance
and strong light resistance of CNN-based methods, facial
expression variations and face occlusion. In this study, we have
proposed an occlusion removal approach with transfer learning
model to solve the masked face problem noticing during the
COVID-19 pandemic.

To the best of our knowledge, the restoration model ap-
proach isn’t truly a great selection. This procedure endures
from a few issues, particularly the difficulty of implementing
it and culminating the comes about. As well as, it could
be a prepare that devours an expansive execution time. With
that, several researchers use this method as is the case in the
literature [16], contrary of our choice. The disadvantages of
this approach, inspired us to base our considerations on the
occlusion removal approach since it is a compelling and simple
strategy. As well as, pre-trained model for feature extraction.

Other side, face detection has a huge influence on the
quality of recognition. As of late, a few face tracking strategies
have shown up and have demonstrated tall execution, such
as the viola and Jones detector, which has gotten to be a
reference in object detection and particularly for face. A bit
more recently, it appears the famous MTCNN detector [17]
which has proven great efficiency and speed of execution.
But that the major progression of machine learning recently,
gives us with unused choices, like the modern finder which

made a boom in computer vision is the mediapipe algorithm
[18]. MediaPipe face detector is an ultra-fast solution with six
landmarks and multi-face support. It is an excellent detector
for streaming videos, but it is not yet used for static images.
What motives us to use the MTCNN detector.

So the contribution of this paper lies in three points:

The first consists in adapting models usually used for
the recognition of unmasked faces for masked faces. This
adaptation was made by training the three models AlexNet,
ResNet50 and FaceNet by databases specially designed for
masked faces and adjusting the parameters of each model in
order to improve their performances.

The second contribution aims to improve classification task
with the inserting of SVM classifier for each model.

While the third contribution consists in a classifiers com-
bination (SVM-KNN) that considerably improves the obtained
results.

IV. STATE OF-THE-ART METHODS

The ordinary and common structure for all face recognition
methods is composed of a face detection, a feature extraction
and a classifier. Through this paper, we have presented the
races that we followed, starting with face cropping.

A. Face Detector: MTCNN

Currently, MTCNN or Multi-task convolutional neural net-
works, is the most popular and rigorous face detection solution.
It is composed of three cascaded neural networks known by
P-Net, R-Net and O-Net [17].

• P-Net stands for Proposed network: It searches for
faces in frames of size 12 × 12. The task of this
network is to achieve rapid results.

• R-Net presents Refined network: Its structure is
deeper than Pnet. Despite all candidates originating
from the previous network will be fed to R-Net, a
large number of candidates are already eliminated by
the first network P-Net.

• O-Net comes from Output network: briefly returns
the bounding box (face area) and face landmark loca-
tions.

These three cascaded neural networks are presented in Fig.
2.

Fig. 2. Architecture of the Three Cascaded Neural Networks of MTCNN
[17]

The MTCNN model detects five landmarks on the face,
which are the left eye, right eye, nose, and two corners of the
mouth. This model proves high face detection accuracy.
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B. Masked Faces Databases

In this section, we have presented several benchmark
datasets used in the literature to evaluate MFR techniques [19].

Starting with the most popular and used databases in this
field which are the RWMFRD (Real-word masked faces recog-
nition dataset), the Masked Face Detection Dataset (MFDD)
and Simulated Masked Face Recognition Dataset (SMFRD)
introduced in the same article [5].

As regards MFDD, it contains 24,771 masked face images,
which allows the implemented model to accurately detect faces
hidden by masks.

As for RMFRD, the largest existent database for MFR,
since it contains 5,000 images of 525 people wearing masks,
and 90,000 images of the same people without masks. This
database was used in [20], in the context of face images that
were not acceptable due to an incorrect match were manually
removed. In addition, the right face areas have been cropped
using semi-automatic annotation techniques, such as LabelImg
and LabelMe, Fig.3 displays sample images from RMFRD.

Fig. 3. Sample Images from RMFRD.

For diversification reasons, SMFRD has been developed,
it contains 500,000 images of synthetically masked faces of
10,000 people collected from the Internet and Fig. 4 illustrate
some images from this dataset.

Fig. 4. Sample Images from SMFRD.

The Synthetic face-occluded dataset (SFOD) [21] was
elaborated using published data records from CelebA and
CelebA-HQ [22]. CelebA-HQ is a large-scale facial attribute
dataset containing over 30,000 celebrities. Each face image
is cropped and roughly aligned based on the eye position.
The occlusions were aggregated by five common non-facial
objects: hands, masks, sunglasses, glasses, and microphones.
Over 40 different types of objects were used in different sizes,
shapes, colors and textures. In addition, non-face objects were
randomly placed on the face.

The Masked Face Segmentation and Recognition dataset
(MFSRD) [23] is composed of two parts. The first part consists
of 9742 images of masked faces that have been collected from
Internet with hand-labeled masked segmentation annotation.
The second part contains 11,615 images of 1004 identities, of
which 704 are collected from the real world and the rest of
the images are collected from the Internet, where each identity
has at least images with and without masks. Celebrities in
Frontal Profile in the Wild (CFP) [24] includes the faces of 500

celebrities in face and profile view. Two verification protocols
with 7000 comparisons, each presented: one compares only
frontal faces (FF) and the other compares (FF) and profile
faces(FP).

Both, Masked Face Verification (MFV) and Masked Face
identification (MFI) are presented in [25], the first one contains
400 pairs for 200 identities while the second includes 4916
images of 669 identities.

The LFW-SM [26] variant database contains a simulated
mask that extends the LFW dataset and contains 13,233 images
from 5749 individuals. Through Fig. 5, we have presented
sample images from LFW-SM.

Fig. 5. Sample Images from LFW-SM.

Several MFR techniques used the VGGFace2 [27] dataset
for training, which consists of 3 million images of 9131 people
with over 362 images per person. From this database derives
the Masked faces dataset VGGFace2-m [28], it contains over
3.3 million images of 9131 identities. Table II shows the
main characteristics of the dataset used in the masked face
recognition task.

TABLE II. SUMMARY OF THE MFR BENCHMARKING DATASETS

Database Size Identities Type of masks
RMFRD 95,000 525 Real-world
SMFRD 500,000 10,000 Synthetic
MFSRD 11,615 1004 Real-world/synthetic
MFV 400 200 Synthetic
MFI 4916 669 Synthetic
LFW-SM 13,233 5749 Synthetic
VGG-Face2-m 3.3M 9131 Synthetic

C. Feature Extraction

One of the most crucial steps in the facial recognition
process is feature extraction. It consists of extricating a set of
features that are discriminative enough to represent and learn
key facial attributes such as eyes, mouth, nose, and texture.
In the presence of partial occlusion, especially that produced
by the face mask, this process becomes more complex and
current facial recognition systems need to be adjusted to
extract representative and robust facial features. There are
two categories of feature extraction, the first is a shallow
feature extraction which is a classical technique explicitly
forming a set of features fabricated with low optimization
or learning mechanisms. The most popular methods of this
category are Histogram of Oriented gradient (HOG), LBPs
and codebooks [29]. In recognition tasks for unmasking face,
these algorithms achieve considerable accuracy and remarkable
robustness against a variety of facial changes such as lighting,
rotation, scaling and translation. But this is not the case for
masked faces, great degradation was observed.
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The second category is the deep feature extraction. One
of the most efficient neural networks in the field of face
recognition is the Convolutions Neural Network (CNN), it
has shown preponderance in a wide range of applications,
such image classification, retrieval and detection objects. CNN-
based models have been widely deployed and trained on many
large-scale face datasets [30] [31] [32].

Several pre-trained architectures are recognized in the field
of FR and have proven remarkable success, especially for
feature extraction. To choose the most suitable extractor for
our application, we have made an overview of the most cited
models in the literature. AlexNet [33]is a famous model that
ensures to reduce the training time and minimize the errors
even on large datasets [34]. Fig. 6 shows the architecture of
AlexNet.

Fig. 6. Architecture of AlexNet [35].

Two other popular CNN-based models were presented in
[36], VGG16 and VGG19 have been used in various com-
puter vision applications, especially facial recognition. Despite
achieving considerable accuracy, they endure from training
time and complexity [37].

For the most complex identification missions, as in the
case of masked faces, it is preferable to be processed by
deeper neural networks like residual network (ResNet) [38].
This model achieves outstanding performance and accuracy,
due to the stack of additional layers. These extra layers must
be determined empirically to control for any deterioration in
the performance of the model. The architecture of ResNet50
is presented in Fig. 7.

Fig. 7. Architecture of ResNet50 [39].

MobileNet [40] also is considerate as one of earliest
deep neural networks, which mainly depends on a simple
architecture. Its architecture exhibits high performance with
hyperparameters and fast model calculations [41].

We cannot pass without mentioning Inception [42] and its
variations [43], their innovation is that they use modules or
blocks to build networks that contain folding layers instead
of stacking them. Xception [44] is an extreme Inception

version that replaces Inception modules with deeply separable
convolutions.

FaceNet [45], presented by Google researches, it is a
famous pre-trained model that has proven very remarkable
results. Fig. 8 shows the architecture of FaceNet.

Fig. 8. Architecture of FaceNet [45].

Through Table III we have presented a summary of the
pre-trained CNN-based model.

TABLE III. SUMMARY OF THE PRE-TRAINED CNN BASED MODEL

Model Variants Trainable param Conv layers Total layers
AlexNet - 62 M 5 8
VGG VGG16 138 M 13 16

VGG19 143 M 16 19
ResNet ResNet50 25 M 48 50

ResNet101 44 M 99 101
MobileNet MobileNet 13 M 28 30

MobileNet-v2 3.5 M - 53
Inception GoogleNet 7 M 22 27

IncepV2 56 M 22 48
IncepV3 24 M 22 48
IncepV4 43 M - 164
Incep-ResNet-V2 56 M - 164

Xception - 23 M 36 71
FaceNet - 140M 22 27

D. Classification

Many classifiers have been mentioned through literature,
given the importance of classification in improving the perfor-
mance of facial recognition systems.

As far as we are aware, the two most popular classifiers
in facial recognition are Support Vector Machine (SVM) and
K-Nearest Neighbour (K-NN) [46]

1) SVM: Support vector machine (SVM) is a supervised
machine learning that can be used for classifications or re-
gression problems. For the issues of multiclass classification it
exists two distinguished approaches, the first is one-against-one
and the second is one-against-all approach. Kernels functions
are used for separation between classes for higher dimensional
feature spaces. These Kernel functions are able to transform a
non-linear distinguishable problem into a linear distinguishable
one and projecting data into the feature space which ensure to
find the optimal separating hyper plane [51].

2) KNN: K-Nearest Neighbor, a popular technique for
classifying objects based on nearest training samples in feature
space. This training samples are vectors with a class label
for each one. The principle of the technique aims to compute
the distance of the test sample to every training sample and
keeping the k closest training samples (Where k designate
positive integer). Then several distance functions used in the
KNN algorithm, but the best methods are Euclidean distance
[52].

www.ijacsa.thesai.org 1044 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 9, 2022

3) SVM-KNN: Overall, the combination of classifiers is
a relatively new technique. It can be considered as an op-
timization problem for minimizing classification errors and
takes as input the outputs of M classifiers and generates the
final N classes [53] Classifier combination is more efficient,
especially when the classifiers are different. There are two
types of combination:

Features association using similar classifiers and decision
association resulted from dissimilar classifiers [54]. The second
type of combination is our choice since SVM and k-NN are
two dissimilar classifiers.

On the other hand, classifiers can provide three types of
outputs: The measure, class and rang types [55]. Depending
on these types of output the combination may be:

• In the abstract stage built on voting methods.

• In the rank stage when the outputs are labels classified
by a reducing weight.

• In the measurement level if the outputs are labels
combined with confidence values.

For our work, we have used the majority vote in combina-
tion.

E. Evaluation Metrics

In order to assess the cogency of implemented models for
masked face recognition, we have opted for some evaluation
parameters, such precision, recall, F1-score and accuracy met-
rics. These evaluation metrics were calculated as follow [49]:

Accuracy =
TN + TP

TS
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2× Precision×Recall

Precision+Recall
+ score (4)

Where TP , TS , FP , TN and FN designate respectively True
positive, total samples, false positive, true negative, and false
negative. For our work we have used Accuracy, precision and
recall rate.

V. USED METHOD

Our method consists of three primary scenarios (presented
in Fig. 9), where we used three different pre-trained CNN-
based models like feature extractors and the SVM is cascaded
for classification. The model that has proven the best results
will be improved by the combination of a second classifier
which will be the K-NN.

Fig. 9. Architecture of our Primary Scenarios.

A. AlexNet and SVM

We have used the well-known SMFD and RMFD databases
specially designed to evaluate masked facial recognition sys-
tems. Data from each base were divided into 80% for training
and 20% for testing and random distribution to avert biased
results. Then, the images used are a mix of masked and
unmasked faces which ensures good feedback.

Before we start, we need to preprocess the input images to
fit the AlexNet model. Input image should be with a dimension
equal to 227 * 277 * 3 pixels. For SMFD database, the image
contains only the parts of the face we are interested in, so
we don’t need face detector, we just need to convert the size
of the images from 128 * 128 * 3 to 227 * 227 * 3. Unlike
the RMFD base, we use MTCNN to frame the faces. It is
important to note that the model is made up of many layers,
but not all of these layers are essential for feature extraction.
For instance, the first layer deals with the extraction of features
such as edges and points. As it is presented in Fig. 10.

Fig. 10. Extracted Features by the First Layer of AlexNet from Original
Image on RWMFD.

The table in Fig. 11 shows the different layers of the
ALexnet model.

Fig. 11. Details of AlexNet Layers [47].
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After features extraction, we have equipped the SVM to
perform the classification task. The output from ‘fc8’ layer
was a 4096-dimensional feature vector. For the SVM kernel
function, we used a linear kernel function without optimiza-
tion. Kernel functions are used to take vector data as input and
convert it into the optimal format. We were inspired by this
network implemented mainly for unmasked faces as displayed
by Fig. 12.

Fig. 12. AlexNet Convolutional Neural Networks with SVM.[35]

B. ResNet50 and SVM

Firsthand, Through the implementation operation, we have
created an image data store that is useful for data management.
Seeing that, the image was read and then loaded into the
storage system. Then, the data was split into 80% training and
20% validation using random sampling for averting bias the
outcomes. On the other hand, the ResNet50 network can only
process images with 224 × 224 × 3, that’s why we resized
images to be used in this size. Regarding the next phase,
which is feature extraction, there is a final layer named fc1000
found just before the classification layer was used to extract
features using the activation method. The activation outputs
were aligned in columns to speed up afterwards the SVM
training , and the optimizer Adam was used for the training
instead of Stochastic Gradient Descent. Fig. 13 presents the
ResNet50 model implemented with SVM.

Fig. 13. ResNet50 Convolutional Neural Networks with SVM.

We have adjusted manually different hyper parameter to
obtain better outcomes. Starting with the batch size, it is tuned
to 32 and we run our algorithm with cross-entropy for 50
epochs.

C. FaceNet and SVM

FaceNet model accomplished state-of-the-art results in sev-
eral benchmark face recognition datasets, specially Labeled
Faces in the Wild (LFW) and YouTube Face Database. The
model requires as input images sizes 160×160 and it contains
22 deep layers and 5 pooling layers, and a global average pool-
ing is used at the end of the last inception module. The Fully
connected layer will be used for face description. Elaborated

descriptors become an embedding module for correspondence
descriptors. The max operator has been applied to features to
develop a one feature vector from a template. The network
must be properly tuned to expect a significant boost for the
particular task of face recognition and verification. To retrain
the FaceNet model, we have to bring a set of masked and
unmasked faces[42].

The module includes four branches, the first contains a
series of 1x1 local features from the input for learning. While
The second branch implements 1 x 1 convolution in order
to reduce the input dimensions until 1 x 1 convolution is
achieved. This greatly minimises the quantity calculation the
network desires. Third branch is coherent with the second
branch with 5x5 learning filters. The last branch accomplishes
3x3 max pooling with a Stride of 1x1. Finally, all branches
of the Inception module converge and Channel dimensions are
linked to each other before being added to the next network,
as displayed by Fig. 14 [48].

Fig. 14. Illustration of the Inception Module used for FaceNet Pre-Trained
Model.

A crucial and next task in the FaceNet model is Face
embedding, it consists of the representation of facial feature in
the form of a vector. This latter, will be useful for comparison
with the other generated vectors for identification of people.
Embedding vector will be stored in order to be utilized as an
input for the classifier. For this reason, we have to itemize
each face in both training and testing database to have the
classifier perform embedding and name prediction. It’s nec-
essary that the pixels of the image are normalized to perform
the prediction operation. FaceNet architecture contains a batch
layer and a deep CNN network. This latter, was supported by
the normalization L2 which results face embedding. The face
embedding is performed Triplet loss during the training. The
triple loss has a minimum distance between an anchor and
positive when the identities are the same [49]. Fig. 15 displays
the triplet loss training.

Fig. 15. The Triplet Loss Training[45]

Then, the validation process is integrated to recognize a
candidate’s face by performing a classification task within an
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integrated support vector machine (SVM). Since its inception,
the SVM algorithm has been effectively applied to various
classification-related problems . The SVM finds an Hyperplane
that performs the classification task of the optimization issues.
This maximizes the boundaries between the two classes of a
particular input and target pair. The Classification is the result
of certain robustness against over-fitting and margins represent
class separation efficiency.

VI. EXPERIMENTS AND RESULTS

A. Implementation

Through this section, we have presented the experimental
results acquired by face recognition using the three deep
convolutional neural networks previously mentioned, after they
are chained by the famous SVM classifiers, these implemen-
tations are based on both MFRD and SMFD databases. Three
major experiments in our study were performed to compare
performance differences between pre-trained CNN architec-
tures. First, we evaluated the performance when extracting
the learned image features from a pre-trained CNN AlexNet,
followed by SVM as a classifier. Second, we have realised the
same experience with ResNet50. Third, we have evaluated the
performance of FaceNet model with SVM. The analysis and
evaluation were carried out on the basis of the performance
recognition accuracy, precision and recall rate.

Before beginning the training process for the convolutional
neural network architectures, a previous pre-processing is
required. For all datasets, a rescale is applied to resize the
images to a 227 × 227 as input for AlexNet, 224 × 224 as
input for ResNet50 and 160× 160 for FaceNet model.

All experiments were conducted using the platform of
Windows with the configuration of AMD Ryzen5-GPU with
16 GB of NVIDIA GEFORCE RTX 3050 TI. Python tool was
used to evaluate the method and perform the feature selection
and classification task.

Table IV and Table V display the results obtained from the
pre-trained models using two different databases.

TABLE IV. EVALUATION OF IMPLEMENTED MODELS USING RMFD

Model Accuracy% Precision% Recall%
AlexNet 88.89 90.00 90.00
ResNet50 84.20 83.650 85.310
FaceNet 90 90 91.5

TABLE V. EVALUATION OF IMPLEMENTED MODELS USING SMFD

Model Accuracy% Precision% Recall %
AlexNet 85.210 88.12 88.12
ResNet50 83.304 81.870 84.10
FaceNet 88.57 88.5 88.6

Since FaceNet has demonstrated considerable robustness
with masked faces, we have opted this model to improve this
performance by combining the used SVM classifier with the
well-known K-NN classifier. The results obtained are presented
in Table VI.

TABLE VI. FACENET MODEL WITH CLASSIFIERS COMBINATION

Model RMFRD SMFRD
FaceNet with SVM 90% 88.57%
FaceNet with SVM-KNN 94.46% 91.87%

B. Discussion

As a first observation, the two databases are not simulated
in the same way, RMFD provides more considerable results
than the SMFD database for AlexNet, ResNet50 and FaceNet.
The difference of results between the two databases comes
down to the fact that in the SMFD database, mostly, masks
are not really well placed on the face, since the masks are
synthetic and are not real-world as in the case of the database
RMFD database.

Regarding the models performance, FaceNet performed
better on both databases. Although, AlexNet and ResNet50
models show significant results in unmasked face recognition,
they present a remarkable degradation with masked faces. Even
with the adjustment of some parameters for each architecture,
as well as with the training of the models by a large number
of masked faces.

According the authors in [35], AlexNet model reached
higher accuracy of 100% on YTF datasets, 99.55% and 99.17%
for the GTAV face and ORL datasets respectively. While
ResNet50 has achieved high accuracy of 100% on GTAV
face and YTF datasets. Similarly, FaceNet model presents
a degradation compared to the results provided with the
unmasked faces, let us quote the example of literature [50]
where authors mentionned that FaceNet is highly efficient in
non-masked faces recognition that it can reach 100% accuracy
on YALE, JAFFE, AT&T datasets. Although the masked faces
influenced the performance of the FaceNet model, it remains
robust relatively to other models.

We have improved the classification process by a combi-
nation of voting-based classifiers which greatly improves the
performance of the model, where we have reached an accuracy
rate equals to 94.46% with RMFRD. This combination has
been used in several works for different objects recognition
other than masked faces recognition. Let’s cite the example of
the article [56], where the authors obtained an accuracy rate
equals to 97.11% for Arabic-word handwriting recognition.
In literature [57], classifiers combination for recognition of
Arabic literal provides an accuracy rate equals to 98%.

It is obvious that these values exceed ours, this excess
in values comes down to the fact that the models are less
complex, the stains are easier and even the databases are much
smaller.

To further appraise the proposed method, we have com-
pared our model with several techniques destined specially for
recognizing masked faces, such as the model implemented in
[58] that just combined FaceNet with SVM and they got an
accuracy rate equals to 91.304%. In the study presented in
[59], authors used VGG16, the Multilayer Perceptron Classifier
(MLP) and Bag-of-Features (BoF) paradigm, the accuracy rate
obtained is equals to 91.3% . An efficient face recognition
method presented in [35] using Transfer learning (ResNet50
and AlexNet) to fine-tune pre-trained models to the masked
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face detection dilemma using an SVM classifier, authors have
obtained an accuracy equal to 87%. Table VII summarizes this
comparative study.

TABLE VII. PERFORMANCE COMPARISON WITH STATE-OF-THE-ART
METHODS

Model Dataset Accuracy
FaceNet+Svm RWMFD 91.304%
VGG16+BOF RWMFD 91.3%
CNN+Svm RWMFD 87%
Our model RWMFD 94.46%

These methods achieve lower values than obtained by the
proposed technique, which confirms the effectiveness of the
classifiers combination. Then, the complementarity between
the two classifiers increases the recognition accuracy and
robustness of the model, this comes down to the fact that in
image classification, the concept of ambiguity is particularly
related to the presence of noisy pixels, mixed pixels and pixels
from regions that have undergone changes. If some pixels are
between two classes (such as those located on the boundaries
of homogeneous regions), those pixels should be classified into
a union of two classes rather than a single class. This case
can be important when the spatial resolution of the sensor
is high. Mixed pixels intervene in the image modeling of a
single source whenever that source cannot distinguish between
the two classes. In this case, only class related information
is available. Pixels in areas with little change are difficult to
distinguish from pixels in stable areas and must therefore using
two classifiers to get more accurate results.

VII. CONCLUSION

Today, the task of recognizing a masked face is a challeng-
ing process which makes it a focus of interest for scientific
committees, given the importance of facial recognition for the
security of various organizations and applications around the
world. Models that intended for the recognition of unmasked
faces have become helpless and unable to provide satisfactory
performance to the expectations of security systems and real-
time applications. Over the last two years, several techniques
have emerged for this purpose but these techniques always
remain less effective than the models destined of unmasked
faces. This fact comes to several factors. First, the loss of the
majority of facial details. Second, all the proposed techniques
are based on models previously intended for unmasked faces
by adjusting a few parameters to render the model adaptable
with the new task. Third factor, the databases designed for
the study of masked faces recognition systems, require more
improvement. In this regard, we have proposed a model based
on FaceNet with combination of classifiers (SVM-KNN) in
order to have satisfactory results. This combination gives better
results compared to the classification by a single classifier
given the complementarity between SVM and K-NN classi-
fiers. Finally, safety is vital at all levels (social, industrial,
services, etc.) and security systems must reach a certain level
of robustness, that’s why our future work aims to develop a
new model which does not consider masked faces as a barrier
to having excellent results.
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Abstract—Retailers have long sought ways to better 

understand their consumers' behavior in order to deliver a 

smooth and enjoyable shopping experience that draws more 

customers every day and, as a result, optimizes income. By 

combining various visual clues such as activities, gestures, and 

facial expressions, humans may fully grasp the behavior of 

others. However, due to inherent problems as well as extrinsic 

forced issues such as a shortage of publicly available information 

and unique environmental variables, empowering computer 

vision systems to provide it remains an ongoing problem (wild). 

In this paper, the authors focus on identifying human activity 

recognition in computer vision, which is the first and by far the 

most important cue in behavior analysis. To accomplish this, the 

authors present an approach by integrating human position and 

object motion in order to detect and classify tasks in both 

temporal and spatial analysis. On the MERL shopping dataset, 

the authors get state-of-the-art results and demonstrate the 

capabilities of the proposed technique. 

Keywords—Deep convolutional neural networks; computer 

vision; object detection; object localization; temporal analysis; 

human shopping actions component 

I. INTRODUCTION 

For years, the computer vision industry has been working 
on recognizing human actions. Many essential applications 
require the ability to recognize diverse behaviors from video 
data, such as fight identification from surveillance footage, 
human-robot interaction, video streaming analysis for online 
streaming services, and home security surveillance. Action 
recognition's main purpose is to recognize human actions in a 
video frame. For video-sharing services like YouTube and 
Twitch, action recognition is indeed a must-have feature. It can 
decipher a video's content and determine whether or not it 
should be made public. This tool can assist in the filtering of 
potentially harmful videos, such as bomb-making methods, 
choking activities, and the use of hard narcotics [1-3]. 

However, in areas like retail and shopping, the impact has 
been minimal. Using such technology in this context has a 
number of advantages, including efficient monitoring, 
consumer behavioral analysis, targeted marketing, and so on. 
Retailers will benefit from increased efficiency and revenue, as 
well as a more convenient shopping experience for customers 
if these strategies are used. Furthermore, the share of the 
worldwide trade market that these technological solutions 
occupy might be deduced from the rapidly expanding demand 
for them. The actual worth of such Artificial Intelligence (AI) 
based solutions relating to the retail industry is expected to be 
about US$10 billion by 2025, according to research conducted 
by Grand View Research [2]. 

Applying AI, and particularly machine learning 
approaches, to the shopping sector is still difficult, due to the 
insufficiency of data, primarily because of security issues, 
expensive labeling, as well as the need to stay proprietary 
where data is gathered. In spite of the datasets being publicly 
available to the researchers, (e.g., The MERL shopping dataset 
[4]), applying deep learning techniques to those is difficult as 
the external challenges posed by distinctive environmental 
factors like camera view angle, quality of the video, 
interrelations between the goods and the customers, and high 
obstruction. However, success of the existing deep learning 
algorithms can be attributed partially to the utilization of 
largely available public datasets like ImageNet [5], UCF101 
[6], or [4], which allow sophisticated methods with numerous 
variables to be optimally trained. The completed actions are the 
major visual clue in understanding human behavior, which 
when paired with additional indicators like facial expressions 
tracked over time can also provide detailed behavioral 
knowledge [1, 7, 8,]. To describe human actions, the initial 
efforts on action recognition adopted Three-dimensional (3D) 
models [9, 10]. However, creating a 3D model using videos is 
time-consuming and costly. 
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As a consequence, people rather employ global or local 
representations for action recognition. These methods are 
known as representation-based methods. Currently, deep 
networks-based algorithms have indeed been able to attain 
promising results in action detection, because of the fast 
evolution of graphics processing units (GPU). The task of 
activity detection and recognition from shopping surveillance 
footage inputs is used as the primary topic of this paper. The 
current study only focuses on categorizing the clipped video 
into the given activities during recognition, whereas 
categorization is practiced to a continuous video sequence of 
multiple activities during detection; i.e., the temporal location 
at the beginning and length of the actions are also unknown 
and desired [11]. 

The main contributions of this paper are 

• For a less explored camera view angle, we present an 
innovative strategy powered by Generative Adversarial 
Networks (GANs) which uses partial body position in 
the lack of exact joint locations (top view). 

• Using the proposed novel method along with the 
standard transfer learning, we train and test on the 
MERL shopping dataset, which has different challenges 
such as camera angle view, classifications of activity, 
and limited data for training. 

• The authors propose a simple but successful technique 
for using our action-identifying network as an action 
detector that identifies and classifies action locations in 
real-time. This method divides the difficult detection 
task into identification and detection modules and uses 
a two-stream network to combine diverse sources in 
semantic space. 

• The authors successfully combine two independent sets 
of features, one for recognizing or detecting the action, 
namely human body posture (incomplete) and object-
of-interest motion, to direct greater network resources 
and attention to the most significant signals while 
ignoring the less important ones. This is performed 
through the use of self-attention, in which the video's 
relevant spatial regions are connected to other regions 
in adjacent frames for enhanced accuracy and/or 
precision. 

The remaining sections of the paper are organized as 
follows: Section II - consists of the extensive literature survey; 
Section III - is the detailed explanation of the methodology 
used in the study; Section IV - is a detailed presentation of the 
results arrived at along with comparisons. We conclude the 
paper by providing future directions. 

II. LITERATURE SURVEY 

Extraction through feature engineering algorithms that can 
effectively recognize and depict motion in the input pattern of 
image frames is the focus of this research. Many approaches of 
mixing optical flow (OF) and feature matching [12] have been 
introduced since the early phases of the space-time pyramid 
[13] until recent years, with the most current ones attempting to 
replace feature extractors using deep neural networks. 
However, predicting the flow of optical from succeeding video 

frames has proven to be quite efficient. The literature on this 
subject contains a multitude of ways. Recently, there have been 
attempts to integrate these techniques with deep neural 
networks in order to achieve the best-of-both-worlds results, 
Horn et al. [14]. Many indigenous features have been facing 
this situation in recent years. 

Pose estimation from single red, green, and blue (RGB) 
images has made substantial progress recently [6, 11, 15, 16, 
17,], prompting its use as a high-level feature in movies to 
effectively represent diverse sorts of activities [18, 19]. Single 
image estimate is relatively reliable, even the tiniest mistake or 
disturbance in sequential posture estimation in videos is 
detrimental to activity interpretation utilizing existing futuristic 
techniques. With regards to missing joint locations in frames, 
as we will show factually, this occurs rather frequently 
irrespective of regular or low demanding settings. As a result, 
several techniques to utilize this vital information as an 
additional medium of data in combination with other resources 
such as optical flow and raw input frame have been presented. 
There are many alternative ways to take advantage of body 
posture characteristics while disregarding the faults. 
Indigenous approaches to cipher consecutive pose data into 
photos for classifying the actions are defined by some. There 
are numerous approaches to efficiently incorporate posture 
estimation into activity understanding in case of good pose 
prediction (for instance, 3D pose employing motion capture 
skeletal sensors or depth camera) [20]. However, because of a 
crowd, low range depth and occlusion, and costs, the use of 
depth cameras or signal fusion techniques is not viable in the 
shopping environment. 

In computer vision, human-object interaction has long been 
a concern. However, the majority of the considered interactions 
revolve around sports [21], cooking [22], or ordinary activities 
[6, 9], which can sometimes be categorized from single photos 
[21]. Kim et al. [23] present an effective method for 
recognizing object-based activities. For action recognition from 
security cameras, the researchers make use of the graph neural 
networks for merging the object and human pose data. Their 
method, however, is largely dependent on the quality of the 
input posture data. 

Multi-stream Convolutional Neural Networks (CNNs) have 
recently been popular for combining diverse modalities of data 
before generating decisions [4, 16]. It can be seen in most of 
the presented systems that one stream is dedicated to temporal 
understanding (usually utilizing a labeled training data and 
computed algorithm related to flow of optics [17]), whereas 
another is exclusively for diving into spatial features in the 
image. 

Many academics have been attributed to the success of 
Two-dimensional (2D) CNNs in image interpretation to 
investigate the feasibility of doing so in videos. As a result, 
numerous ways to widen the convolution in time have been 
developed [7, 23, 24]. One of the issues with these techniques 
is that most of these are computationally costly, whilst 
moderately outperforming 2D CNN counterparts. 

Several researchers have rethought their application, 
inventing sophisticated combinations of 2D and 3D CNNs to 
achieve the best possible outcomes [25, 26]. Nevertheless, the 
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work of exploiting pose data is still under-explored to our 
knowledge. Many other researchers integrate the two works 
and sort them concurrently [27]. Some techniques solely tackle 
the temporal detection element of the work, whilst others 
integrate both activities and sort them at the same time. Some 
are inspired by object identification techniques and use 
temporal region proposals [10, 18], while others are known as 
segmentation. 

In the natural language processing (NLP) community, 
many unique strategies to replicate human attention in CNNs 
were first proposed on machine translation jobs. Some of them 
are used in sequential tasks to highlight key input frames [28], 
while others are used to simply focus on spatial regions of 
relevance [10, 9, 2]. Wang et al. [29] and combine them into 
one differentiable peripheral module. Moreover, there are 
works defining a representative capable of discovering the 
important areas or frames using sophisticated analytics like 
Reinforcement Learning (RL) [28]. The 3D modeling method 
was utilized extensively in early action recognition studies. The 
walker hierarchical model [9] uses a number of hierarchical 
levels to depict a person. To recognize pedestrians in a video, 
[10] employs linked cylinders and their progression. The kernel 
learned by CNN is visualized and found that the bottom layers 
learn low-level features while the upper layers learn high-level 
representations. This demonstrates that convolutional 
architecture may be utilized to extract features [29, 30]. 

Videos, unlike photographs, have a dynamic nature. 
Directly adding temporal features to a convolutional 
architecture is a typical approach of using deep networks for 
action recognition. To achieve this, Ji et al. [31] postulated the 
3D CNN, which also uses 3D kernels to obtain both spatial and 
temporal information. 

Many researchers have made contributions to the field of 
temporal information integration in CNNs. In the temporal 
domain, Ng et al. [30] discover that maximal pooling 
outperforms average and other pooling approaches. Karpathy 
et al. [32] present the slow fusion model, a new convolutional 
architecture that receives video clips and processes them via an 
identical set of layers (with common parameters) to provide 
outcomes for fully connected layers. The video description will 
then be generated from these completely connected layers. 
Tran et al. [33] combine the concepts of the visual geometry 
group (VGG) [9], Decaf [14], as well as the 3D CNN [29] to 
develop a 3-D graphics technique that can build 3D graphics 
out of 2D images (C3D), a generic video descriptor. They use 
the Sports-1M [32] dataset to train their network and extract 
video attributes from such a fully - connected layer. Learning 
temporal information from uncontrolled input is the purpose of 
a deep generative network [21, 26]. Xing Yan et al. [34] 

present a deep Dyn encoder to capture video dynamics, based 
on the linear dynamic system modeling approach proposed by 
Doretto et al. [16]. The Long Short-Term Memory (LSTM) 
autoencoder model is created using the LSTM [26] cell. 

The encoder LSTM and the decoder LSTM make up this 
model. Goodfellow et al. [35] propose an adversarial network 
to address the training challenges in deep generative networks. 
The competition between a generative and a discriminative 
model is referred to as adversarial. Mathieu et al. [36] use the 
adversarial principle where a multi-scale convolutional 
network is trained and highlight the benefits of pooling in a 
generative model. In this body of work, many databases have 
been added to aid in the development and testing of algorithms 
[28, 6, 24]. Kinetics [8], which is called the ImageNet [13] of 
videos, is among the largest. Only a few of these have 
untrimmed films that can be detected [22, 27]. More crucially, 
as previously said, the exclusive characteristic of statistics 
related to retail is the insufficiency of data on which to test 
frameworks to address the distinctive difficulties. As per our 
knowledge, the MERL [4] dataset is the only one available for 
human shopping actions. All of these aspects are addressed 
using Human Position and Object Motion based spatiotemporal 
analysis and are tested on the Recognition of Human Shopping 
Actions. Further details regarding the same are explained in the 
subsequent sections. 

III. METHODOLOGY 

A GAN consists of two approaches: a generic model that is 
trained to comprehend the probability distribution of the input 
data and a discriminative model that seeks to distinguish real 
input samples from false ones [37]. Backpropagation is used to 
simultaneously train both models. GANs' success has been 
seen in their wide range of applications, which range from 
creative picture generation and super-resolution to semi-
supervised classification. Using input pictures and noisy and 
imprecise joint heat maps, the authors propose a conditional 
GAN-based technique for regressing the precise location of six 
body joints. In the retail environment, we commonly encounter 
top-view (or near-top-view) recorded surveillance cameras, 
which exacerbate the difficulty of deciphering human activity 
by imposing extra occlusions of various body parts and 
components. Because of this distinct and demanding 
perspective, many deep learning professionals have avoided 
training on these sorts of input images. The posture estimator 
system that we implemented in our challenge suffers from the 
same problem, despite producing state-of-the-art results of 
different distinct activities that support traditional camera view 
aangles Fig. 1 depicts the challenges encountered by the given 
strategy in the present working dataset. 
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Fig. 1. Illustration of the Issues Faced due to the Camera Angles. 

To improve posture estimate accuracy, we present the GAN 
structure. It also ensures that the positions of the joints of 
interest in the dataset are predicted more accurately. The 
generator is in charge of learning the conditional probability of 
the joint locations given to the current noisy heat map that is 
extracted and the input frame, which is a CNN with an 
architecture similar to Inception-v4 followed by a multi-layer 
perceptron (stacked). The same has been summarized in Fig. 2. 

In our scenario, only six joints are considered essential in 
the current shopping environment scenario, which are both the 
left and right shoulders, elbows, and wrists. To begin, consider 
human posture as a probabilistic heat map indicating the areas 
of joints that require better attention. Next, treating it as a high-
level feature of the object which is moving in the scene, rather 
than treating pose data as a separate source of information for 
defining an action, instead of general features extracted with a 
massive proportion of unnecessary background data to acquire 
motion data without considering any other specific motion 
representation, forcing the deep learning architecture for 
feature extraction with a greater focus on these spots in each 
frame of the input images. Then, by implementing the GAN 
fine-tuning step, we reduce even more noise from the heat 
maps obtained from the input related to the six key joints and 
obtain its precise location, which is given to our pose stream 
network as a replacement for the pose heat map channel. The 
working of the same has been described in Fig. 3. 

Refer to (1) 

𝑦𝑖 =  
1

𝑐(𝑥)
∑ 𝑓(𝑥𝑖 , 𝑥𝑗)𝑔(𝑥𝑗)∀𝑗             () 

where, i and j are indices of the locations in frames over the 
entire sequence (space-time), f refers to embedded Gaussian 
mapping of the input pattern, and g is a linear mapping 
function. Here xi refers to weight for a single location in space-
time input, and j is the set of all other potential places. The 
Embedded Gaussian Function is the function we're using here. 
The number of modules inserted into the network for optimal 
performance has been empirically determined to be two. The 
LSTM's hidden state vectors are subjected to the second 
attention mechanism. It actually assigns a scalar weight to 
every input frame based on the network's learned relevance. 
These weights were adopted to the LSTM's hidden feature 
vector as in practice. At every time the first step (relating to the 
feature vector of the frame is multiplied by the weight value 
supplied by the temporal attention), the LSTM has a hidden 
state. This is done in practice where a single fully-connected 
layer on the LSTM's hidden states is trained. The first of the 
two modules, in particular, has played a key role in advising us 
on how to strengthen our approach. The placement of joints is 
connected with a higher weight, notably the six joints that 
make up a part of the posture model, as shown in the 
representations provided in Fig. 3. By substituting the exact 
heat map of joint locations with the ones from our generator 
network, there was even more attention forced which improved 
our outcomes. In this case, by reducing the noisy heat, we were 
able to stimulate the concentration of network re- sources with 
more assurance maps. 

 

Fig. 2. An Overview of the Proposed GAN Structure. 
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Fig. 3. A Summary of our GAN-Based Pose Fine-Tuning Method. 

IV. RESULTS AND ANALYSIS 

A. Experimental Setup 

The authors used PyTorch for the implementation as it is 
open source. The fine-tuned network is then used with the 
remainder of the network, with no further training, to retrieve 
earlier data regarding item placements. To construct the 
weights for the generator in GAN architecture, we manually 
annotated additional thousand frames which are sampled 
uniformly with six joint-f-interest (e.g., wrists, elbows, and 
shoulders) positions. After that, the generator is supervised, 
and they are pre-trained using the Mean Square Error loss 
function across the ground-truth joint locations. On the other 
hand, the discriminator was built up at random using the 
Xavier approach. 

After the GAN training has converged, the generator is 
used individually along the remainder of the network without 

any more fine-tuning, as previously indicated. The pose and 
object mappings are created using binary maps in the following 
manner. The map has values of one in a circle of constant 
radius (here 10 pixels) around each joint center and 0 
somewhere else for joint locations, and one in a rectangle area 
of fixed size (here 40 pixels) around the center of each 
identified item and zero otherwise for object locations. To 
reduce the Cross-Entropy loss over the Softmax class 
probability outputs, the entire recognition network is trained 
using gradient descent. 

Adam is the optimizer that has been proven to perform 
better in terms of fast convergence in large-scale models like 
ours. This is achieved by making dynamic (or adaptive, as the 
authors call it) changes to the learning rate for each weight 
based on the gradient's higher and lower coefficients so far. 
The default hyper-parameter settings specified by the authors 
are = 0.001, 1 = 0.9, 2 = 0.999, and 1008. 
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It's difficult to train the spatiotemporal attention 
components in the intermediary layers of the two streams. 
These modules were given a contribution weight gamma 
(constant across the network) that was initially set to 0. The 
authors restart the training for a few epochs (9 to 11) once the 
main network has converged, starting with 0.1 and gradually 
increasing it to 1. Finally, because each stream has a similar 
design to the Inception v4 network, the authors initialize both 
streams using transfer learning from networks trained on 
COCO classification tasks. This allows us to drastically 
minimize training time; the full network training takes only 17-
21 epochs to complete. 

The detection sliding window and stride parameters must 
be fine-tuned in the final stage. A Brute Force search in two 
sets of values is used to accomplish this. As mentioned in the 
assessment section, the overall performance of each pair of 
window-stride size values is examined, and the top overall 
values are picked. Finally, because each stream has a similar 
architecture to the Inception v4 network, we initialize both 
streams using transfer learning from networks trained on 
COCO classification tasks. 

This allows us to cut the training time in half; the total 
network training takes around 17-21 epochs. The detection 
sliding window and stride parameters must be fine-tuned in the 
final stage. A Brute Force search in two sets of values is used 
to accomplish this. As noted in the assessment section, the 
overall performance of each pair of window-stride size values 
is evaluated, and the top overall values are picked. Sliding 
windows range in length from 3 to 45 frames, with a stride of 
one to the length of the window. The PyTorch deep learning 
library is used to implement the entire training and inference 
process in Python. 

B. MERL Dataset Results 

The MERL dataset was produced in response to a lack of 
relevant datasets in retail settings. The six activities are "reach 
the shelf," "retract from the shelf," "hand in the shelf," "inspect 
the object," "inspect the shelf," and the backdrop (or no action) 
class. It was photographed using a roof camera to look like a 
real retail mall, but not in any detail. There are 42 people in 
this dataset who work as shoppers. One of the dataset's 
challenges is that participants must complete a sequence of 
tasks, which can be easily exploited as a well-behaved 
transition probability matrix to produce good results on this 
dataset at the cost of simplifying it as a well-behaved transition 
probability matrix. Table I is an example of this challenge. This 
supplies the network with useful prior knowledge that may be 
used during inference to improve recognition accuracy. 

TABLE I.  MERL DATASET, ACTIONS, AND ITS CORRESPONDING 

DISTRIBUTIONS 

Actions Reach Retract 
 Hand 

in 

Inp. 

Product 

Insp. 

Shelf 

Reach  0.0 63.8 34.1 0.7 1.4 

Retract  21.2 0.0 0.8 49.53 28.47 

Hand in  0.12 85.7 0.0 6.32 7.86 

Inp. 

Product 

61.08 3.1 0.84 0.0 34.98 

Insp. Shelf 98.9 0.094 0.67 0.34 0.0 

Nonetheless, one of the key benefits of our technique is that 
we may get cutting-edge findings without relying on this 
extensive historical knowledge. This makes sense since, in 
real-world solutions, powerful priors are difficult to come by 
and impractical, therefore they can't be used. As a result, the 
authors eliminated these biases by ensuring that the participants 
do not follow a straightforward sequence of activities during 
the testing. 

Unlike prior approaches that reported on the MERL 
dataset, we present results for both recognition and detection. 
The former believes that the input films only include single 
action, but the latter receives an untrimmed video with 
numerous actions as input. Table II displays our MERL 
recognition results, and Table III compares our detection 
results to those previously published because the recognition 
results for this dataset haven't been disclosed before by any 
other method, this presents a new challenge for future research, 
allowing other algorithms to compare their detection accuracy. 
As we've seen and as our results show, the accuracy of 
detection should be near to the precision of recognition for a 
decently good detection approach. As compared to other 
approaches, we significantly have higher Intersection over 
Union (IoU) (average 0.77 compared to 0.5 as the maximum 
reported) over previous methods while attaining better 
detection results, too. 

TABLE II.  RESULTS OF PROPOSED METHOD ON MERL DATASET 

Details In Percentage 

Overall recognition Accuracy 71.14 

F1 @ 50 67.11 

Frame wise accuracy 71.41 

TABLE III.  COMPARISON OF RESULTS WITH PROPOSED METHOD (MERL 

DATASET) 

Methodology F1 {IoU = 0.5} 

Accuracy in 

Percentage 

(Frame-Wise) 

Multi-stream bi-

directional RNN [4]  65.4 76.3 

Temporal Convolutional 

Networks 72.9 79.0 

Two stream CNN 
74.8 77.1 

Proposed methodology 
77.46 75.13 

V. CONCLUSIONS 

The authors have developed a framework for fine-grained 
activity recognition and detection in retail environments. Due 
to the short time between each action, considerable intra-class 
variance, and low inter-class variation, fine-grained detection is 
difficult; these difficulties contribute to the task's intrinsic 
complexity. Furthermore, the work is made more difficult by 
the extrinsic difficulty of a rare and unusual camera viewing 
angle. We developed a semi-supervised technique employing 
GAN to fine-tune posture estimate results when there is a 
discrepancy in the images present at different angles during 
training and prediction. We gave detailed experimental data to 
demonstrate the method's applicability in real-world scenarios, 
particularly in shopping contexts, which have their own set of 
characteristics and obstacles. 
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When direct estimation fails, we speculate that combining 
pose estimation with image sequences is one way to use the 
associated range of motion as background information for 
forecasting joint location in the next time step (e.g., occlusion). 
Furthermore, we believe that describing the attention process 
as a salient region localization job for an expert system might 
lower the computation cost of its training and prediction, given 
the recent success of deep reinforcement learning 
methodologies. Further attempts at face expression recognition 
and/or eye gaze prediction provide more data for deep 
customer behavior analysis. 
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